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ABSTRACT 

This study presents a comprehensive framework for addressing data preprocessing 
challenges in diverse scenarios. The framework covers various aspects, including feature 
extraction in the time domain, frequency domain, and wavelet domain, as well as feature 
selection techniques, noise reduction strategies, and data normalization approaches for time 
series data. Through experimental analysis, we demonstrate the effectiveness of our 
proposed strategy in enhancing the Signal-to-Noise Ratio value. In particular, the application 
of the Savitzky-Golay Filter proves successful in reducing signal noise and achieving 
normalization across all bearings. These findings highlight the potential of our framework in 
improving data quality and preprocessing procedures for bearing data set which can be 
generalized for a wide range of applications. 

Keywords: prognosis and health management (PHM), predictive maintenance, preprocessing 
data, feature extraction 

1 INTRODUCTION 

SCADA environments are connected to various database management systems. These 
databases are becoming more and more essential for the efficient management of the 
company. Industry 4.0 and its technological panel offer today, a very large collection of this 
information. In fact, this evolution is taking place at all levels, including the maintenance 
level. This is a crucial activity, like a part of PHM, as it determines the availability and 
performance of production systems.  

However, various perturbations (e.g. power cuts, digital communication network 
interruptions, wrong choice of technology...) have a significant impact on the quality of the 
collected data. Data must be checked to see if it incorrect, incomplete, inaccurate, 
irrelevant, inconsistent, different, repeated, poorly described, or missing. Big data problems 
are no secret, as it is difficult to compile a large and accurate database.  

The main data quality target is accuracy [3]. Previous studies often use three types of data 
errors: inaccuracy, incompleteness, and mismatch [4]. The method proposed by [5] 
combines dimensionality reduction with the identification and separation of erroneous data. 
Due to the measurement data used as input for data acquisition, the presence of 
uncertainties and unknown measurement inaccuracies would be a concern. Sources of 
uncertainty in Machine Learning are divided into two groups. Group I is related with data 
acquisition error, data annotation, imbalance and skewness, incompleteness, and input data 
sampling. Group II includes feature selection, model selection, and model hyperparameter 
estimation [6]. 
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Several steps have been carried out to improve for reducing the error. Data preprocessing is 
an inevitable step before applying Machine Learning methods for energy or load prediction. 
According to previous experiences, data preprocessing typically accounts for a large portion 
of the total data mining task, about 80% [7]. As shown in Figure 1, the “observe” step in 
PHM includes two steps data acquisition and data preprocessing. The common steps of data 
preprocessing include data imputation, data resolution processing, data normalization, 
outlier detection, and data smoothing [8]. This latter could reduce the influence of noisy 
data and improve data quality, which contributes to the improvement of model performance 
[9]. 

Signal preprocessing plays a critical role in understanding and analyzing various types of 
data. In this study, we are interested in bearing data and especially vibration signals 
obtained from accelerometers. To gain a deeper understanding of these signals, researchers 
often explore four primary domains: time domain, frequency domain, time-frequency 
domain, and wavelets [1]. By converting the signal from the amplitude domain to the time 
domain [10], researchers can examine its behavior over time and identify any patterns or 
variations. In addition, exploring the frequency domain allows researchers to analyze the 
signal in terms of its component frequencies and their respective amplitudes. Through 
extensive research and experimentation, scientists have made significant strides in 
understanding and interpreting accelerometer signals, enabling advances in fields as diverse 
as structural health monitoring, vibration analysis, and predictive maintenance. In Figure 1, 
we present a summary of the data chain with a focus on the step data preprocessing which 
will be the objective of our study. 

 

Figure 1: (a) PHM cycle (adopted from [1]) and (b) Bearing Damage Stage III and Multiple 
Zone (adopted from [2]) 

The organization of this paper is as follows: Section 2 provides a comprehensive review of 
preprocessing steps in signal bearing, highlighting their relevance to the state of the art. In 
Section 3, a case study involving the Bearing FEMTO dataset is presented, along with the 
framework, method algorithm, or equation employed. Section 4 presents and discusses the 
results derived from the analysis. Finally, the paper concludes by summarizing the findings 
and suggesting potential future research directions. 

2 STATE OF THE ART 

The quality of input data has a significant impact on the quality of the model and the 
accuracy of prediction results. Many problems have been detected in the bearing data and a 
preprocessing step is compulsory. One common issue encountered is the presence of 
excessive unwanted frequencies in the data. A high Signal-to-Noise Ratio (SNR) indicates a 
clear and easily detectable or interpretable signal, whereas a low SNR suggests that the 
signal is corrupted or obscured by noise, making it challenging to distinguish or recover 
meaningful information. To achieve a high SNR [11], the separation of low-frequency signals 
containing information related to bearing rotation and bearing faults from the middle and 
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high-frequency components has been the focus of exploration. The operational status of 
rotating machines (embedded bearing) and the presence of four specific faults are restricted 
to zones 1 and 2 [2], as shown in Figure 1 (b). This means that the occurrence of these faults 
is associated with low frequencies, while medium and high frequencies are ignored, 
potentially leading to degradation of signal quality due to the presence of noise. Several 
techniques have been investigated for this purpose, including Variational Mode 
Decomposition (VMD), Empirical Wavelet Transform (EWT), Empirical Mode Decomposition 
(EMD), Vold–Kalman Filter Order Tracking (VKF_OT) [12], Maximal Overlap Discrete Wavelet 
Transform (MODWT) [13], and others. These methods aim to effectively extract the desired 
low frequency signals while filtering out the unwanted medium and high frequency 
components. By using such techniques, researchers aim to improve the SNR and increase the 
accuracy of fault detection and prediction in bearing analysis. These approaches have been 
investigated under different SNR ranges, and the research results have demonstrated 
prediction accuracy levels of up to 99 percent [14]. Researchers often use denoised signals 
for fault prediction to improve the noise immunity of diagnostic models and minimize the 
influence of noise on the overall performance. 

Before determining the appropriate feature extraction method, stationarity tests such as 
Augmented Dickey-Fuller (ADF) are commonly used to assess the stationarity of the signal. 
Once the time domain features have been generated, it is essential to perform an effective 
feature selection process in order to identify the most optimal feature for the data input. 
The RMS time domain feature has been widely used by many researchers as a health 
indicator [15], [16], [17]. The RMS has been found to have a positive correlation with 
changes in vibration intensity, providing valuable insights into the progressive degradation 
path of bearings. 

It deals with high-dimensional data, where the number of features greatly exceeds the 
number of samples. One popular method for feature selection is the Laplacian Score, which 
effectively measures the relevance of features based on the underlying manifold structure 
of the data. The advantage of using the Laplacian Score is its ability to efficiently handle 
high-dimensional data in unsupervised learning [18], resulting in a reduced feature set 
without sacrificing predictive performance. This leads to improved computational efficiency 
and enhanced interpretability of the selected features, making it a valuable tool in various 
domains. Noise reduction and normalization are also two important steps before moving on 
to training and testing. Several methods are used depending on the type of signal [19], [20]. 
The Savitzky-Golay Filter (SGF) is a powerful tool for denoising and smoothing fault-
generated signals [21]. 

3 METHOD AND CASE STUDY 

Rolling bearings are critical to the operation of rotating machinery, ensuring efficient 
performance and minimizing friction. Consisting of components such as the outer ring, inner 
ring, cage, and rollers. They play a key role in various industrial equipment. The condition of 
rolling bearings has a direct impact on the overall safety and reliability of the system. 
Research shows that rolling element bearings are responsible for a significant portion, 
approximatively 45-55% [22], of equipment failures. 

3.1 Dataset 

The challenge data was obtained from a well-designed experimental platform called 
PRONOSTIA [23]. The dataset consists of vibration and temperature data collected during 
run-to-failure tests. The sampling frequency used in the experiment is 25.6 kHz, with a 



  

CIE50 Proceedings, October 30 – November 2, 2023 

American University of Sharjah, UAE 

 

 

 

4 

 

recording interval of 10 seconds and a data length of 0.1 seconds per recording. In other 
words, each data recording consists of 2560 data points. For example, the total duration of 
the bearing degradation data in Bearing 1-1 is 28030 seconds. There are a total of 17 run-to-
failure bearing records representing three different operating conditions. These different 
operating conditions are summarized in Table 1. Of these, six training datasets contain 
complete run-to-failure data, while the remaining dataset provides only censored bearing 
life data. 

Table 1: Operation Conditions of FEMTO Bearings 

 

3.2 Framework 

We present a novel approach, illustrated in Figure 2, for the initial processing of rolling 
bearing components. The scheme is derived from a previous study [24], which employed 
various techniques such as time-frequency, and time-domain feature extraction, wavelet 
transform with different decomposition levels depending on SNR values, and feature 
selection for optimal feature identification. In addition, this technique was further 
enhanced with noise reduction and normalization. 

 

Figure 2: Framework for Bearing Preprocessing (adopted from [24]) 

In the first step, data is collected from sensors using only the vibration accelerometer signal 
and excluding the temperature signal. In the second step, the raw signals are examined 
using the stationarity method to define the signal. The SNR is used to evaluate the signal 
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quality. Signals with low SNR are extracted using Fast Fourier Transform (FFT) to identify 
the frequency distribution. The high frequencies based on the bearing zone are not used and 
can be removed. To eliminate the high frequencies, a signal decomposition method is also 
applied for all bearings. This step generates new high SNR signals that can be further 
processed for time-domain features. The time-domain features contain 21 different 
features, including Mean, Crest Factor, Standard Deviation, and Margin Factor. In the third 
step, the 21 time-domain features must be evaluated to determine which one has the 
highest correlation with the health indicator. Unsupervised learning techniques are devoted 
in bearing analysis to evaluate the correlation between features and variations. To account 
for the presence of noise in the signal, noise reduction methods are implemented. In 
addition, to facilitate accurate comparison and analysis, the signals are normalized to bring 
them into a consistent range. All of the methods used in this framework are described in 
[21], [25], [26], and [27]. These methods are shown in Figure 2 in bold red text. 

4 RESULTS AND DISCUSSIONS 

In order to investigate data preprocessing in FEMTO Bearing with different SNR, we 
conducted experiments using the new proposed framework. The main focus on this step 
consists to extract the decomposed signal based on the SNR value. 

The ADF test is employed to analyze the signal under three different operating conditions. 
Table 1 shows that almost all bearings have a stationary signal. The SNR is in the range of -
12 to -9 dB for normal bearings and -13 to -11 dB for faulty bearings. Given the high level of 
noise present, it is necessary to process the signal by removing the high frequencies using a 
decomposition method. 

Table 1: Stationary check and SNR of Three Operation Condition 

Name of 
Bearing 

 

Stationary Check SNR (dB) 

Normal Fault Normal Fault 

Bearing 1_1 Stationary Stationary -12.84 -13.25 

Bearing 2_1 Stationary Stationary -9.93 -11.78 

Bearing 3_1 Stationary Stationary -12.37 -11.13 

 

Contrary to the expectation, the normal bearing contains predominantly low frequencies. 
Figure 3 (1)(b) shows the raw signal in blue and the decomposed signal in orange. The low 
frequency signal has only low amplitudes. Figure 3 (2)(a) shows the presence of low, 
medium, and high frequencies in the normal condition. However, in this particular case, 
only the rotational frequency (30 Hz for operating condition 1) and the harmonics, should be 
present in the normal bearing signal. The remaining frequencies, especially the medium and 
high frequencies, are likely to be considered as noise. Then, in Figure 3 (2)(b), the 
elimination of the medium and high frequencies is observed. In addition, the power spectral 
density decreases from a maximum of 150 to 60. Consequently, the SNR increases from -
12.71 dB to a new value of -0.21 dB. These results were obtained by using the MODWT with 
the sym4 wavelet and performing the transform down to level 4. 
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In Figure 3 (3) (a), observed as Bearing 1-2, it is evident that the highest power spectrum 
occurs toward the end of the bearing rotation. This power spectrum contains frequencies 
exceeding 1000 Hz, which are associated with bearing degradation and potential faults. To 
reduce noise, it is essential to reduce the frequencies above 1000 Hz in Bearing 1-2. On the 
other hand, Figure 3 (3) (b) shows samples obtained using a moving window of 20, where 
only the lower frequencies are present.  

The analysis involves the use of 21 time-domain features, including mean, standard 
deviation (Std), variance, Kurtosis, skewness, RMS, maximum, minimum, margin factor, form 
factor, peak to peak, square RMS, coefficient variation, shape factor, impulse factor, crest 
factor, clearance factor, absolute mean, energy, mean, and peak index (Figure 2). These 
features are used in both the training of six bearings and the testing of eleven bearings. In 
Figure 3 (5 –a), (1, 2, 3)), the standard deviation of the raw signal is depicted for Bearing 1-
2, 2-1, and 3-1. Figure 3 (5-a), (1)) illustrates that Bearing 1-2 exhibits noise values between 
time 100 to 700. However, the use of the decomposed signal as an input permit to obtain 
the standard deviation feature values. The noise reduction is evident in Figure 3 (5-b), (4), 
where the noise has been effectively eliminated. In Figures 3 (5-a), (2, 3), fluctuations in 
the signal are observed. However, after signal decomposition, Figures 3 (5-b), (5, 6) show a 
relatively stable and consistent signal without pronounced peaks. This indicates a consistent 
behavior of the signal over time. 

Table 2 displays the SNR values for Bearing 1_1 in normal condition, which is -12.84 dB. 
However, after applying the decomposed signal using the MODWT method, the SNR increases 
to 1.83 dB. In the fault condition, Bearing 1_3 initially has an SNR of 2.08 dB, which then 
spectacularly increases to 293.38 dB. The SNR values of this particular raw signal differ from 
those of other signals, indicating a higher signal level compared to the noise. This can be 
observed in Figure 3 (4), (a), where the signal predominantly exists in low frequencies. The 
signal decomposition shown in Figure 3 (4), (b). The medium and high frequencies are 
eliminated, resulting in a high impact on the SNR values. These results suggest that the 
MODWT method is highly effective in significantly reducing noise. 

To order the 21 features time domain, unsupervised feature selection Laplacian-score is 
used. Figure 4 (1) show that the Standard Deviation, Root Mean Square get the same value 
for high scores. In this context, several authors propose results with RMS ([28], [29]). The 
use of the standard deviation (Std) shows that signal processing is more efficient compared 
with RMS (Figure 3 (6-a), (1, 2, 3)). Nevertheless, upon decomposition as depicted in Figure 
3 (6-b), (4, 5, 6), the noise reduction in the RMS values is not as prominent as observed in 
the Std. This contrasts with the findings reported in various articles, which could be 
attributed to the effective elimination of noise in the Std. 
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Figure 3: 1 (a) Raw Signal Bearing ,1 (b) Signal After Decompose, 2 (a) FFT Raw, 2 (b) 
FFT Decompose, 3 (a) FFT-Power-Time Raw Bearing 1-2, 3 (b) FFT-Power-Time 

Decompose, 4 (a) FFT-Power-Time Bearing 1-3, 4 (b) FFT-Power-Time Decompose 5 (a) 
(1, 2, 3), 5 (b) (4, 5 ,6) Decompose Std, 6 (a) (1, 2, 3), 6 (b) (4, 5 ,6) Decompose RMS 

 

Table 2: Comparison of Bearing SNR in Normal and Fault Condition 

Name of 
Bearing 

SNR (dB) Original SNR (dB) Decompose 

Normal Fault Normal Fault 

Bearing 1_1 -12.84 -13.25 1.83 -1.62 

Bearing 1_2 -12.72 -13.22 -0.22 -9.1 

Bearing 1_3 -12.59 2.08 1.82 293.38 
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Figure 4: (1) Laplacian Score from 21 Feature Time-Domain, (2) Noise Reduction, (3) 
Normalization 

In Figure 4 (2), (a), it is apparent that the standard deviation of the feature domain in 
Bearing 2-2 still contains noise. To solve this issue, the SGF is employed with a frame length 
of 51 samples and a specified Polynomial Order (PolyOd, Polynomial Order=5). Upon closer 
inspection in the zoomed window of Figure 4 (2), (b), it shows clearly that the noise is still 
present. After applying a polynomial order of 7, as shown in the zoomed window of Figure 4 
(2), (d), a smoother signal is achieved. This suggests that the use of a higher polynomial 
order enhances the noise reduction capabilities of the SGF in Bearing 2-2. Figure 4 (2), (a, b, 
c and d) depicts values ranging from 0 to 0.015. These values subsequently undergo a 
normalization process, resulting in a transformation to the range of 0 to 1. The rescaling of 
the values to the interval [0, 1] can be observed in Figure 4 (3).  

5 CONCLUSION 

In this study, we introduced a framework that addresses the challenges of data 
preprocessing in rolling scenarios. Our framework encompasses time-domain and frequency-
domain feature extraction techniques, feature selection methods, noise reduction strategies 
and data normalization approaches for time-series data. Experimental results indicate that 
the proposed strategy effectively reduces the influence of noise on the signal. This 
reduction in noise will enable better detection of bearing faults. The next stage of our work 
will enable us to address the challenges associated with fault diagnosis (Figure 1).  
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