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Abstract

Photochemical reactions are widely modeled using the popular trajectory surface hopping (TSH) method, an
affordable mixed quantum-classical approximation to the full quantum dynamics of the system. TSH is able to
account for non-adiabatic effects using an ensemble of trajectories, which are propagated on a single potential
energy surface at a time and which can hop from one electronic state to another. The occurrences and locations
of these hops are typically determined using the non-adiabatic coupling between electronic states, which can be
assessed in a number of ways. In this work, we benchmark the impact of some approximations to the coupling
term on the TSH dynamics for several typical isomerization and ring-opening reactions. We have identified
that two of the schemes tested, the popular local diabatization scheme and a scheme based on biorthonormal
wavefunction overlap implemented in the OpenMOLCAS code as part of this work, reproduce at a much reduced
cost the dynamics obtained using the explicitly calculated non-adiabatic coupling vectors. The other two schemes
tested can give different results, in some cases even entirely incorrect dynamics. Of these two, the scheme based
on configuration interaction vectors gives unpredictable failures, while the other scheme based on the Baeck-An
approximation systematically overestimates hopping to the ground state as compared to the reference approaches.

1. INTRODUCTION
Photochemically active compounds, molecules which react
due to exposure to light, are ubiquitous in both nature and
human activities forming the basis of photosynthesis,1 and
having applications in fields ranging from medicine to mate-
rials.2–10 Interest in these types of molecules, while always
present, has exploded in recent years with the development of
sustainable energy sources.11–13 The synthesis of chemicals
in a “green manner” using solar energy via photochemical
reactions is also a very active research domain.14–16 Probing
photoreactivity with experimental methods however remains
difficult, due to the short-lived character of excited states.
In this context first principle calculations are often used to
understand photochemical transformations. In particular, the
simulation of photochemical reaction dynamics is greatly
useful, allowing for the understanding of fundamental mech-
anisms behind light-driven processes and enabling the design
of improved molecules for target applications.
The majority of photochemical reactions are ultrafast and

non-adiabatic in nature, i.e., they involve radiationless decay
between different electronic states. This decay typically oc-
curs in the vicinity of degenerate points between electronic
states of the same spinmultiplicity, known as conical intersec-
tions (CoIns).17,18 Modeling non-adiabatic photochemical
reactions is challenging, as the Born-Oppenheimer approxi-
mation breaks down at and around CoIns, and the coupling
between electron and nuclear motion cannot be ignored.19,20
In such situations, many widely-used and affordable quan-

tum chemistry methods can no longer be relied upon to give
accurate results.
Different levels of approximations can be employed when

simulating non-adiabatic dynamics, depending on the system
size, the desired accuracy, and the level of quantum effects
required to describe the process. Towards the more approx-
imate end of non-adiabatic dynamics methods is trajectory
surface hopping (TSH).19,21 It is a mixed quantum-classical
method in which the nuclei are treated as classical particles
while the electrons are treated quantum mechanically. TSH
is built on the idea that an ensemble of independent clas-
sical trajectories can be used to approximate fully-quantum
wavepacket dynamics through a branching region.20 Each in-
dependent trajectory evolves on a single electronic potential
energy surface, with the ability to “hop” from one surface to
another.
TSH, more specifically the Tully fewest switches surface

hopping (FSSH) variant sometimes referred to in literature
as Tully surface hopping, now occupies a privileged spot 30
years after its original description.21 Indeed it is possibly
the most popular non-adiabatic dynamics method, having
been applied to model a wide range of photochemical pro-
cesses.22–24 Since TSH trajectories are fully non-interacting,
they can be run in parallel saving a large amount of compu-
tational effort. The on-the-fly nature of the dynamics also
means costly electronic structure calculations are only run
for sections of the reaction space actually accessed during
the dynamics.20
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Figure 1: Systems and reactions studied in this work.

While TSH is conceptually a simple method to grasp, there
exist, across a number of different quantum chemistry codes,
many different TSH schemes known in literature under the
same name.19,25–31 Many of these take advantage of different
approximations, in order to run the dynamics on systems of
varying size with various electronic structure methods. In
particular, different approximations to the non-adiabatic cou-
pling between nuclear and electronic motion are often seen in
the literature. These approximations could significantly im-
pact TSH dynamics, since the coupling usually guides if and
when classical trajectories “hop” from one state to another -
as outlined in more detail in Section 2. In order to assess this
effect, five TSH schemes have been identified based on differ-
ent commonly used approximations for the coupling terms.
Their effect on dynamics is investigated considering several
model photochemical reactions, given in Figure 1, selected

to cover a range of chemical situations.
Reactions (1) and (2) are respectively the cis-to-trans and

trans-to-cis isomerization of azomethane (AZM), two sim-
ple rotational isomerizations which according to prior sim-
ulations take place on different timescales (200 and 400 fs
respectively).23,32 The final photoisomerization reaction, (3),
is that of a larger system based around the same central N=N
core, cis-azobenzene (cis-AZB). This molecule isomerizes
on a timescale of around 200 fs,33,34 and is used as a rep-
resentative of fast photoisomerization in a large system. In
contrast, the alternative trans isomer (trans-AZB) is used
as a representative of a “stable” excited state. While this
molecule does isomerize upon photoexcitation, the timescale,
after (1 excitation, is on the order of ps (2-16 ps from ex-
periment).33–35 Thus on the 100 fs simulation timescale,
only the initial motions after excitation should be observed.
Finally, reactions (5) and (6) are examples of a different
family of reactions, bond dissociations: both describe rapid
ring-opening after (2 excitation. Reaction (5) concerns the
butyrolactone molecule, which undergoes a ballistic bond-
dissociation within 50 fs, while reaction (6) concerns the
furanone molecule for which the bond-dissociation is slower,
ca. 180 fs, due to competition with ring-puckering.36
As part of this work we have also implemented a new

way to perform TSH within the OpenMOLCAS code.37 It
is shown to provide accurate results for the tested reactions
while avoiding the expensive calculation of non-adiabatic
coupling vectors, thus reducing the cost of TSH simulations
in comparison to TSH with the most accurate couplings. We
have also implemented a new interface between the Newton-
X dynamics package38 and the OpenMOLCAS code37 for
electronic structure calculations.

2. TSH - A THEORETICAL BACKGROUND
2.1 General theory
In order to best understand the differences between TSH
schemes compared herein, wefirst describe the general theory
behind TSH. We then proceed to outline the approximations
investigated here and their key differences.
The first approximation made under TSH, fundamental to

all implementations of the method, is that the atomic motion
can be described by a classical trajectory '(C) - the “clas-
sical” part of “mixed quantum-classical” dynamics. Using
this idea, an ansatz for the time-dependent electronic wave-
function Φ(A, C; '(C)) at time C can be defined in terms of
electronic basis functions q: (A; '(C)):

Φ(A, C; '(C)) =
∑
:

�: (C)q: (A; '(C)). (1)

q: (A; '(C)) are often chosen to be the adiabatic solutions to
the time-independent electronic Schrödinger equation at ge-
ometry '(C). The latter depends on C as defined by the evo-
lution of the trajectory. The expansion coefficients �: (C) are
complex valued, and their norm squared can be interpreted
as the “quantum probabilities” for each state in the electronic
basis. Essentially TSH can be conceptualized as a classi-
cal trajectory evolving according to the gradient of a single
electronic state, with an associated electronic wavefunction
consisting of all the electronic states weighted accordingly to
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their time-dependent coefficients �: (C).
By substituting the ansatz (1) into the time-dependent elec-

tronic Schrödinger equation (2),

8ℏ
mΦ

mC
= �̂ elΦ(C), (2)

and carrying out some manipulations (see the SI, Section
S1), one obtains the equations of motion (EOM, universal for
any TSH implementation) for the expansion coefficients �:
in any orthogonal basis;

8ℏ
m�8

mC
=

∑
:

�:

(
� el
8: − 8ℏ

〈
q8

���� mq:mC 〉)
. (3)

The definition
〈
q8

�� �̂ el
�� q: 〉 = � el

8:
is used, with �̂ el being

the non-relativistic electronic Hamiltonian operator. In order
to get the coefficient for each state at time C = C + XC, this
equation for m�8/mC is integrated over the time XC.
The adiabatic states are often used as basis functions in

TSH. Since � el
8:

is diagonal in this basis, the transfer of
“quantum probability” between two different states 8 and :
is described solely by the

〈
q8

��� mq:

mC

〉
term, that is the time-

derivative non-adiabatic coupling (TDC) f8: between these
states. When a different basis is used, the off-diagonal terms
of � el

8:
are non-zero and also contribute.

Using the chain rule, the TDC can be expressed exactly as
the component of the time-independent non-adiabatic cou-
pling vector (NACV) 38: (') =

〈
q8

��� mq:

m'

〉
along the velocity

vector of the trajectory:

f8: =

〈
q8

���� mq:mC 〉
=
m'

mC
·
〈
q8

���� mq:m'

〉
=
m'

mC
· 38: ('). (4)

Here we note that this transformation is exact. Should the
TDC and NACV be calculated exactly, one would expect
TSH results to be identical using either side of Eq. (4) inside
Eq. (3) to propagate the coefficients �: . We note here that
both the TDC and the NACV are forms of non-adiabatic
coupling between electronic states, with the TDC being the
time-derivative analogue of the time-independent NACVs.
The NACV TSH scheme used in this work uses this trans-

formation of the TDC to the NACV along the velocity vector.
At each timestep the NACVs between all states are calculated
and used to propagate the coefficients �: according to:

8ℏ
m�8

mC
=

∑
:

�:

(
� el
8: − 8ℏ

m'

mC
· 38: (')

)
. (5)

To ensure stability of the numerical integration procedures,
particularly in cases where the NACV change rapidly be-
tween timesteps, the timestep in most TSH implementations
is split into smaller “substeps” which are used for numeri-
cal integration. A linear interpolation of the energies and
NACVs between times C and C + ΔC is used to obtain the
required values for � el

8:
and 38: at each substep. The only

approximations using NACV should be those inherent to the
TSH theory outlined above, along with any approximations
made in the process of integrating the electronic wavefunc-

tion. We assume that approximations inherent to integration
are equivalent across the schemes investigated and will not
detail numerical integration procedures.
In TSH, the classical trajectories evolve on one single elec-

tronic state within the basis, with hops occurring based on
the chosen switching criterion, at which point the classical
trajectory switches to evolve on the new active electronic
state. There are multiple ways to compute the hopping prob-
abilities and thus the times when the hops occur along tra-
jectories.19,39–42 The simplest version assumes that hopping
probability is unity if the energy gap between states is smaller
than a threshold.39 More sophisticated algorithms, such as
the popular FSSH method, take into account the variation
of the wavefunction coefficients and/or the coupling at each
timestep.21,40,41
In this work, all TSH schemes use the FSSH method21 to

determine the occurrence and location of hops. Under this
method, the changes in electronic coefficients are used to
determine if a hop occurs, based on a stochastic procedure.
FSSH (see the SI, section S1) is designed as a “sensible”
set of rules which minimize the number of hops from one
state to another while replicating the splitting of a molecular
wavepacket by maintaining the correct statistical distribu-
tion of trajectories on each state (assuming convergence on
number of trajectories). The FSSH algorithm is designed to
ensure that the number of trajectories in any state is equal to
the average "quantum probabilities" of that state, a property
known as internal consistency. In practice the FSSH scheme
is usually not fully internally consistent.43 This is typically
the result of two main factors: first, a lack of decoherence
within the algorithm itself (usually added through an ad-
hoc correction),43,44 and second the presence of "frustrated
hops", when the algorithm predicts a hop to a higher state
which requires more energy than the nuclear kinetic energy
allows.45,46

2.2 The Hammes-Schiffer Tully scheme
The Hammes-Schiffer Tully (HST) scheme was originally
proposed as an alternative implementation of TSH, using an
approximation to the TDC.26 It is of particular use when the
calculation ofNACVs is either impossible or prohibitively ex-
pensive.47 HST begins from the formalism of Eq. (3) using
the TDCs, and takes advantage of a finite difference method
to approximate the TDCs using the overlap between the adi-
abatic wavefunctions at the start and end of timesteps.
First, the value of the wavefunction q8 at time C + ΔC

2 is
approximated as the average of q8 at times C + ΔC and C:

q8

(
C + ΔC

2

)
≈ q8 (C + ΔC) + q8 (C)

2
. (6)

A finite difference method is then used to approximate the
derivative of q: at time C + ΔC

2 :

mq:

mC

(
C + ΔC

2

)
≈ q: (C + ΔC) − q: (C)

ΔC
. (7)

Using these approximations within the equation for the TDC,
and using the orthogonality relation 〈q8 (C) | q: (C)〉 = X8: ,
one arrives at
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f8:

(
C + ΔC

2

)
≈ 〈q8 (C) | q: (C + ΔC)〉 − 〈q8 (C + ΔC) | q: (C)〉

2ΔC
.

(8)
In other words, the TDC at time C + ΔC

2 can be approximated
using the overlap between wavefunctions q8 and q: at times
C + ΔC and C, where ΔC is the timestep used in the surface
hopping. Using the same concept the TDC at time C − ΔC

2 can
be obtained as:

f8:

(
C − ΔC

2

)
≈ 〈q8 (C − ΔC) | q: (C)〉 − 〈q8 (C) | q: (C − ΔC)〉

2ΔC
.

(9)
As the value of f8: at each substep between C and C +

ΔC is required to carry out the integration of the electronic
wavefunction, a straight line between these two points is
applied to interpolate for the values of f8: between times C
to C + ΔC

2 , and extrapolate for f8: up to C + ΔC. The HST
scheme therefore avoids the need to calculate NACVs or
TDC, requiring only the wavefunction overlaps between all
states at the start and end of two consecutive timesteps (C−ΔC
and C; C and C + ΔC).
In this work two versions of the HST scheme are included,

differing only in the way this wavefunction overlap is ob-
tained, described in detail below. Other ways to obtain the
overlap between two wavefunctions can also be found in lit-
erature, depending on the electronic structure method em-
ployed; e.g., the use of algorithmic screening procedures to
select important Slater determinant overlaps between non-
orthogonal orbitals at different geometries.47,48

2.2.1 HST using scalar product of CI vectors
The first HST based scheme studied here calculates wave-
function overlaps in an approximate fashion, taking the scalar
product of the configuration interaction vectors (CIVec). In
this case, no further calculation is required to obtain the over-
laps, since the CIVecs of the two wavefunctions are avail-
able quantities. With this method, one neglects the trans-
lation of the orbitals in space, arising from nuclear motion.
Any changes in orbital composition and ordering between
timesteps are also neglected. This is typically justified by
the fact that during a short timestep (on the order of 0.5 fs),
both the orbitals and geometry are expected to undergo very
limited changes, and so the variation of wavefunctions can
be approximated as a change in CIVec-coefficients associated
with the same set of orbitals.
This CIVec product based approximation has been imple-

mented as an efficient way to determine state overlaps, not
just in dynamics but also to track and follow roots during ex-
cited state optimizations.49 In dynamics, this approximation
was used in early works on an alternative non-adiabatic dy-
namics method, ab initio multiple spawning (AIMS),50 and
is key to the vector rotation method successfully employed
in QM/MM simulations based on the surface-hopping ap-
proach.51,51,52 In this work, this HST based scheme is re-
ferred to as “HST using CIVec product” - HST(CIV): this
was the scheme originally implemented in the TSH module
in the OpenMOLCAS program.37

2.2.2 HST using biorthonormal wavefunction overlap
The second HST based scheme assessed herein calculates
the overlap between two wavefunctions by transforming their
respective orbitals into a bi-orthonormal basis.53 Since this
scheme is based purely on the orthogonalisation of atom-
centered orbitals, it also neglects the translation of the or-
bitals in space between dynamics steps. However, this is
less approximate than HST(CIV), since changes in orbital
composition and ordering between timesteps C and C −ΔC are
accounted for.
This scheme is seen to be highly efficient with the com-

plete active space self consistent field (CASSCF) electronic
structure method employed in this work. However for some
wavefunction based methods such an orbital transformation
may significantly enlarge the CI expansion. Thus the effi-
ciency depends on the selected electronic structure level.48
In this work, we refer to this HST based scheme as “HST
using biorthonormalisation” -HST(BiO), which we have im-
plemented as a part of this work in the TSH module in the
OpenMOLCAS program.37

2.3 The local diabatization scheme
The local diabatization scheme,25 initially developed in the
context of semi-empirical electronic structure methods, rep-
resents an alternative approach to both NAC and HST based
schemes. Within this scheme, the NACVs/TDC terms are
neither calculated nor approximated. Instead, the need for
these terms is circumvented by selecting a basis of electronic
states in which the TDC is equal to zero - they are “locally”
diabatic along the nuclear trajectory. Mathematically, this
means using a basis [ which satisfies,

m'

mC
·
〈
[8

����m[:m' 〉
=

〈
[8

���� mmC [:〉 = 0. (10)

At each timestep, the time-dependent electronic wavefunc-
tion, given in Eq. (1) in the adiabatic basis, is transformed
and propagated in a locally diabatic basis in which the TDC
(between time C and C + ΔC) equals zero. As a result, only the
� el
8:
term in Eq. (3) contributes to the change in diabatic coef-

ficients. At the end of each timestep, the diabatic coefficients
are back-transformed to the adiabatic representation.
The diabatic basis is connected to its adiabatic counterpart

by the time-dependent unitary transform * (C); [* (C) = q.
Expanding the time-dependent electronic wavefunction Φ in
terms of the diabatic basis functions one obtains,

Φ(A, C; ') =
∑
:

�: (C)[: (A; '), (11)

where the diabatic expansion coefficients�: are related to the
adiabatic coefficients by the same unitary transform matrix
� = * (C)�. As detailed in the SI (Section S2), the � el

8:
terms

required to propagate �: can be obtained using the matrix
* (C) and the adiabatic energy matrix:

� = * (C)� (C)* (C)†. (12)

This matrix � is evaluated using Eq. (12) at the end of each
timestep. If substeps are used, a linear interpolation is used
to obtain � at each substep in order to integrate the electronic
wavefunction and thus propagate the electronic coefficients.
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Figure 2: Summary of schemes evaluated in this work and their particular approximations.

Without substeps, the evaluated � (C +ΔC) is used directly for
the integration.
At the beginning of each timestep, the diabatic and adia-

batic bases are chosen to be identical at time C, so the transfor-
mation matrix is equal to the identity matrix (* (C) = �). The
diabatic states then differ from the adiabatic states over the
time ΔC so as to comply with Eq. (10). Thus, to both prop-
agate the electronic coefficients in the diabatic basis, and
back-convert to the adiabatic basis, the transformation ma-
trix at the end of the timestep * (C + ΔC) is the only required
new quantity.
It can be demonstrated (SI, Section S2) that, provided there

is minimal coupling to states outside of the chosen subspace,
* (C+ΔC) is approximately equal to the overlapmatrix between
the adiabatic wavefunctions at times C and C + ΔC;

(8: = 〈q8 (C) | q: (C + ΔC)〉 ≈ *8: (C + ΔC), (13)

This equation is exact in the limit of zero coupling to states
outside of the subspace. The overlap matrix used here is
calculated using transformation to a bi-orthonormal basis,53
as in HST(BiO), and thus also neglects the impact of atom
translation between timesteps on the orbital overlap. In con-
trast to the fourfold-diabatization scheme,54–56 which has
also been proposed for use in non-adiabatic dynamics with
multi-reference wavefunctions, the local diabatization does
not change the molecular orbitals and is path-dependent. We
refer to this TSH scheme, using a diabatic basis, as the local
diabatization scheme: LD.
2.4 The Baeck-An Scheme
Recently, Baeck and An proposed that the NACV (in 2D)
between two states near to a CoIn can be approximated us-
ing only the energy gap and the second derivative of this

energy difference with respect to the coupling direction.57
This approximation has recently been extended to TSH under
different formalisms.27,29 This approach, sometimes named
^TSH,27 avoids calculation of bothNACVs andwavefunction
overlaps, making it less computationally expensive and po-
tentially beneficial for dynamics on emerging machine learn-
ing potentials where wavefunctions and NACVs may not be
available.58,59
The Baeck-An approximation can be generalized to ap-

proximate the TDC (for 8 > :),

f8: =

〈
q8

���� mq:mC 〉
≈ 1

2

[
32 (+8 −+: )

3C2
1

+8 −+:

]1/2
, (14)

where+8 is the adiabatic energy of state 8. The TDC for : > 8
can be obtained using f8: = −f:8 .
The second derivative of the energy gap can be approxi-

mated either using the gradients of all states, or simply using
the energy gap Δ+8: = +8 − +: . Since calculating all gra-
dients would add significant cost to TSH simulations, hence
removing much of the interest in this approach, the energy
gap formalism is used, where

32 (+8 −+: )
3C2

≈ 1
ΔC2
[Δ+8: (C) − 2Δ+8: (C − ΔC)

+ Δ+8: (C − 2ΔC)] . (15)

Higher-order approximations can also be used to obtain this
second-derivative of the energy gap.29
This scheme is a recent addition to the possible ways to

run non-adiabatic dynamics, and as a result it has not yet
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seen widespread use (unlike the previously mentioned NAC,
HST and LD schemes). Previous tests led to rather con-
flicting conclusions to its accuracy compared to other TSH
schemes.27,29 We refer here to TSH using the generalized
Baeck-An approximation as the Baeck-An scheme, BA.
2.5 Summary
Figure 2 provides a visual summary of the associated key
features and approximations made within each of the five
schemes studied in this work; NACV, LD, HST(BiO),
HST(CIV) and BA. We note that while these five schemes
do not constitute a comprehensive list of all ways to run TSH
available and described in the literature, we trust that they
cover a wide range of possible TSH schemes. In particular,
we have focused on schemes which are the default within
codes which are popular and regularly used within the field
of surface-hopping dynamics, by both expert and non-expert
users.

3. COMPUTATIONAL DETAILS
3.1 Electronic Structure
All electronic structure calculations are carried out using
the OpenMOLCAS program.37 For all molecules studied,
state-average complete active space self consistent field (SA-
CASSCF) calculations are used to describe the electronic
structures.60 Active spaces and state average number selected
for each molecule are:

• AZM - 2SA-CASSCF(6e,4o)

• AZB - 4SA-CASSCF(14e,12o) and (6e,4o)

• Butyrolactone - 3SA-CASSCF(10e,8o)

• Furanone - 3SA-CASSCF(12e,10o)

The full orbital descriptions of each are given in the SI,
Section S3.
For both AZB, butyrolactone and furanone, the relativistic

core-correlated atomic-natural orbital basis set with polar-
ized double-Z contraction ANO-RCC-VDZP is used.61 For
AZM the 6-31G(d) basis set62 with a single set of 3d polar-
ization functions63 on the C and N centers is used to allow
comparison to previous literature.23 Resolution-of-identity
based on the Cholesky decomposition is used throughout to
speed up electronic structure calculations.64

3.2 Dynamics simulations
Initial conditions for dynamics are generated with Newton-
X,38 sampling geometries and velocities (in an uncorrelated
fashion) from the Wigner distribution (without temperature
broadening) using harmonic frequencies calculated at the re-
spective electronic structure level at the relevant optimized
ground state geometry for each reaction. Initial conditions
for 100 trajectories are sampled for all studied reactions, ex-
cept trans-AZM and butyrolactone which both require 200
trajectories for convergence of the results. Proof of conver-
gence on number of trajectories for all reactions can be found
in the SI (section S4).
Several programs are used to run the ab initio surface-

hopping mixed quantum-classical dynamics. NACV and LD
simulations are carried out using two different codes inter-
faced toOpenMOLCAS:37 SHARC65–67 andNewton-X,38,68

the OpenMOLCAS interface for the latter has been written
as part of this work.37 HST(BiO) and HST(CIV) simula-
tions are carried out using OpenMOLCAS for both dynamics
and electronic structure.64 HST(BiO) has been implemented
in the currently available repository of OpenMOLCAS as a
part of this work. BA simulations are carried out using the
SHARC-MN(v1.2) extended version of SHARC.65,69
In OpenMOLCAS, a timestep of 20 a.u. (0.48 fs) is chosen

for the integration of Newton’s equations using the Velocity-
Verlet algorithm, with the integration of the electronic wave-
function at each timestep split into 96 substeps. In SHARC, a
timestep of 0.5 fs (20.7 a.u.) split into 100 substeps is chosen
to ensure nearly equivalent substep timelength. In Newton-
X, a timestep of 0.5 fs is also selected; the LD scheme how-
ever in Newton-X does not include substeps. In all schemes
the energy based Persico-Granucci decoherence correction
is used, with a decay factor of 0.1.43 Energy conservation
has been checked for all simulations run, checking for active
space stability, intruder states, and other simulation artifacts.
A maximum of six trajectories per ensemble (for trans-AZB)
are rejected due to insufficient energy conservation. The lo-
cation of hops is determined in each scheme by the FSSH
algorithm (with original probabilities as given by Granucci
et al.25 used for LD). For all simulations, total energy is
conserved by rescaling the velocity. While rescaling along
the NACV component of the velocity has been demonstrated
to be the best choice in TSH,70 this is only possible when
NACVs are calculated. In order to compare all schemes fairly,
we instead rescale along the velocity vector. This scaling is
not expected to strongly impact the dynamics.71
We would also like to highlight an important and some-

times overlooked component of TSH simulations: the ab-
solute phases of electronic wavefunctions. The latter are
arbitrary in the independent electronic structure calculations
performed across the different timesteps. While the abso-
lute signs of the electronic wavefunctions do not affect the
electronic state energies and gradients, they directly imprint
onto the NAC vectors or wavefunction overlaps. This can
thus impact the electronic coefficient propagation and con-
sequently, the possible trajectory “hops”. Care for phase
consistency along a trajectory must then be taken and we
have implemented and/or checked for phase correction in all
simulations reported here. We have also compared the re-
sults using different phase correction schemes (wavefunction
overlap and scalar product of NAC vectors) to ensure this
has no effect on the conclusions regarding the various TSH
schemes.

4. RESULTS
For all reactions, to compare the results of different TSH
schemes the electronic populations are first plotted as a func-
tion of time; these are defined as the fraction of trajectories on
each active state as discussed in section 2.1. These population
evolutions provide convenient overviews of the differences
arising from the different approximations to non-adiabatic
coupling along the trajectories, since variations in the rate
of change of electronic populations between schemes arise
from different locations in time of the hops. We then analyze
the impact on the actual photoreaction processes, e.g., yields
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and rates of product formation.
4.1 Photoisomerization of cis-Azomethane
We begin with the prototypical cis (Z) to trans (E) photoi-
somerization of AZM. This relatively rapid process occurs
after exciting to the first (=c∗, (1) excited state, in ca. 200 fs
according to previous simulations.23

Figure 3: The cis → trans (1 photoisomerization of azomethane
(reaction 1): electronic populations and fractions of trajectories as-
signed to each isomer over the 145 fs simulated.

Figure 3 shows the same qualitative decay profile with all
schemes, starting with a rapid decay to ca. 50% (1 population
within 60 fs, followed by a slower decay starting around 100
fs. According to previous theoretical studies,23 the photoiso-
merization proceeds through a rapid rotation about the cen-
tral C-N=N-C moiety, reaching a (1/(0 conical intersection
(CoIn) roughly halfway between the cis and trans isomers
around t = 40 fs. This is seen in the relative fraction of inter-
section trajectories present throughout the simulations: the
first peak of this fraction appears at ca. 40 fs for all schemes.
The population changes seen in the initial 60 fs are explained
by (1 → (0 decay occurring through this first CoIn.
The C-N=N-C rotation is a fast, energetically favored pro-

cess, and with the excess energy in the system the molecule
rotates past the CoIn located around C-N=N-C = 90° to an-
gles where the decay is no longer likely to occur. This
is seen directly in the plot of the isomers, and reflected in
the relative plateau in the (1 decay between 60 and 100 fs.
When the rotation has completed another 180° from the first
(1/(0 CoIn, it reaches another symmetry equivalent CoIn
seen clearly around 110 fs in the fraction of intersection tra-
jectories, through which the second decay occurs beginning

around 100 fs. In previous simulations, trajectories which
decay through this second intersection, i.e., after a 270° to-
tal rotation, have been referred to as rotator trajectories and
were associated with different cis versus trans product yields
as compared to the standard trajectories.23

Table 1: Comparison of cis-azomethane dynamics results for differ-
ent TSH schemes: fraction of trajectories decayed at the end of the
simulations (145 fs), final standard (Std.)/rotator (Rot.)/other (Oth.)
ratio of trajectories, and isomerization quantum yield QYc→t (see
text).

Method Final State Trajectory Types QYc→tS0 S1 Std. Rot.
NACV 71 29 66.2 33.8 0.55
LD 79 21 74.7 25.3 0.58
HST(BiO) 72 28 70.8 29.1 0.57
HST(CIV) 70 30 76.1 23.9 0.59
BA 79 21 66.7 33.3 0.56

Table 1 compares the percentage of trajectories which have
relaxed to the ground state by the end of the 145 fs simulated,
along with the fraction of these decayed trajectories labeled
as standard or rotator depending on which CoIn they are
closest to when decay occurs (ignoring decays followed by
back-hops within 10 fs). The simulations are too short to
directly obtain reliable estimates of the photoisomerization
quantum yields QY2→C : the fraction of isomers present is
still clearly fluctuating at the end of the simulation, with 25–
30% at the intersection. In addition, the lack of a pathway for
the molecule to dissipate the energy obtained from excitation
implies that the excess vibrational energy should be more
than sufficient to cross the small thermal barrier between cis
and trans AZM multiple times after (1 → (0 decay, mean-
ing stable values may be challenging to obtain. However,
using the associated product yields for standard and rotator
trajectories from literature simulations23 the QY2→C for each
scheme can be estimated, and these are also given in Table 1.
For all schemes except BA, the non-adiabatic relaxation

starts at almost exactly the same time, ca. 30 fs, while BA
shows decay beginning at ca. 20 fs. From the location of the
hops for each scheme (Figure S7 in the SI), it is clear that
hops can occur further from the CoIns using BA, and some
hops even occur while the molecule is still in the cis form.
This is also the origin of the differences in the cis fraction
throughout the simulations: the 12% of trajectories which
relax very early in fact never reach the first intersection, and
rotate back to reform cis. Otherwise, the overall decay from
(1 over the simulations is similar for all schemes. NACV,
HST(BiO) andHST(CIV) aremost similar, with around 29%
remaining in (1 by 145 fs. In contrast, LD and BA induce
larger overall (1 → (0 decay, with only 21% remaining in (1
at 145 fs. For LD, this difference results from around 10%
more decay occurring through the first CoIn, while for BA
it seems mostly to result from decay occurring further from
both CoIns. There is also significantly more back-hopping
observed with BA: 55% of trajectories undergo at least one
back-hop to (1 after initial decay, compared to 7% only with
NACV.
The splitting of decayed trajectories into standard and ro-
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tator shows a larger fraction of standard trajectories with
LD and HST(CIV) than the other schemes. From the
standard/rotator splitting one sees that HST(CIV) differs
a similar amount from the NACV results as LD, a result less
visible in the overall decay. As expected, the QY calculated
as outlined above follow these splittings, withHST(BiO) and
BA closest to NACV, while LD and HST(CIV) give higher
QYs. However, although the splitting between relaxation
pathways varies by 10%, the variation in QY is smaller at
ΔQY2→C = 0.03: larger differences in electronic decays here
have a rather small influence on the overall reaction dynam-
ics. In general all coupling schemes provide quantitatively
similar results for this photoreaction. Yet we underline that
even for this simple case some differences in pathway repar-
titions are seen depending on the selected approximations.
4.2 Photoisomerization of trans-Azomethane

Figure 4: The trans→ cis (1 photoisomerization of azomethane (re-
action 2); (a) electronic populations and (b) fractions of trajectories
assigned to each isomer over the 350 fs simulated.

We now move to investigate the dynamics of the opposite
isomerization process, trans (E) to cis (Z), which also occurs
after exciting to the first excited state. In comparison to the
above process, this reaction proceeds on a slower timescale,
ca. 400 fs according to prior simulations.23,32 Indeed, since
the (1 surface in the C-N=N-C rotation coordinate is less
steep for the trans isomer than the cis, a longer time is needed
to reach the same (1/(0 CoIn around C-N=N-C = 90°.
The decays of the (1 state for this reaction, seen in Figure

4, follow a relatively standard shape for the decay through a
single CoIn for all schemes. The (1 decay contains two small
plateaus around 125 and 180 fs, corresponding to slight dips
in the intersection trajectory fraction: some groups of trajec-
tories arrive at the (1/(0 CoIn earlier than others (see Figure
S8 in the SI). All schemes except BA give very similar re-
sults for both electronic populations and trajectory fractions.
Both HST(CIV) and BA slightly underestimate the overall
(1 → (0 decay by ca. 5%, and HST(CIV) has less distinct
plateaus around 125 and 180 fs. BA contains these plateaus,
but shows a decay of ca. 15% within the first 75 fs, while all
other schemes only begin decaying after 75 fs. The overall
(1 → (0 decay after this point is then around 20% lower
than for the other schemes (besides HST(CIV)) resulting in
a similar final (1 population to HST(CIV).
Again stable values for the quantum yields cannot be ob-

tained: a fraction of ca. 20% intersection trajectories remain
after 350 fs, and again we expect the small thermal barrier on
the ground state to be easily crossed after the decay thanks to
excess vibrational energy. However, the fraction of trajecto-
ries classified as trans and cis throughout the simulations can
be compared. All schemes behave almost identically for the
first 80 fs, before splitting between BA and the other schemes
occurs with a much larger fraction of trajectories remaining
in trans form: around 30% more, resulting in reduced cis
and intersection fractions. Later, around 100 fs, HST(CIV)
also separates slightly from the other schemes, with slightly
more intersection trajectories, however, this difference does
not persist to the end of the simulations with similar final
trans and cis fractions to the other schemes. In contrast, the
difference in BA persists throughout, with ca. 20% less cis
being produced by the end of the simulation. This is ex-
pected to result in an underestimation of at least 20% of the
photoisomerization QY of trans-AZM.
The geometric locations where strong coupling is trans-

lated into (1 → (0 hops in the five schemes can also be
compared: Figure S9 in the SI shows the cumulative fraction
of hops which occur as a function of the central C-N=N-C
dihedral angle, a crude representation of the rotational reac-
tion coordinate with the minimum energy CoIn being located
around 90°. With HST(CIV), the hops are slightly delayed
(by 1–2°) along the rotational coordinate compared to LD,
NACV, and HST(BiO) indicating that this approximation
may lead to a slight underestimation of coupling further from
the CoIn. However, this has no noticeable effect on the frac-
tions of trajectories throughout. In contrast, the differences
using BA are much clearer, with hops seen at all dihedral an-
gles, although more hops are seen nearer to the CoIn around
90°. This is clearly seen in the plots showing the location of
hops and the evolution of the CNNC angles (Figure S8 in the
SI), and results in a reduced cis-AZM yield as hops earlier
along the rotation favor reforming the trans isomer.
Overall, all schemes aside from BA provide quantitatively

similar results for the trans-to-cis photoreaction. From the
isomer plots, QY of photoisomerization are expected to be
even more similar than the previously discussed cis-to-trans
direction, except for BA which is expected to underestimate
the QY by ca. 20%.
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Figure 5: Electronic populations over the 100 fs simulated after the (1 excitation of trans-azobenzene (system 4) using (a) a “large” (14e, 12o)
and (b) a “minimal” (6e, 4o) active space. (2 populations (dashed line) are shown only for BA and HST(CIV) for clarity, all other schemes have
negligible (2 populations throughout. (3 populations are also not shown as these are negligible throughout for all schemes.

4.3 (1 excitation of trans-azobenzene
Next, let us look at a larger compound containing the same
photoreactive chromophore, the trans-AZB. This system is
interesting since, while the excitation to (1 does induce a
rotational isomerization around the central C-N=N-C bond
as in AZM, experiment and prior simulations give a 2–16 ps
timescale for this reaction.33–35 Thus on the simulated 100
fs timescale, one can view the system as a “stable” excited
state: the coupling between states should remain very small
since the system remains far from any CoIn, and few if any
hops should occur.
Figure 5(a) shows this expected behavior of approximately

constant (1 population for all schemes exceptHST(CIV) and
BA. HST(CIV) and BA yield rapid (1 decays, reaching 50%
within the first 30 fs and 50 fs, respectively. The (1 population
mostly transfers to the (0 state, but there is some small transfer
upwards to the (2 and (3 states. As was seen for AZM, in the
BA simulations the (1 → (0 decay again happens far from
any CoIn, the average energy gap at hop locations being 1.63
eV. At such a large separation of states, it is unexpected to
see non-adiabatic coupling to such a magnitude which could
lead to a decay of 60% of the overall (1 population within
100 fs. It appears that approximations within the BA scheme
break down at points far from CoIns. On the other hand,
HST(CIV) did not show such behavior before for the AZM
reactions, suggesting an explanation specific to the larger
AZB system is required to describe this unphysical decay.
SinceHST(CIV) gives results inconsistentwith experimental
observations33–35 while HST(BiO) does not, the problem
must arise not from approximations within the HST scheme
itself but instead from the additional approximations made in
the calculation of the overlap matrix (8: .
In the HST(CIV) method, changes in both orbital shape

and ordering are ignored - the overlap being calculated as
a scalar product of the configuration interaction vectors be-
tween two timesteps. This approximation is therefore ex-
pected to break down when significant orbital changes occur
between timesteps. Analyzing the HST(CIV) trajectories
hopping from (1 to (0 within the first 40 fs, we find disconti-
nuities in the f8 9 coupling term calculated using HST(CIV)
(Figure S12 in the SI), which indicates that the changes in
orbitals between timesteps may be not only significant but
discontinuous in nature. Upon inspection of their evolutions,

we discover that not only do orbitals change thanks to mix-
ing and nuclear displacement, but also that the character of
specific orbitals within the CASSCF active space can entirely
change from one timestep to the next (Figure S14 in the SI).
We note however that these changes and swaps occur within
a stable active space, i.e., the potential energy surfaces are
continuous.
This problem actually originates from a fundamental prin-

ciple of CASSCF, that the results are invariant to orbital
ordering and rotations within the active space. Mixing and
unmixing of orbitals can lead to orbitals of different character
“swapping places” within the arbitrary active space ordering.
When approximating the overlap term (8 9 as a scalar product
of CI vectors, this possibility is unaccounted for. Since this is
not due to actual differences between the CASSCF solutions
at two timesteps, and only due to arbitrary ordering within
the active space (which could differ between two identical
CASSCF solutions), this effect is not avoided by decreasing
the timestep (Figure S13 in the SI). If the orbitals change
significantly but gradually over time without discontinuities
due to orbital reordering, as in the previously described AZM
photoisomerizations, HST(CIV) can yield coherent results.
In trans-AZB however, it appears that the rapid decay in

the first 30 fs is related to discontinuities in the coupling
term arising from reordering of orbitals in the active space.
One can hypothesize that this problem is more likely to be
seen with a large active space containing more orbitals which
can swap or mix. This hypothesis is tested using the mini-
mal active space required to describe the photochrome, i.e.,
excluding c/c∗ orbitals related to the phenyl rings and se-
lecting the (6e, 4o) active space describing the C-N=N-C
chromophore, equivalent to that used for AZM.
Using this minimal active space for trans-AZB, a signifi-

cant improvement of the HST(CIV) results is seen in Figure
5(b), with the disappearance of the rapid (1 → (0 decay
within the first 30 fs. The evolution of the coupling term
over time for this smaller active space (Figure S12 in the SI)
is smooth, with no discontinuities. Nevertheless a slower
decay with a half-life of ca. 100 fs is still obtained, which
can also be seen at later times with the larger active space.
This 100 fs decay with HST(CIV) arises from additional
overestimation of the f8 9 term. From hop locations, this
decay is associated with a symmetrical opening of the two
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C-N=N valence angles. While a �2ℎ CoIn characterized by
this motion does exist, it is located much further along this
coordinate and should also be inaccessible after (1 excitation,
being significantly higher in energy than the (1 state at the
Frank-Condon geometry. In short, for trans-AZBHST(CIV)
is also overestimating the coupling at points far from a CoIn.
Interestingly, HST(CIV) and BA give similar results using

this minimal active space, suggesting the overestimation of
coupling far fromCoIns is similar in both schemes. Using the
smaller active space leads to a slightly slower decay for BA
than when using the full (14e, 12o) active space. Changing
the active space results in different potential energy surfaces,
and in this case excluding the c/c∗ orbitals results in the
movement along the symmetrical opening of the C-N=N an-
gles being less favorable. Looking at the average potential
energies for the NACV simulations (Figure S15 in the SI),
the energy gap between (1 and (0 reduces in the first 20 fs of
the simulations before increasing again. Using the full (14e,
12o) active space, the smallest energy gap is 1.1 eV, while
in contrast using the minimal (6e 4o) active space the small-
est energy gap is larger (1.5 eV). Using the smaller active
space appears to make this planar CoIn even less accessible,
reducing the decay in these two schemes.
Finally, the fractions of isomers throughout the trajectory

(Figure S12 in the SI) have also been investigated, as for the
AZM reactions. Almost constant 100% trans is seen as ex-
pected for all schemes except HST(CIV). The latter results
in a small fraction of the trajectories being intersection type
after 100 fs: ca. 7% for the full (14e, 12o) active space, and
ca. 6% for the minimal (6e, 4o) one. Although the minimal
active space gives much more physical results for the elec-
tronic decay, for the nuclear dynamic process it gives only
slightly better results. Additionally, even though the use of
a smaller active space can help with failures of HST(CIV),
it can also yield unintended harmful effects if important or-
bitals to describe the system are neglected: a careful selection
of active space is obviously critical in any CASSCF calcu-
lation. BA gives the expected 100% trans throughout the
simulations, despite its similar (1 → (0 decay similar to
HST(CIV). However, using the smaller active space around
6% of the trajectories finish as intersection type: an example
of reducing active space leading to unintended results.
Since the trans to cis isomerization reaction of AZB takes

place on a much longer timescale, extrapolating the 100 fs
simulated to obtain any estimate of final quantum yields after
2–10 ps is impossible. However, the ultrafast (1 → (0 decay
seen in both HST(CIV) and BA while the molecule remains
mostly planar is expected to cause a significantly underes-
timated quantum yield, since the isomerization is known to
take place via slow rotation while on the (1 surface (which
would clearly be impossible after ultrafast (1 deactivation).
4.4 Photoisomerization of cis-azobenzene
The logical next step is the (1 photoisomerization of cis-AZB.
Unlike its trans counterpart, the (1 state is known to be short
lived for cis-AZB: both experiment and prior simulations give
isomerization in ca. 200 fs.33,34 This allows investigation of
TSH coupling approximations on the photoisomerization of
a system larger than AZM.
From Figure 6, we can see that the electronic popula-

Figure 6: The cis→ trans (1 photoisomerization of azobenzene (re-
action 3) using a “large” (14e, 12o) active space: (a) electronic popu-
lations and (b) fractions of trajectories assigned to each isomer over
the 100 fs simulated. (2 populations (dashed line) are shown only
for BA and HST(CIV) for clarity, all other schemes have negligible (2
populations throughout. (3 populations are also not shown as these
are negligible throughout for all schemes.

tions for both BA and HST(CIV) differ from the other three
schemes, which are in good agreement. HST(CIV) shows
a faster (1 decay but which starts at the same time as the
other three schemes, while BA shows a decay of similar rate
to the other three schemes but starting immediately, without
an initial 20 fs delay. Clearly HST(CIV) is again unable to
accurately describe the (1 → (0 decay while HST(BiO) is
successful. We again attribute this to the overlap approxima-
tion used, and note that this approximation does not only fail
for "long-lived" excited states. The failure is likely related
to the active space size and its impact on orbital changes be-
tween timesteps. Indeed, when the cis-AZB active space is
reduced, as in the previous Section, specific inaccuracies of
the HST(CIV) approximations are reduced and all electronic
decays (besides BA) become similar (Figure S17 in the SI).
BA again shows significant decay at very early points in the
simulations, before the molecule is expected to reach a region
of high non-adiabatic coupling.
Nevertheless, for this fast cis-AZB photoisomerization the

inaccuracies of HST(CIV) are less remarkable than for its
trans-AZB counterpart, where the breakdown of HST(CIV)
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Figure 7: Electronic populations and fractions of dissociated trajectories during the (2 photoinduced ring-opening of (a) butyrolactone (reaction
5) and (b) furanone (reaction 6).

led to relaxation through a CoIn normally inaccessible to the
dynamics. In contrast, the hop locations (SI, Figure S18) for
the cis-AZB reaction indicate that the HST(CIV) relaxation
proceeds through the same CoIn as the other schemes, at in-
deed the key intersection previously located in literature.72,73
The HST(CIV) hops begin to occur a few degrees earlier
along the central C–N––N–C rotational coordinate, so at a
slightly further distance from the CoIn, which could have a
minor influence on later-time dynamics. The BA hops begin
to occur significantly further from the intersection, as early
as at 20° twist (while the CoIn is at ca. 90°). However more
than 50% of the hops do still occur within 30°of the CoIn.
The fractions of isomers present throughout the simula-

tions are also compared in Figure 6. Again here both BA and
HST(CIV) show the most differences to the other schemes.
The main difference in BA is that the peak in the intersection
fraction around 40 fs is lower, this difference being compen-
sated by a larger cis fraction at this point. However, these
fractions come back in line with the other schemes by around
60 fs, and no major difference is seen after this. The effect
of this early reduction of intersection trajectories is impos-
sible to predict on the longer time dynamics, but increased
hopping at earlier C–N––N–C rotation angles nearer to the
cis initial isomer could lead to reduced photoisomerization
yield. In comparison, differences inHST(CIV) are seen after
50 fs, and are only seen in the fractions of cis and intersec-
tion present, reflecting different speeds for the formation of
cis-AZB from the intersection. HST(CIV) is slowest, with
around 10% less cis formed by the end of the simulations

compared to the other three schemes. The impact of this dif-
ference on the final quantum yield cannot be easily predicted,
although producing cis slower but trans at the same rate could
lead to larger final amounts of trans-AZB, i.e., overestimated
photoisomerization quantum yields from HST(CIV).
4.5 Photoinduced ring-opening of butyrolactone and fu-

ranone
Finally, the performance of the five schemes was tested on a
different type of reaction, the bond-dissociation taking place
in the photoinduced ring-opening of both butyrolactone and
furanone after excitation to the (2 state. For butyrolactone,
this reaction is a very rapid ballistic ring-opening processwith
theC-Obond predicted by simulations to breakwithin the first
50 fs.36 In contrast, the equivalent ring-opening process in
furanone is predicted to take around 180 fs due to competition
with ring-puckering.36
We begin by analyzing the electronic population evolu-

tions for butyrolactone, shown in Figure 7(a). All schemes
give similar results for electronic populations decays, except
for HST(CIV) and BA. HST(CIV) is unable to correctly
describe the populations from around 40 fs onward, with (2
being overestimated and (0 underestimated. BA predicts a
larger overall decay from (2, mostly due to 28% of trajecto-
ries decaying from (2 → (1 within the first 10 fs, before any
other scheme starts decaying. Aside from this initial decay
only seen with BA, the (2 decay can clearly be divided into
two distinct regions: a first rapid decay between 10–30 fs,
and a second slower decay between 45–90 fs. The values of
population losses from (2 during the two periods of time are
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given for each scheme in Table 2.

Table 2: Comparison of butyrolactone dynamics results for different
TSH schemes: fraction of trajectories which decay from the (2 state
in the first (10–30 fs) and second (50–90 fs) decay regions, and total
(2 decay over the full 100 fs simulated.

Method First (2
decay %

Second (2
decay %

Total (2
decay %

NACV 45 31 77
LD 50 22 72
HST(BiO) 38 29 69
HST(CIV) 41 11 52
BA 43 16 88

The failure of HST(CIV) to correctly describe the second
(2 decay and thus all populations from 30 fs are again at-
tributed to obtaining the overlap from the CIVec scalar prod-
uct. This is supported by the HST(BiO) results, which are
able to correctly reproduce the electronic decays from both
NACV and LD. On the other hand, the differences using
BA are again due to early decay, with this scheme predicting
decay at points far from the CoIn. Other than this initial
decay, the first normal decay (10–30 fs) is well reproduced
by BA, while the second (2 decay is underestimated as in
HST(CIV). The latter is likely due to the reduced available
(2 population induced by the earlier first 10 fs decay.
We can turn to Table 2 to break down quantitative differ-

ences between the other three schemes. For the first decay
NACV and LD are most similar with LD having only 5%
higher decay than NACV, while HST(BiO) underestimates
this decay by 7% as compared to NACV. However the in-
verse is true for the second decay: HST(BiO) and NACV
are within 2% of each other, while LD underestimates this
decay by 9% as compared to NACV. As a result all three
schemes give similar final (2 populations, and even smaller
differences are seen in the (1 and (0 populations throughout.
Despite differences in the electronic populations, the bond-

dissociation reaction itself is found to be surprisingly consis-
tent. For all schemes, between 97–99% of trajectories show
the bond-dissociation during the simulation, with the average
bond-breaking time ranging from 29.8–31.0 fs with standard
deviation 4.0–7.4 fs (see Section S5.5 in the SI for more de-
tails). The ring-opening of butyrolactone is a very rapid,
high energy reaction: exciting to (2 requires 7.6 eV.36 As
a result differences in non-adiabatic coupling and resulting
population decay are mostly irrelevant to the ballistic bond-
breaking process itself. The TSH modeling of the reaction
appears to require a qualitatively correct description only:
the tested coupling approximations have a very small im-
pact. The flawed HST(CIV) scheme delivers the correct
reaction dynamics, although it varies significantly from the
others after the bond-breaking process occurs around 30 fs
and longer-time dynamics could show more significant dif-
ferences. HoweverBA, which shows differences in electronic
populations throughout, also gives similar bond-dissociation
dynamics.
As mentioned in the computational details, we have also

tested the effect of phase correction methods on the TSH re-

Figure 8: Electronic populations during the (2 photoinduced ring-
opening of butyrolactone (reaction 5) using different phase correction
methods.

sults. Butyrolactone is selected for analysis here, since the
electronic populations are seemingly quite sensitive, showing
the most variation between the different TSH schemes. Fig-
ure 8 shows the results for butyrolactone using NACV with
different phase correction methods. Correcting the phase
using the overlap between wavefunctions or using the scalar
product of NAC vectors give almost identical results. How-
ever, using no phase correction at all gives entirely incorrect
electronic populations: electronic decays are significantly
underestimated. Clearly, a phase correction scheme is essen-
tial to TSH dynamics, and we recommend always running a
test for this on any TSH dynamics run.
For our final reaction we move to the ring-opening of fura-

none, amore gradual process, which occurs with a slower rate
of dissociation previously described by a mono-exponential
decay. Prior simulations have given a 140 fs time constant
of dissociation, and prior experiment ca. 200 fs: this reac-
tion thus provides a nice contrast to that of butyrolactone.36
From Figure 7(b) we can see that the population decays are
qualitatively similar for all schemes aside from BA. An over-
estimation of the early decay from the (2 state again leads
to differences from this scheme, with underestimated (2 and
overestimated (0 populations throughout. In contrast to bu-
tyrolactone, the (2 decay shows almost no variation between
the other five schemes. Differences between populations are
almost entirely contained to (1 and (0, and these variations
are also minimal and less consistent than for the butyrolac-
tone (2 state. The main distinguishable feature is that the (0
population given by HST(CIV) is noticeably lower through-
out the simulation compared to the other schemes.
The fraction of C-O bonds dissociated throughout the sim-

ulations is also shown in Figure 7 for both butyrolactone
(a) and furanone (b). In contrast to butyrolactone, where
bond-dissociation takes place suddenly around 30 fs, the fu-
ranone bond dissociation is a slower process occurring over
hundreds of femtoseconds, consistent with previous works.36
For all schemes, dissociation starts around 30 fs, and apart
from BA all schemes are very similar from this point onward.
HST(CIV) describes the process reasonably, but slightly un-
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derestimates the number of dissociated trajectories within the
last 50 fs, by a small factor of ca. 7%. In contrast BA greatly
underestimates the dissociation rate throughout, with 27%
less trajectories undergoing bond dissociation within 150 fs.
We see larger variation between schemes when describing
the bond dissociation in furanone compared to butyrolactone,
even though the electronic populations seem to show similar
amounts of variation: differences in coupling schemes have a
longer time to influence the dissociation process in the slower
reaction.

5. DISCUSSION
Let us first briefly discuss some of the major issues which
impact the accuracy of TSH in general. The failure to cor-
rectly account for decoherence, discussed in Section 2.1, is
one of the most important issues and is usually handled by
applying an adjustable ad-hoc correction.43 This, along with
the prediction of frustrated hops with insufficient kinetic en-
ergy, is what causes the mismatch between average "quantum
probability" (�:�∗: ) of each state and the fraction of actual
trajectories in the state.20,74 Another issue worth mentioning
is the zero point energy (ZPE) leakage problem, which arises
from the classical dynamics part: ZPE energy which should
be "locked" in each normal mode can in fact transfer be-
tween modes, meaning reactions can occur below the quan-
tum threshold of energy.75 Issues also arise around CoIns,
where NACVs change rapidly. Very local CoIns can even
be missed and in such cases, a smaller dynamics timestep is
necessary. Finally, in order to ensure energy conservation,
the kinetic energy is scaled after hops to compensate for the
sudden change in potential energy. The most adequate way
is to rescale the velocity along the NACV.70 However when
the NACV is unknown, the scaling is usually done along the
momentum or velocity directions, alternatives shown to be
acceptable except for very large ensembles.71 Despite these
drawbacks and approximations inherent to TSH, this method
often provides a good compromise between accuracy and
cost and has been applied successfully to many photochemi-
cal problems.22–24
We can now discuss the difference in accuracy between

the schemes tested here, within the scope of maximum TSH
accuracy. Firstly, HST(CIV) is seen to give significantly dif-
ferent results to the other schemes in two cases: trans-AZB
excitation and butyrolactone ring-opening. In the extreme
case of trans-AZB, it even gives entirely unphysical results
for the electronic populations. The rapid (1 → (0 decay
without large geometry change seen usingHST(CIV) for this
molecule is expected to have a large effect on the long-time
dynamics beyond what is simulated here: since the trans-to-
cis photoisomerization takes place on the (1 state, deactivat-
ing this state entirely at early times will block this reaction
from occurring. The failure of this scheme is linked to the
approximation made to the coupling, which does not account
for changes in orbital shapes or ordering. HST(CIV) is more
likely to fail for “larger” systems with more orbitals within
the CASSCF active space. However in some cases, such as
butyrolactone, the reaction dynamics may be reasonably de-
scribed even when electronic populations are inaccurate. As
a result, it is challenging to predict and/or detect failure of

HST(CIV) without a less-approximate reference. The spe-
cific failures of HST(CIV) are all resolved upon moving to
the HST(BiO) scheme. The latter has almost identical com-
putational cost when using CASSCF for electronic structure,
thanks to a highly efficient bi-orthogonalisation procedure.
Secondly, BA gives different results to the other schemes

for all reactions simulated here. For the best-cases, namely
cis-AZM, cis-AZB and butyrolactone, differences are only
seen in electronic populations with minimal impact on the re-
action dynamics. However, for the trans-AZM and furanone
cases these differences significantly impact the isomerization
and dissociation processes themselves. For trans-AZB the
unphysical (1 → (0 decay is expected to cause entirely dif-
ferent longer-time dynamics as for HST(CIV). In generalBA
overestimates decay rates far from CoIns, causing overesti-
mated population decays in all reactions studied and failing
to predict the delays before electronic population decays seen
with all other schemes. We have also tested the effect of de-
creasing the timestep (Figure S26 in the SI), but this does not
solve this BA issue. It was suggested in a different work,29
which also proposed the BA scheme, that conditions be ap-
plied to BA such that decay is disallowed when the energy
gap between states is larger than a threshold value. The ap-
plication of this criterion to the BA scheme benchmarked
in this work could significantly improve results using this
scheme. This coupling overestimation likely also causes the
second main issue seen using BA, i.e., a significantly higher
proportion of backhops, especially for the smallest systems.
However, despite these issues BA still shows promise as a
scheme which can be used when neither NACV or overlaps
are possible. UnlikeHST(CIV), the failures withBA are sys-
tematic, which makes improvements to this scheme simple
to determine.
Finally, it has been seen throughout that, excluding these

two more approximate schemes (HST(CIV) and BA), the
other three TSH schemes tested in this study give remark-
ably similar results, not only qualitatively in their correct
description of reaction dynamics, but quantitatively also. On
comparing electronic populations and either isomer fractions
or bond-dissociation events, only minor differences are seen
between LD, HST(BiO), and NACV despite the different
approximations employed in the TSH methodology. Only
for the cis-AZM and the butyrolactone are non-negligible
differences seen between any of these three schemes. For
cis-AZM, LD gives around 10%more (1 → (0 decay within
145 fs compared toNACV andHST(BiO). In the literature, it
has been suggested that LD may give better results at regions
of highly localized non-adiabatic coupling, as it correctly
captures the coupling with standard time-steps while NACV
can require much shorter time-steps to be fully converged.76
However, upon testing the convergence with time-step size
for this reaction, we do not find that decreasing the time-step
in NACV dynamics increases the overall amount of popula-
tion which decays over the reaction (see Figure S25 of the SI).
That is to say, more coupling is not captured using smaller
time-steps, and thus the differences in this case cannot be
explained by a failure to converge the NACV results. For
butyrolactone, the three schemes vary by around 10% in (2
decay throughout. However, for both these reactions, the
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differences are less visible in the reaction dynamics process
itself. For cis-AZM, while at certain times the LD fraction is
different, there are no clear differences which persist through-
out the simulations. For butyrolactone the photo-dissociation
around 30 fs is almost identical despite different (2 popula-
tions at this point. Overall, electronic populations tend to be
more sensitive to the TSH scheme used, in comparison to the
isomeric fractions and/or dissociation times.
Both HST(BiO) and LD present significant computational

saving over NACV (when utilizing the efficient biorthonor-
malisation procedure), without compromising on accuracy,
being at least 2 times (and in the large AZB case, nearly 10
times) faster to run (Table S8 in the SI). Both these schemes
have been demonstrated within this study to be excellent al-
ternatives to NACV TSH simulations. HST(BiO) can be run
within a single program (OpenMOLCAS37), simplifying use,
while both the SHARC65 and Newton-X68 implementations
of LD have more options for expert users to tune dynamics
simulations.

6. CONCLUSIONS
In this work, we have benchmarked the impact of different
commonly used approximations to the coupling term, made
within five schemes based on the popular trajectory surface
hopping method. The coupling term determines the location
of hops between the electronic states, and thus could have
a large influence on simulation results. Both the electronic
populations and the photoreaction dynamics have been stud-
ied on a representative series of photoreactions, to analyze
the impact of these approximations.
In general, the electronic populations are more sensitive to

differences between surface hopping schemes, while the over-
all reaction dynamics seen in, e.g., quantum yields and rates
of bond dissociation, is much more resilient to the scheme
used. For example, the cis-AZM molecule shows a range
of 10% in the electronic decays between schemes, but no
consistent difference in fractions of isomers and very similar
estimated quantum yields of isomerization. Another example
is the butyrolactone ring-opening, where clear differences in
the (2 populations do not lead to different mean dissociation
times, which vary by only 0.4 fs. While the electronic pop-
ulations can be sensitive to the approximations made within
TSH, the photoreactions themselves are clearly much less in-
fluenced. The exceptions to this rule are seen when using
BA: the trans-AZM photoisomerization process and the fu-
ranone bond-dissociation are significantly impacted by early
overestimation of non-adiabatic decay. In general, unless one
of the most approximate schemes is used (BA orHST(CIV)),
care towards approximations used within TSH is more criti-
cal when attempting to extract quantitative information about
photoreactions, or when accurate descriptions of population
decays are required, such as when attempting to model spec-
troscopies which track electronic decays.

HST(CIV) is clearly seen to be one of the worse schemes
tested and should be avoided. In at least one case (trans-
AZB), it gives entirely unphysical simulations. Even though
this scheme can give similar results for photoreaction dy-
namics even when electronic populations are noticeably dif-
ferent from the other schemes (e.g. for cis-AZB), it is im-

possible without further simulations or experimental data to
know if estimated electronic decays and/or reaction dynam-
ics are physical or not. HST(BiO) on the other hand is
seen to well reproduce the NACV dynamics in all reactions
at an affordable cost. Thanks to the highly efficient bio-
orthogonalisation procedure available for CASSCF wave-
functions, moving from HST(CIV) to HST(BiO) adds al-
most no additional computational cost, and we therefore rec-
ommend the systematic use of HST(BiO) over HST(CIV).
While HST(CIV) was previously the only default (and only)
TSH scheme available in OpenMOLCAS,37 HST(BiO) has
been implemented in OpenMOLCAS as part of this work,
and is now the default way to run TSH within this code.
The BA scheme is also seen to be flawed, giving similar

unphysical results for the trans-AZB case and overestimating
coupling far from CoIns in every reaction tested. For fura-
none and trans-AZM, this scheme inaccurately describes not
just the electronic populations but also the overall reaction
dynamics. However, unlike HST(CIV) where failure is un-
predictable, BA systematically overestimates the coupling far
from CoIns.
Finally, LD matches very well the results of NACV and

HST(BiO) simulations in all cases except the cis-AZM. In
this case, the electronic populations vary by around 10%. De-
creasing the timestep for the NACV scheme for this reaction
simulation has no impact on the NACV results: the differ-
ences do not seem to be caused by insufficient convergence
of the NACV results with timestep length. We do however
highlight that the overall reaction dynamics in this case is
hardly affected.
The overall simulation results for the reactions studied are

very similar with all schemes beside HST(CIV) and BA,
which both lead to incorrect dynamics for certain cases.
These schemes could still be used for exploratory dynam-
ics as previously suggested.29 Both LD and HST(BiO) have
a similar computational cost, which is significantly lower than
NACV. This is due to the use of the wavefunction overlap
matrix to approximate the coupling (in two different ways),
avoiding the bottleneck of calculating the non-adiabatic cou-
pling vectors. These two schemes are demonstrated to be
excellent alternatives to NACV surface hopping, with the
approximations made within the methodologies having little
effect on the overall statistical average of the ensembles.
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SUPPORTING INFORMATION AVAILABLE
Full derivations for TSH equations and description of the
FSSH algorithm. Full description of the LD scheme. Ac-
tive spaces. Proof of convergence with number of trajec-
tories. Additional analysis for reactions studied. Cis and
Trans-AZM: analysis of hop locations. Trans-AZB: frac-
tions of isomers for both active spaces, magnified sections of
population graphs, time-coupling graphs, example of change
in orbital character between timesteps under the HST(CIV)
scheme, test of decreasing timestep size using HST(CIV),
comparison of average PES with both active spaces for
NACV. Cis-AZB: analysis of hop locations, reduced active
space population graphs and isomer fractions. Butyrolac-
tone: bond-dissociation details, electronic populations using
LDwith/without substeps andwith twoways to calculate hop-
ping probabilities, test of decreasing number of substeps with
the NACV scheme. Description of phase correction schemes
and effects on the electronic populations of trans-AZM and
butyrolactone.
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