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A TBLMI Framework for Harmonic Robust
Control

Flora Vernerey, Pierre Riedinger and Jamal Daafouz

Abstract— The primary objective of this paper is to
demonstrate that problems related to stability and ro-
bust control in the harmonic context can be effectively
addressed by formulating them as semidefinite optimiza-
tion problems, invoking the concept of infinite-dimensional
Toeplitz Block LMIs (TBLMIs). One of the central chal-
lenges tackled in this study pertains to the efficient res-
olution of these infinite-dimensional TBLMIs. Exploiting
the structured nature of such problems, we introduce a
consistent truncation method that effectively reduces the
problem to a finite-dimensional convex optimization prob-
lem. By consistent we mean that the solution to this
finite-dimensional problem allows to closely approximate
the infinite-dimensional solution with arbitrary precision.
Furthermore, we establish a link between the harmonic
framework and the time domain setting, emphasizing the
advantages over Periodic Differential LMIs (PDLMIs). We
illustrate that our proposed framework is not only theoret-
ically sound but also practically applicable to solving H2
and H∞ harmonic control design problems. To enable this,
we extend the definitions of H2 and H∞ norms into the
harmonic space, leveraging the concepts of the harmonic
transfer function and the average trace operator for Toeplitz
Block operators. Throughout this paper, we support our
theoretical contributions with a range of illustrative exam-
ples that demonstrate the effectiveness of our approach.

I. INTRODUCTION

Harmonics, as sinusoidal components of a signal that occur
at integer multiples of a fundamental frequency, are om-
nipresent in a wide range of applications, including power sys-
tems, communications, mechanical systems, and electronic de-
vices. These harmonics can be introduced by various sources,
such as nonlinearities in the system dynamics, external in-
terference, or the intrinsic nature of the system itself. Their
presence can lead to undesirable effects, such as oscillations,
instability, and increased energy consumption, making the
management of harmonics a pressing concern in control engi-
neering. A successful way of tracking or rejecting periodic
signals is repetitive control, a well-known technique based
on the internal model principle [1]–[3]. Output regulation
methods that may resort to a harmonic representation are also
of interest in this context [4], [5]. The prominence of harmonic
control arises from its ability to capture and manipulate
the often-pervasive harmonic disturbances present in practical
systems. Its significance lies in the fact that it enables the
transformation of control design problems into time-invariant
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ones, albeit in an infinite-dimensional framework [6]–[9]. This
transformation allows for the utilization of well-established
time-invariant control design techniques. Consequently, the
control of systems in the presence of harmonics becomes
more tractable and intuitive. However, the transition to in-
finite dimensionality presents its own set of challenges that
are not encountered in finite-dimensional control [10]. The
development of innovative tools and methodologies is essential
to effectively harness the potential of harmonic control and
address the intricacies introduced by the infinite-dimensional
modeling framework.

Lyapunov and Riccati equations have proven to be a pow-
erful and versatile tool for addressing control problems in a
variety of settings. They have offered practical solutions to
finite-dimensional systems. The key point in utilizing such
methods in the realm of harmonic control design lies in
their successful extension to address and approximate infinite-
dimensional problems. Recently, in [11], this extension has
been realized, emphasizing the critical role of practical so-
lution determination with minimal errors in ensuring the
stabilization properties. Nonetheless, the demand for a more
adaptable framework to tackle robust control challenges within
the harmonic context is evident. Building upon the success of
LMIs in robust control, the development of tools for solving
infinite-dimensional Toeplitz Block LMIs (TBLMIs) stands as
a matter of paramount significance in advancing robust control
strategies tailored for the domain of harmonic systems.

In this paper, our central focus is on solving TBLMIs and
their practical application for robust H2 and H∞ harmonic
control design. Our results are a noteworthy and valuable
alternative to prior research works [7], [12]. In [7], Floquet
theory is used to derive an infinite-dimensional harmonic state
space representation from which a harmonic transfer function
is deduced. Such a frequency domain representation allows to
define operators for H2 and H∞ robust control but, as the
related frequency response operators are infinite dimensional,
the numerical implementation is nontrivial [12]. Also, our
proposed methodology complements traditional time-domain
methods for periodic systems [13]. These conventional ap-
proaches often involve solving control design problems using
differential Riccati equations and/or inequalities [14], [15].
Alternatively, they may employ lifting schemes [16]–[19] to
address robust control problems. By exploring the possibili-
ties inherent in infinite-dimensional TBLMIs, we address the
related difficulties and offer a new solution in the domain
of harmonic-based robust control. Our central aim is to de-
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vise a truncated version of the original infinite dimensional
problem, allowing for the retrieval of an infinite-dimensional
solution with any desired degree of accuracy. It is important
to note that our approach does not rely on the conventional
application of Floquet theory [7], [9], [20], which, while
valuable for stability analysis in Linear Time-Periodic (LTP)
systems, exhibits limitations when employed for control design
purposes [11]. Compared to the preliminary version in [21],
the results we propose in this paper are more general and
do not rely on restrictive assumptions. We also provide new
results based on precise definitions of H2 and H∞ norms
in the harmonic domain, illuminating their implications in
the time domain. In particular, defining the harmonic H2

norm is not a straightforward task in the harmonic domain,
primarily because the Frobenius norm is not trace-class. The
definitions we propose are underpinned by the introduction
of harmonic transfer functions, trace operators tailored for
infinite-dimensional Toeplitz blocks, and operators bounded on
`2, each endowed with relevant mathematical properties. Ad-
ditionally, we underscore the remarkable equivalence between
solving a TBLMI in the harmonic domain and addressing
a periodic differential LMI (PDLMI) in the time domain.
This observation underscores the simplification achieved by
adopting a harmonic formulation.

The paper is organized as follows. The next section is ded-
icated to mathematical preliminaries and harmonic modeling.
In Section III, a framework for harmonic robust control is
provided. This framework includes the definition of harmonic
transition and transfer functions, the definition of trace opera-
tor for Toeplitz block operators bounded on `2, the definition
of H2 and H∞ norms in the harmonic domain as well as their
meaning in the time domain. Moreover, we formulate har-
monic robust control problems in terms of infinite dimensional
convex optimization problems involving TBLMI constraints.
Section IV is devoted to infinite dimensional TBLMIs and
their equivalence with PDLMIs in the time domain. Section
V is dedicated to a consistent truncation procedure which
allows to recover, up to an arbitrarily small error, the infinite-
dimensional solution to a TBLMI based convex optimization
problem by solving a finite dimensional truncated problem.
Finally, before concluding, we illustrate the results of this
paper in section VI and apply the proposed procedure to design
harmonic H2 and H∞ optimal state feedbacks.

Notations: The transpose of a matrix A is denoted A′

and A∗ denotes the complex conjugate transpose A∗ = Ā′.
j is the imaginary unit. The n-dimensional identity matrix is
denoted Idn. The infinite identity matrix is denoted I. For m ∈

Z+∪{∞}, the flip matrix Jm is the (2m+1)×(2m+1) matrix
having 1 on the anti-diagonal and zeros elsewhere. Ca denotes
the space of absolutely continuous function, Lp([a b],Cn)
(resp. `p(Cn)) denotes the Lebesgues spaces of p−integrable
functions on [a, b] with values in Cn (resp. p−summable
sequences of Cn) for 1 ≤ p ≤ ∞. Lploc is the set of locally
p−integrable functions. The notation f(t) = g(t) a.e. means
almost everywhere in t or for almost every t. To simplify
the notations, Lp([a, b]) or Lp will be often used instead of
Lp([a, b],Cn). Finally, ⊗ denotes the Kroenecker product.

II. PRELIMINARIES

A. Sliding Fourier decomposition and basic results
Consider x ∈ L2

loc(R,C) a complex valued function of time.
Its sliding Fourier decomposition over a window of length T
is defined by the time-varying infinite sequence X ∶= F(x) ∈
Ca(R, `2(C)) (see [22]) whose components satisfy:

Xk(t) ∶=
1

T
∫

t

t−T
x(τ)e−jωkτdτ

for k ∈ Z, with ω ∶= 2π
T

. If x = (x1,⋯, xn) ∈ L
2
loc(R,Cn) is a

complex valued vector function, then

X ∶= F(x) = (F(x1),⋯,F(xn)).

The time varying vector Xk = (X1,k,⋯,Xn,k) with

Xk(t) ∶=
1

T
∫

t

t−T
x(τ)e−jωkτdτ

is called the k−th phasor of X . Note also that when x is a
real signal, Xk =X−k for any k.

Additionally, we consider the Toeplitz transformation of
a scalar function x ∈ L2

loc, which is defined as an infinite-
dimensional Toeplitz matrix function given by:

T (x) ∶=

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

⋱ ⋮ ⋰

x0 x−1 x−2

⋯ x1 x0 x−1 ⋯

x2 x1 x0

⋰ ⋮ ⋱

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

where the terms xk, k ∈ Z refer to the phasors of X ∶= F(x).
For a n ×m matrix function A = (aij) (∈ L2

loc(R,Cn×m), we
define the associated infinite dimensional Toeplitz Block (TB)
matrix function as

A ∶= T (A) =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

A11 . . . A1n

⋮ ⋮

Am1 . . . Amn

⎤
⎥
⎥
⎥
⎥
⎥
⎦

(1)

with Aij ∶= T (aij), i = 1,⋯, n, j = 1,⋯,m. We also recall
the following essential rules:

1) For a matrix function A ∈ L∞loc and a vector x ∈ L2
loc:

F (Ax) = T (A)F(x) = AX (2)

where X ∶= F(x) and A ∶= T (A).
2) For two matrix functions A ∈ L∞loc and B ∈ L∞loc:

T (AB) = T (A)T (B) = AB (3)

According to the sliding Fourier decomposition, all these
transformations lead to absolutely continuous functions of
time. When a T -periodic vector x or matrix function A are
considered, both X ∶= F(x) and A ∶= T (A) are constant.

Let us recall some fundamental results related to the sliding
Fourier decomposition.

Theorem 1: Consider a T -periodic matrix function A ∈

L2([0 T ],Cn×m). Then, A ∶= T (A) is a constant bounded
operator on `2 if and only if A ∈ L∞([0 T ],Cn×m). Moreover,
the operator norm induced by the `2-norm satisfies :

∥A∥`2 ∶= sup
∥X∥`2=1

∥AX∥`2 = ∥A∥L∞

Proof: See Part V p.p. 562-574 of [23].
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Definition 1: We say that X belongs to H if X is an
absolutely continuous function (i.e X ∈ Ca(R, `2(Cn)) and
fulfils, for any k, the following condition:

Ẋk(t) = Ẋ0(t)e
−jωkt a.e.

Similarly to the Riesz-Fisher theorem which establishes a
one-to-one correspondence between the spaces L2 and `2, the
following theorem establishes a one-to-one correspondence
between the spaces L2

loc and H .
Theorem 2: For a given X ∈ L∞loc(R, `2(Cn)), there exists

a representative x ∈ L2
loc(R,Cn) of X , i.e. X = F(x), if and

only if X ∈H .
Proof: See [22].

For harmonic control design, Theorem 2 has a fundamental
consequence: the design of a control U in the harmonic
domain must belong to the space H , otherwise its time domain
counterpart u does not exist. For example, if one attempts
to design a state feedback U ∶= −KX with a constant gain
operator K, it is proven that K must be a Toeplitz block
operator [22]. Hence, u is determined by u ∶= −Kx where K =

∑k∈ZKke
jωkt. Moreover, to ensure controlled boundedness

in the control signal u, it is imperative that K represents a
bounded operator on `2. This condition, in accordance with
Theorem 1, implies that K ∈ L∞.

For clarity reasons, when considering a lowercase vector-
valued function x ∈ L2

loc(R,Cn), we adopt the following
convention: X ∶= F(x) represents the Fourier transform of
x, while X ∶= T (x) represents the Toeplitz form of x.
Through a slight abuse of notation, we may interchangeably
use T (X) instead of T (x) to signify the function responsible
for constructing a Toeplitz matrix from the elements of X ,
where X is defined as F(x).

Remark 1: In this paper, we employ a TB matrix represen-
tation rather than the more conventional Block Toeplitz (BT)
matrix representation. The primary motivation behind this
choice lies in its ability to yield a harmonic equation structure
akin to that found in the time domain, as exemplified in (1),
for instance. This choice better suits our objectives for analysis
and control design. To obtain a Block Toeplitz (BT) structure
as in [20], [22], one has to consider the transformation operator
F(x) = (⋯,X−1,X0,X1,⋯), where Xk refers to the k − th
phasors, instead of F(x) = (F(x1),⋯,F(xn)). Obviously,
we can readily switch between these two representations by
applying an appropriate permutation matrix.

B. Harmonic modeling
By leveraging Theorem 2, any system with solutions in

the Caratheodory sense can be transformed through a sliding
Fourier decomposition into an infinite-dimensional system.
This transformation establishes a direct correspondence be-
tween the trajectories of the original system and those within
the infinite-dimensional space, provided that the latter belong
to the subspace H . Furthermore, in the context of a periodic
system with a period T , the resulting infinite-dimensional
system is time-invariant. For instance, with a mild assumption
(as detailed in [22]), any n-dimensional differential system of
the form:

ẋ = f(t, x)

with Caratheodory solutions can be represented in a harmonic
form as follows:

Ẋ = F(f(t, x)) −NX

where
N ∶= Idn ⊗ diag(jωk, k ∈ Z) (4)

For polynomial systems, F(f(t, x)) can be easily computed
using the arithmetic rules (2) and (3). Furthermore, the re-
covery of x from X can be achieved through the exact
formula [22]:

x(t) = F−1
(X)(t) ∶=

+∞

∑
k=−∞

Xk(t)e
jωkt

+
T

2
Ẋ0(t) (5)

In the context of Linear Time Periodic (LTP) systems charac-
terized by T -periodic matrix functions, denoted as A(⋅) and
B(⋅), belonging to the respective classes of L2([0, T ],Cn×n)
and L∞([0, T ],Cn×m), we have the following equivalence:
Let x is be a solution to

ẋ(t) = A(t)x(t) +B(t)u(t) x(0) ∶= x0 (6)

associated to the control u ∈ L2
loc(R,Cm) then, X = F(x) is

a solution to the linear time-invariant (LTI) system

Ẋ(t) = (A −N )X(t) + BU(t), X(0) ∶= F(x)(0) (7)

associated to U = F(u) with A ∶= T (A), B ∶= T (B).
Reciprocally, if X ∈H is a solution to (7) associated to U ∈H ,
then x is a solution to (6) associated to u (i.e. X ∶= F(x) and
U ∶= F(u)).

III. FRAMEWORK FOR HARMONIC ROBUST CONTROL

A. Harmonic transfer and transition functions
Consider a signal X ∈ L2(R+, `2(Cn)) with its induced

norm
∥X∥

2
L2 ∶= ∫

+∞

0
∥X(t)∥2

`2dt

and its Laplace transform:

X̂(s) ∶= ∫
+∞

0
X(t)e−stdt

The associated H2 induced norm is given by

∥X̂∥H2 ∶= (
1

2π
∫

+∞

−∞
∥X̂(jω)∥2

`2dω)

1
2

.

By Paley Wiener theorem, we have : ∥X̂∥H2 = ∥X∥L2 .
Definition 2: For harmonic system (7) with output Y ∶=

CX , the harmonic transfer function between input Û(s) and
output Ŷ (s) is given by:

Ĝ(s) ∶= C(sI − (A −N ))
−1
B (8)

and is the Laplace transform of

G(t) ∶= Ce(A−N )t
B. (9)

As shown in [9], [24], the spectrum denoted as σ of the
operator (A − N ) in (7) exclusively comprises eigenvalues
forming an unbounded, discrete set that relies solely on a finite
number of complex values λi, i = 1,⋯, n:

σ ∶= {λi + jωk, k ∈ Z, i = 1,⋯, n}.
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For the sake of clarity and simplicity in our exposition, we
make the assumption that (A − N ) is non-defective. Under
this assumption, the following eigenvalue decomposition, as
described in [11], takes place:

(A −N )V = V(Λ⊗ I −N ) (10)

with Λ = diag(λi, i = 1,⋯, n) and where V is a constant,
invertible TB and bounded operator on `2. Notice that in case
where (A − N ) is defective, the diagonal matrix Λ can be
substituted with a Jordan canonical form denoted as J (as
outlined in [11]).

The following property will prove to be valuable in the
sequel.

Property 1: For any real number δ, if z(t) ∶= x(t − δ) a.e
where x is a vector function (∈ L2

loc) then

Z(t) ∶= e−NδX(t − δ),

where Z ∶= F(z) and X ∶= F(x) and where N is given by
Eq. (4). Moreover, if M(t) ∶= G(t − δ) a.e. where G is a
matrix function (∈ L∞loc), then

M(t) ∶= e−NδG(t − δ)eNδ

where M ∶= T (M) and G ∶= T (G).
Proof: It is straightforward to show that Zk(t) =

e−jωkδXk(t− δ) from which we can deduce the results of this
property.

Theorem 3: For any time instant t, the exponential of the
harmonic state operator in (7), denoted as e(A−N )t, is a
bounded operator on `2 and it is not TB. Furthermore, the state
transition function associated with (6) for the time interval
between t0 and t is expressed as follows:

Φ(t, t0) ∶= V (t)eΛ(t−t0)V −1
(t0) (11)

where the matrix function V is a T -periodic, invertible, and
absolutely continuous function, defined as V ∶= T −1(V),
where V is given by (10).

Proof: For any t, we have:

∥e(Λ⊗I−N )t
∥`2 ∶= sup

∥X∥`2=1

∥e(Λ⊗I−N )tX∥`2 = σ̄(t) < +∞

where σ̄(t) ∶= maxi=1,⋯,n e
2Re(λi)t. Here, we use the fact

that e−N
∗te−N t = I which implies e(Λ⊗I−N )

∗te(Λ⊗I−N )t =

e((Λ
∗
+Λ)⊗I)t. Using (10), we have that e(A−N )t is bounded

on `2 for every t. Moreover, e(A−N )t is obviously not TB
due to the non Toeplitz diagonal term N . In addition, the free
response of (6) between time t0 and t from an initial condition
x(t0) is given by x(t) = Φ(t, t0)x(t0) and its associated
harmonic free response is given by:

X(t) = e(A−N )(t−t0)X(t0) = Ve
(Λ⊗I)(t−t0)e−N (t−t0)V

−1X(t0)

As V−1X(t0) = V−1eN (t−t0)e−N (t−t0)X(t0), using Property
1 and rules (2) and (3) leads to:

Φ(t, t0)x(t0) = F
−1

(e(A−N )(t−t0)X(t0))

= V (t)eΛ(t−t0)V −1
(t0)x(t0)

for any x(t0). The last result is established noticing that the
absolute continuity of V is proved in [11].

Remark 2: It is essential to emphasize that T (Φ(t, t0)) =
eA(t−t0), and this should not be confused with the harmonic
transition function e(A−N )(t−t0).

B. Average Trace operator
TB operators are not a trace-class. Indeed, for a n × n TB

bounded operator on `2, we have

tr(∣M∣) ∶= ∑
k∈Z

< ek, (M
∗
M)

1
2 ek >= ∑

k∈Z

n

∑
i=1

mi = +∞ (12)

where mi denote the n diagonal values of (M∗M)
1
2 and (ek)

is an orthonormal basis for (`2)n. Nevertheless, a solution to
circumvent this challenge consists in considering the vector
space of matrix functions in L∞([0, T ]) endowed with the
conventional scalar product:

<M,N > ∶=
1

T
∫

T

0
tr(M ′

(τ)N(τ))dτ (13)

=
1

T

n

∑
i,j=1
∫

T

0
Mij(τ)Nij(τ)dτ, (14)

for which it is straightforward to show that the induced norm1

satisfies:

∥M∥L2([0 T ]) ≤ ∥M∥F ≤
√
n∥M∥L∞([0 T ]). (15)

As any component of M can be rewritten using its Fourier
series (since L∞([0 T ]) ⊂ L2([0 T ]):

Mij(t) = ∑
k∈Z

mij,ke
jωkt a.e.,

it follows, using (14), that:

< Id,M >=
n

∑
i=1

mii,0.

This allows to define the average-trace operator as follows.
Definition 3: The average trace operator for TB bounded

operators on `2 is defined by

tr0(M) ∶=
n

∑
i=1

mii,0. (16)

where mii,0 refers to the diagonal value located on the i − th
diagonal block of M.

Theorem 4: For any constant, n×n TB and bounded oper-
ator on `2, denoted by M, tr0(M

∗M)
1
2 defines an operator-

norm that satisfies:

∥M∥`2 ≤ tr0(M
∗
M)

1
2 = ∥M∥F ≤

√
n∥M∥`2 (17)

where M ∶= T −1(M).
Proof: The result is deduced from (15), Theorem 1 and

recalling that Riesz-Fischer Theorem implies:

∥M∥L2([0 T ] ∶= sup
∥x∥L2=1

∥Mx∥L2(0 T ])

= sup
∥X∥`2=1

∥MX∥`2 ∶= ∥M∥`2

where X ∶= F(x) and M ∶= T (M).

1Frobenius norm: ∥M∥F ∶=<M,M >
1
2
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Remark 3: In Definition 3, the average-trace of a TB oper-
ator can be interpreted as a mean value of the trace operator,
that is

tr0(M) ∶= lim
N→+∞

1

2N + 1
∑

∣k∣≤N

n

∑
i=1

< eki,Miieki > (18)

= lim
N→+∞

1

2N + 1
∑

∣k∣≤N

n

∑
i=1

mii,0 =
n

∑
i=1

mii,0 < +∞

where Mii refers to the ith Toeplitz diagonal block of M
and (eki) is an orthonormal basis of `2 associated to the ith
diagonal block.

C. Harmonic H2 and H∞ norms
In the harmonic framework, defining the harmonic H2 norm

is not a straightforward task, primarily because the Frobenius
norm of Ĝ(jω), given by (8),

∥Ĝ(jω)∥2
F ∶= tr(Ĝ(jω)∗Ĝ(jω))

is not trace-class. To address this challenge, let us first intro-
duce the following result.

Theorem 5: For any time instant t,

M(t) ∶= G(t)∗G(t) (19)

where G(t) ∶= Ce(A−N )tB, is a hermitian and non-negative,
TB and bounded operator on `2. Moreover, M ∶= T −1(M)

exists and is given at time τ by:

Mt(τ) ∶= G(τ, t)′G(τ, t) (20)

where G(τ, t) ∶= C(τ + t)Φ(τ + t, τ)B(τ).
Proof: Hermitian and non-negativity properties are read-

ily evident forM(t). Using the decomposition (10), we have:

e(A−N )
∗t
C
∗
Ce(A−N )t

= V
−1∗e(Λ⊗I)

∗te−N
∗t
He−N te(Λ⊗I)tV−1

(21)

where H = V∗C∗CV . Thus, as e−N
∗tHe−N t = eN tHe−N t,

Property 1 implies that e−N
∗tHe−N t is obviously a TB oper-

ator since it is equal to T (L) where

L(τ) ∶=H(τ + t) (22)

for almost all τ with H ∶= T −1(H). It follows that M(t) is
a product of TB operators and thus a TB operator (see (3)).

Finally as e(A−N )t is also bounded on `2 for every t (its
maximal singular value is eσt where σ ∶= maxi 2Re(λi)),
M(t) is also a bounded operator on `2. For the last assertion,
using Property 1, we see that (21) is the Toeplitz transfor-
mation of Z(τ) where Z(τ) ∶= V

′
−1(τ)eΛ∗tL(τ)eΛtV −1(τ)

with L defined by (22). As H(τ) ∶= V ′(τ)C ′(τ)C(τ)V (τ),
it follows, using (11), that Z(τ) can be rewritten as:

Z(τ) ∶= Φ′
(τ + t, τ)C ′

(τ + t)C(τ + t)Φ(τ + t, τ)

Consequently, multiplying Z(τ) on the left by B′(τ) and on
the right by B(τ), we get the final result (thanks to (3)).
Given the assumption that (A−N ) is Hurwitz, we define the
following induced operator-norm for: G(t) ∶= Ce(A−N )tB

∥G∥L2 ∶= (∫

+∞

0
tr0(G

∗
(t)G(t))dt)

1
2

where tr0 is given in Definition 3 for TB and bounded
operators on `2. Consequently, as tr0(G

∗(t)G(t))
1
2 is finite

for every t and is clearly in L2, we are ready to define the
harmonic H2 norm.

Definition 4: The H2 operator norm of the harmonic trans-
fer function Ĝ(s) is defined by

∥Ĝ(s)∥H2 ∶= (
1

2π
∫

+∞

−∞
tr0(Ĝ(jω)∗Ĝ(jω))dω)

1
2

(23)

The next theorem states that the L2 norm of the sliding average
Frobenius norm of G(τ, t) over a window of length T is equal
to the H2 operator norm of its associated harmonic transfer
function.

Theorem 6: The following equalities hold true:

∥G∥L2 = ∥G∥L2 = ∥Ĝ(s)∥H2

where Ĝ, G and G are defined respectively by (8), (9) and (20)
and where

∥G(t)∥L2 ∶= (∫

+∞

0
∥G(τ, t)∥2

F dt)

1
2

(24)

= (∫

+∞

0

1

T
∫

t

t−T
tr(G(τ, t)′G(τ, t))dτdt)

1
2

(25)

∥G∥L2 ∶= (∫

+∞

0
tr0(G

∗
(t)G(t))dt)

1
2

(26)

∥Ĝ(s)∥H2 ∶= (
1

2π
∫

+∞

−∞
tr0(Ĝ(jω)∗Ĝ(jω))dω)

1
2

(27)
Proof: The first equality follows by Theorems 4 and 5

while the second one is due to Paley-Wiener Theorem.
Now, let us define the H∞ norm in the harmonic context.
Definition 5: The H∞ operator norm of the harmonic trans-

fert function Ĝ(s) is defined by:

∥Ĝ(s)∥H∞ ∶= ess sup σ̄(Ĝ(jω)) (28)

where σ̄ refers to the maximal singular value.
The next theorem states that the H∞ operator norm of the
harmonic transfer function defines a bound for the L2 norm
of the sliding quadratic average of the output y over a window
of length T .

Theorem 7: The following relations hold true:

∥Ĝ(s)∥H∞ ∶= sup
∥Û∥L2=1

∥ĜÛ∥L2 (29)

= sup
∥U∥L2=1

∥G ∗U∥L2 (30)

≥ sup
∥U∥L2∩H=1

∥G ∗U∥L2 (31)

= sup
∥u∥L2=1

(∫

∞

0
∥y(t)∥2

L2([t−T t])dt)
1
2 (32)

where ∗ denotes the convolution product and y(t) ∶=

C(t) ∫
t

0 Φ(t, s)B(s)u(s)ds.
Proof: Relations (29) and (30) are obvious. To prove (32),

if U ∈ L2 ∩ H then u ∶= F−1(U) exists and it follows that
y ∶= F−1(Y ) with Y ∶= G ∗U satisfies

y(t) ∶= ∫
t

0
C(t)Φ(t, s)B(s)u(s)ds

where Φ(t, s) denotes the transition matrix associated to (6).
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Invoking Riesz-Fischer Theorem, if W ∶= F(w) then

∥w∥L2([t−T t])(t) ∶= (
1

T
∫

t

t−T
∣w(τ)∣2dτ)

1
2 = ∥W (t)∥`2 .

It follows that the L2 norm of the sliding quadratic average
of w over a window of length T defined as

∥w∥L2 ∶= (∫

∞

0
∥w∥

2
L2([t−T t])dt)

1
2

fulfils the relation:

∥w∥L2 = (∫

∞

0
∥W (t)∥2

`2dt)
1
2 = ∥W ∥L2 .

Therefore, we have:

∥Ĝ(s)∥H∞ ≥ sup
∥U∥L2∩H=1

∥G ∗U∥L2 (33)

= sup
∥U∥L2∩H=1

(∫

∞

0
∥Y (t)∥2

`2dt)
1
2 (34)

= sup
∥u∥L2=1

(∫

∞

0
∥y(t)∥2

L2([t−T t])dt)
1
2 (35)

Having introduced the harmonic H∞ and H2 norms, our
aim in the sequel is to demonstrate how the established semi-
definite convex optimization techniques for tackling robust
control problems in finite-dimensional LTI systems can be
extended into the harmonic framework.

D. Harmonic H2 and H∞ optimal control

Consider a LTP system with control input u, exogenous
input w, controlled output z and measured output y given by

ẋ(t) = A(t)x(t) +B(t)u(t) +Bw(t)w(t), (36)
z(t) = Cz(t)x(t) +Dzw(t)w(t) +Dzu(t)u(t) (37)
y(t) = Cy(t)x(t) +Dyw(t)w(t) +Dyu(t)u(t) (38)

where all inputs belong to L2(R+) and all matrices are as-
sumed to belong to L∞([0 T ]). For each of these matrices, the
associated infinite dimensional TB matrix function is obtained
using (1). This allows to write the harmonic LTI representation
as follows:

Ẋ(t) = (A −N )X(t) + BU(t) + BwW (t), (39)
Z(t) = CzX(t) +DzwW (t) +DzuU(t) (40)
Y (t) = CyX(t) +DywW (t) +DyuU(t) (41)

From this perspective, it becomes evident that any robust
optimal control problem formulated for finite-dimensional LTI
systems can be naturally extended to its infinite-dimensional
harmonic counterpart. Here, we focus on the full-state feed-
back H2 and H∞ problems for which Cy = I,Dzw = Dyw =

Dyu = 0. For instance, consider the state feedback harmonic
H2 optimal control problem, which consists in determining
U = KX , where K is a bounded operator on `2, to minimize
the H2 norm of the harmonic transfer function between W
and Z. The optimal solution is given by K = SP−1 where P,

S and Z are TB and bounded operators on `2 that solve the
following convex optimization problem:

min
P,S,Z

tr0(Z) (42)

subject to:
P
∗
= P > 0

[
Z CzP +DzuS

PC∗z + S
∗D∗zu P

] ≥ 0 (43)

[ (A −N )P +P(A −N )∗ + BS + S∗B∗ + BwB
∗
w ] ≤ 0

In a similar vein, the solution to the state feedback harmonic
H∞ optimal control problem takes the form of U = KX , where
K ∶= SP−1 and P, S are TB and bounded operators on `2 that
solve the following convex optimization problem:

min
P,S,γ

γ subject to:

P
∗
= P > 0 (44)

⎡
⎢
⎢
⎢
⎢
⎢
⎣

(A −N )P +P(A −N )∗ + BS + S∗B∗ ⋆ ⋆

B∗w −γI ⋆

CzP +DzuS Dzw −γI

⎤
⎥
⎥
⎥
⎥
⎥
⎦

≤ 0

The primary challenge in the preceding convex optimization
problems lies in their infinite-dimensional nature. In practical
terms, achieving a solution that facilitates the construction of a
control gain necessitates truncation, but it must be carried out
consistently. By "consistency", we mean that the approximate
solution at a given truncation order should converge to the
solution of the original problem as the order increases. Without
this consistency, there can be no assurance of optimality or
stability with the obtained approximate solution.

In the upcoming sections, our objective is to introduce
a precise definition of a consistent truncation scheme. This
scheme should enable us to solve the optimal robust control
problem with an arbitrarily small margin of error. To achieve
this, we will delve into the concept of TBLMIs and shed light
on their relationship with differential LMIs in the time domain.

IV. TBLMIS VS PDLMIS

A TBLMI is an infinite dimensional LMI having the form:

M(x) =M0 +
+∞

∑
i=1

xiMi > 0, (45)

where xi ∈ R, i = 1,2,⋯ are the unkown variables and where
the Hermitian matrices Mi are n × n infinite-dimensional
TB operators. A sequence x = (x1, x2,⋯) is a solution of
the TBLMI (45) if M(x) is a positive definite and bounded
operator on `2 i.e. for any y ∈ `2, y∗M(x)y > 0 and there
exists C > 0 s.t. ∥M(x)∥`2 ≤ C. As it is the case for LMIs, we
often encounter problems in which the variables are matrices,
e.g., the harmonic Lyapunov inequality that allows to analyse
stability of the harmonic model (7)

(A −N )
∗
P +P(A −N ) < 0 (46)

where A and N are given and P is the variable (bounded on
`2 with P = P∗). Obviously, (46) can be rewritten in the form
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(45) by considering a basis Vi, i = 0,⋯,+∞ for Hermitian and
n × n TB matrices as follows:

Mi = (A −N )
∗
Vi + Vi(A −N ) and P =

+∞

∑
i=0

xiVi. (47)

For the sake of simplification, consider the case where n = 1
and let Ik be the k-shifted identity matrix with k ∈ N. Then,
a basis denoted as Vi can be obtained from the following set:

{(I−k + Ik), j(−I−k + Ik) ∶ k ∈ N}.

Additionally, it’s worth noting that for any index i, Mi is a
TB operator as N ∗Vi +ViN is a TB operator and the product
of TB operators results in a TB operator.

In the sequel, we consider the following definition:
Definition 6: Let S be a finite set of subscripts. A TBLMI

has an equivalent formulation given by (45) and is defined by:

L(P;As, s ∈ S) < 0 (48)

where the entries As, s ∈ S, are given and P refers to the TB
unknown operator.

The inequality (46) is a TBLMI and corresponds to
L(P;A) < 0. It is important to emphasize that the role of N in
this inequality is not immediately apparent, but its significance
will be fully elucidated in the forthcoming theorem. In the time
domain, the counterpart of (46) is the differential Lyapunov
inequality:

Ṗ +A′P + PA < 0 (49)

with P ∈ L∞([0 T ]) and P = P ′ > 0 a.e. An intriguing
question arises: Is there a connection between TBLMIs and
PDLMIs? To address this inquiry, we define precisely the
notion of PDLMI in the time domain and then establish its
equivalence with a TBLMI in the harmonic domain.

Definition 7: Let S be a finite set of subscripts and consider
T−periodic matrix functions As, s ∈ S, all belonging to L∞.
A PDLMI is defined by:

L(Ṗ (t), P (t);As(t), s ∈ S) < 0 a.e. (50)

where the function L is linear with respect to the unknowns P
and Ṗ and is also a polynomial matrix-valued function with
respect to its defining entries As, s ∈ S. We assume that the
mapping from t to L(Ṗ (t), P (t);As(t), s ∈ S) belongs to
L∞loc, implying that for any vector function x ∈ L2([t− T, t]),
the inner product:

< x,Lx >L2([t−T t])< 0

holds, or equivalently, L(t) < 0 a.e.. In simpler terms, this
means that L defines a negative definite linear operator on
L2
loc.
A solution, denoted as P (⋅) ∶ R → Rn×n, to (50), if

it exists, is expected to be an absolutely continuous and
symmetric matrix function. The following result establishes
the connection between TBLMIs and PDLMIs.

Theorem 8: P (t) is a T−periodic solution to (50) if and
only if P ∶= T (P ) is a constant, hermitian and bounded
operator on `2 and satisfies the infinite dimensional TBLMI:

L(P;As, s ∈ S) < 0 (51)

with As ∶= T (As), s ∈ S, and where

L(P;As, s ∈ S) ∶= L(−N ∗
P −PN ,P;As, s ∈ S).

Proof: If P is absolutely continuous, Ṗ exists almost
everywhere and is integrable, thus F(Ṗ ) can be defined.
Moreover as P (t) and L(Ṗ (t), P (t);As(t), s ∈ S) are L∞loc,
the operators P ∶= T (P ) and T (L(Ṗ (t), P (t);As(t), s ∈ S))
are bounded operators on `2 (see Theorem 1). As a LMI is
a polynomial matrix valued function with respect to all its
entries, the Toeplitz transformation T (L) of L is obtained
by replacing all the terms in the PDLMI by their Toeplitz
transformation and Ṗ by Ṗ−N ∗P−PN (see Proof of Theorem
5 in [22] for more detail). This leads formally to:

T (L(Ṗ ,P ;As, s ∈ S))
= L(Ṗ −N ∗

P −PN ,P;As, s ∈ S) (52)

As it is assumed that P (t) is T−periodic, it follows that P
is constant. Hence, Ṗ = 0 and (52) is a constant bounded
operator on `2. Moreover, it can be readily demonstrated
through the application of the Riesz-Fisher Theorem that for
any x ∈ L2([t − T t]):

< x,L(Ṗ , P ;As, s ∈ S)x >L2([t−T t] (t)

∶=
1

T
∫

t

t−T
x′L(Ṗ , P ;As, s ∈ S)xdτ

=X(t)∗L(Ṗ −N ∗
P −PN ,P;As, s ∈ S)X(t) < 0

where X ∶= F(x). Finally, replacing Ṗ by zero leads to (51).
The converse is obvious since the bounded operators on `2, P
and As, s ∈ S, are constant and thus trivially belong to H (see
Theorem 2).
The result of Theorem 8 highlights the potential of the har-
monic framework to streamline stability analysis and control
design synthesis. Indeed, the development of reliable and
consistent methods for solving infinite-dimensional TBLMIs
presents a promising alternative to the notoriously intricate
PDLMIs-based approaches. For example, using Theorem 8 and
the fact that tr0Z =< Id,Z > (see Def. 3), the time-domain
counterpart formulation of the harmonic H2 optimization
problem (42) is the following differential optimization problem

min
P,S,Z

< Id,Z >

subject to:

[
Z CzP +DzuS

PC ′
z + S

′D′
zu P

] ≥ 0 (53)

[ Ṗ +AP + PA′ +BS + S′B′ +BwB
′
w ] ≤ 0

where P = P ′, S and Z are T−periodic and L∞([0 T ])

matrix functions. Given the difficulty associated with solving
differential LMIs, as outlined in [13], it becomes especially
pertinent to consider the harmonic formulation (42). This
becomes all the more relevant as we delve into the problem’s
infinite-dimensional aspects, which is precisely the focus of
the upcoming section.

V. SOLVING INFINITE DIMENSIONAL HARMONIC SEMI
DEFINITE CONVEX OPTIMIZATION PROBLEM

Considering the efficacy of convex optimization techniques
in addressing the majority of optimal robust control problems
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for linear systems, our primary focus in this section lies in
obtaining an approximate solution for the following Convex
Optimization Problem (COP):

COP ∶ min
P∗=P>0

tr0(P) subject to:

L(P;As, s ∈ S) ≤ 0

We assume that this convex optimization problem is feasible
and that the optimal solution is unique, bounded on `2 and
continuous with respect to the entries As, s ∈ S. COP is an
infinite-dimensional problem in the sense that the dimension
of the involved entries and unknowns is infinite.

The main objective here is to show how COP can be solved
up to an arbitrarily small error. This objective is achieved
through a three-step approach. In the first step, we establish the
concept of a truncated TBLMI. The second step outlines the
process of amalgamating truncation and banded approximation
operations, thereby transforming the problem into a finite-
dimensional form. In the third and final step, we prove that the
solution to COP can be reliably obtained up to an arbitrarily
small error by solving a finite optimization problem.

A. Truncation of a TBLMI

Consider a n ×m matrix function A (∈ L2
loc(R,Rn×m) and

its TB transformation

A ∶= T (A) =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

A11 . . . A1m

⋮ ⋮

An1 . . . Anm

⎤
⎥
⎥
⎥
⎥
⎥
⎦

(54)

with Aij ∶= T (aij), i = 1,⋯, n, j = 1,⋯,m.
Definition 8: The n × m Hankel block matrices H(A+),

H(A−) associated to A are given by:

H(A±
) ∶=

⎡
⎢
⎢
⎢
⎢
⎢
⎣

H(A±
11) ⋯ H(A±

1m)

⋮ ⋮

H(A±
n1) ⋯ H(A±

nm)

⎤
⎥
⎥
⎥
⎥
⎥
⎦

. (55)

where for i = 1,⋯, n, j = 1,⋯,m

H(A+
ij) ∶=

⎡
⎢
⎢
⎢
⎢
⎢
⎣

aij,1 aij,2 ⋯

aij,2 ⋱

⋮ ⋱

⎤
⎥
⎥
⎥
⎥
⎥
⎦

,

H(A−
ij) ∶=

⎡
⎢
⎢
⎢
⎢
⎢
⎣

aij,−1 aij,−2 ⋯

aij,−2 ⋱

⋮ ⋱

⎤
⎥
⎥
⎥
⎥
⎥
⎦

.

with aij,k, k ∈ Z the phasor sequence of aij .
Definition 9: Consider n ×m infinite-dimensional TB ma-

trices A ∶= T (A). The truncation operator Πr at order r is
defined by:

Πr(A) ∶=

⎡
⎢
⎢
⎢
⎢
⎢
⎣

Πr(A11) . . . Πr(A1m)

⋮ ⋮

Πr(An1) . . . Πr(Anm)

⎤
⎥
⎥
⎥
⎥
⎥
⎦

(56)

where Πr(Aij) refers to the (2r+1)× (2r+1) principal sub-
matrix of Aij . For the associated Hankel matrices as defined
by (55), we denote byH(r1,r2)(⋅) the finite dimensional matrix
obtained by selecting the first (2r1 + 1) rows and (2r2 + 1)
columns in each of its n ×m infinite dimensional blocks.

Fig. 1. Multiplication of two finite dimensional banded Toeplitz matrices

Deriving algebraic rules for infinite-dimensional TB matrix
functions of compatible size is straightforward, given that
both the sum and the product of two TB matrices result in
another TB matrix. In finite dimension, the situation is more
complicated as outlined in the following result, proved in [11],
which explains why the product of two finite dimensional
Toeplitz matrices is not a Toeplitz matrix.

Theorem 9: Consider two infinite dimensional TB matrix
functions A and B. The following relations are fulfilled:
If A and B are both formed by n ×m blocks:

Πr(A + B) = Πr(A) +Πr(B) (57)

If A and B are formed respectively by n×p and p×m blocks:

Πr(AB) = Πr(A)Πr(B) +H(r,η)(A
+
)H(η,r)(B

−
)

+Jn,rH(r,η)(A
−
)H(η,r)(B

+
)Jm,r (58)

where 2 Jn,r ∶= Idn ⊗ Jr and η ∶= min{ξ ∈ Z+ ∪ {+∞} ∶ ξ ≥
1
2
(min (doA,doB) − 1)} with doA the largest non vanishing

Fourier coefficient of A (the largest harmonic).
An illustration of the above theorem is given in Fig. 1

for n = p = m = 1 when doA and doB are less than
r so that Πr(A) and Πr(B) are banded matrices. In this
case, the matrices E+ ∶= H(r,η)(A

+)H(η,r)(B
−) and E− ∶=

JrH(r,η)(A
−)H(η,r)(B

+)Jr have disjoint supports located in
the upper leftmost corner and in the lower rightmost corner,
respectively. As a consequence, Πr(A)Πr(B) can be repre-
sented as the sum of Πr(C) and two correcting terms E+ and
E−.

We are now prepared to provide a precise definition for an
r−truncation of a generic TBLMI (51).

Definition 10: For a given r > 0, the r−truncated TBLMI
of (51) is defined by:

Πr(L(P;As, s ∈ S)) < 0 (59)
For example, the r−truncated TBLMI associated to (46) is:

Πr((A −N )
∗
)Πr(P) +Πr(P)Πr(A −N )

+H(r,η)(A
∗+

)H(η,r)(P
−
) +H(r,η)(P

+
)H(η,r)(A

−
)

+Jn,r(H(r,η)(A
∗−

)H(η,r)(P
+
)

+H(r,η)(P
−
)H(η,r)(A

+
))Jn,r < 0

with η ∶= min{ξ ∈ Z+ ∪ {+∞} ∶ ξ ≥ 1
2
(min (doA,doP ) − 1)}.

The following result asserts that if the infinite-dimensional
TBLMI (51) is feasible, then a solution to the truncated
TBLMI (59) can always be found for any order r.

Theorem 10: If P solves the infinite-dimensional TBLMI
(51) then P solves the r-truncated TBLMI (59) at any order r.

2recall from notations that Jr is the (2r+1)× (2r+1) flip matrix having
1 on the anti-diagonal and zeros elsewhere.
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Proof: Consider a solution P to (51) then for any
r > 0, the principal submatrix Πr(L(P;As, s ∈ S)) of
L(P;As, s ∈ S) is necessarily negative definite. Hence, one of
the solutions to the resulting r−truncated TBLMI is, in fact,
P itself.

Due to Properties (57) and (58), it is possible to ex-
plicitly expand Πr(L(P;As, s ∈ S)) without resorting to any
approximation. This expansion results in a finite-dimensional
problem, provided that all the values obtained for η in (58)
are finite. However, if some values of η turn out to be infinite,
then (59) will contain terms involving infinite-dimensional
Hankel matrices. In the following, we will demonstrate how
to transform this infinite-dimensional problem into a finite one
by utilizing a banded approximation for the matrix entries.

B. Truncated and banded approximation of TBLMI
The aim of this part is to show that (51) can be approximated

by a banded version (see (60)) whose r-truncation (see (61))
is now tractable numerically since only a finite number of
unknowns must be taken into account.

Theorem 11: Assume that A is a bounded operator on `2

and denote by Ab(p) its p−banded version obtained by deleting
all its phasors of order higher than p. The following results
hold true:

1) The operator Ab(p) converges to A in `2-operator
norm i.e.

lim
p→+∞

∥A −Ab(p)∥`2 = 0

2) If P is a solution to (51) then there exists p0 such that
for any p ≥ p0,

L(P;Asb(p) , s ∈ S) < 0 (60)

3) For given p and r, the r−truncated and p−banded
TBLMI:

Πr(L(P;Asb(p) , s ∈ S)) < 0. (61)

involves a finite number of unknown phasors of P .
Proof: Let us show the first assertion. As ∥A∥`2 = ∥A∥L∞

where A ∶= T (A) (see Theorem 1) and using the Fourier series
of A:

A(t) = ∑
k∈Z

Ake
jωkt a.e.,

we can write:

∥A −Ab(p)∥`2 = ∥A −Ab(p)∥L∞ = ∥ ∑
∣k∣>p

Ake
jωkt

∥L∞ (62)

As by assumption there exists a constant C1 such that

∥A∥`2 = ∥A∥L∞ = ∥∑
k∈Z

Ake
jωkt

∥L∞ < C1

the series ∑k∈ZAke
jωkt converges almost everywhere and

limp→+∞∑∣k∣>pAke
jωkt = 0 a.e. Taking the limit w.r.t. p in

(62) leads to the result.
Now for assertion 2), as the entries As, s ∈ S are assumed
bounded on `2, the only term of the TBLMI not bounded on
`2 is N . Fortunately, as N is diagonal, N = Nb(p) for any
p ≥ 0 and thus N does not play any role. If P is a solution to
(51), then by assumption L(P;As, s ∈ S) must be a bounded

operator on `2. By continuity property of LMIs with respect
to their entries, there exists a constant C2 depending of P and
As, s ∈ S, such that for any p > 0

∥L(P;As, s ∈ S) −L(P;Asb(p) , s ∈ S)∥`2
≤ C2∑

s∈S
∥As −Asb(p)∥`2

From the first assertion, we conclude that for any ε > 0, there
exists p0 such that for p ≥ p0,

∥L(P;As, s ∈ S) −L(P;Asb(p) , s ∈ S)∥`2 < ε

and relation (60) follows for sufficiently small ε.
Finally, to show the last assertion, as all Asb(p) , s ∈ S, in
L(P;Asb(p) , s ∈ S) < 0 are banded, only the unknown P is
possibly not banded. As the product of infinite dimensional
banded TB operators is a banded TB operator 3, the terms
in the TBLMI involving operator P have the generic form:
UPV where U and V are polynomial functions of banded
entries Asb(p) , s ∈ S, and are therefore banded. Applying Πr on
L(P;Asb(p) , s ∈ S) leads to compute Πr(UPV). Using (58),
we have:

Πr(UPV) = Πr(U)Πr(PV) (63)
+H(r,η1)(U

+
)H(η1,r)((PV )

−
)

+Jn,rH(r,η1)(U
−
)H(η1,r)((PV )

+
)Jn,r

where η1 is the first integer greater than 1
2
doU and where

Πr(PV) is determined using (58) with η the first integer
greater than 1

2
doV . Noticing that the coefficient of the highest

degree invoked in the Hankel matrix H(r,η)(⋅) is of degree
2(r + η) + 1, it is straightforward to check that only a finite
number of phasors of P are necessary to compute both
Πr(PV) and (63) and thus the result follows.
We want to emphasize that solving the LMI presented in
point 3) provides us with the ability to explicitly calculate
the unknown phasors of P up to a specified order. Given
that the phasor sequence belongs to `2, it is evident that this
sequence must diminish for higher-order phasors. In essence,
this implies that we can anticipate achieving a precise solution
as we increase the values of both p and r significantly. In
the subsequent section, we will delineate the precise steps to
determine the solution to COP up to a small arbitrary error.

C. Solving COP up to an arbitrary error

We are now ready to prove the main result of this section.
To this end, we define three subproblems: the p−banded
problem COPp, the fully banded problem COPp,q and the
r−truncated, fully banded COPp,q,r. The main result states
that solving COPp,q,r is a consistent scheme allowing to
approximate the solution to COP.
For a given p > 0, consider the p−banded problem:

COPp ∶ min
P∗=P>0

tr0(P) subject to:

L(P;Asb(p) , s ∈ S) ≤ 0.

3This is not true in finite dimension
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For a given q > 0, the fully banded problem is:

COPp,q ∶ min
P∗=P>0

tr0(P) subject to:

L(P;Asb(p) , s ∈ S) ≤ 0, Pij,k = 0, ∣k∣ > q, i, j = 1,⋯, n

where for a given k ∈ Z, Pij,k = 0 refers to the kth-phasors of
the (i, j)th block of P .
For a given r > 0, the r−truncated, fully banded optimization
problem is:

COPp,q,r ∶ min
P∗=P

tr0(P) subject to: Πr(P) > 0,

Πr(L(P;Asb(p) , s ∈ S)) ≤ 0, Pij,k = 0, ∣k∣ > q, i, j = 1,⋯, n.

It is important to note that evaluating tr0(P) necessitates the
computation of a finite number of phasors, making COPp,q,r

a problem of finite dimensionality.
We assume that all these convex optimization problems are

feasible and that the optimal solution is unique, bounded on
`2 and continuous with respect to the entries As, s ∈ S. Given
p, q and r, we denote by P̂ , P̂p, P̂p,q and P̂p,q,r, the solution
to COP, COPp, COPp,q and COPp,q,r respectively. The
next theorem states that solving COPp,q,r is a consistent
scheme allowing to approximate the solution to COP.

Theorem 12: For any ε > 0, there exist p, q and r0 such
that for any r > r0:

∥P̂p,q,r − P̂∥`2 = ∥P̂p,q,r − P̂ ∥L∞ < ε (64)

where P̂p,q,r = T (P̂p,q,r) and P̂ ∶= T (P̂ ).
Proof: Let us show that the following three limits hold:

lim
p→+∞

∥P̂p − P̂∥`2 = 0, lim
q→+∞

∥P̂p,q − P̂p∥`2 = 0, p > 0

and lim
r→+∞

∥P̂p,q,r − P̂p,q∥`2 = 0, p, q > 0.

The first limit is a direct consequence of the continuity of the
optimal solution with respect to the entries As, s ∈ S and 1) in
Theorem 11. To prove the second limit, for a given p, as for
any q, P̂p,q is admissible for both COPp,q+1 and COPp, it
follows necessarily that

tr0(P̂p,q) ≥ tr0(P̂p,q+1) ≥ ⋯ ≥ tr0(P̂p) > 0 (65)

On the other hand, from 1) in Theorem 11, it is clear that
there exists q0 such that for any q > q0 the q−banded operator
P̂pb(q) of P̂p is positive definite. Thus, P̂pb(q) is then obviously
admissible for COPp,q, it follows that:

tr0(P̂pb(q)) ≥ tr0(P̂p,q) ≥ tr0(P̂p) (66)

Since ∥P̂pb(q) − P̂p∥`2 → 0 when q → +∞, taking the limit
w.r.t. q in (66) leads to:

lim
q→+∞

tr0(P̂p,q) = tr0(P̂p). (67)

Now, let us show that we also have: limq→+∞ P̂p,q = P̂p on
`2. As P̂p,q is TB, Hermitian, positive definite and bounded
on `2, there exists a bounded operator on `2, Zp,q such that
the following decomposition holds:

P̂p,q = Z
∗
p,qZp,q for any p, q.

Moreover as Zp,q is a constant matrix function, it belongs
trivially in H (see Def. 1) and there exists a representative

Zp,q ∈ L
∞([0 T ]) (see Theorem 1) such that Zp,q = T (Zp,q).

Using similar arguments, P̂p = Z∗pZp with Zp = T (Zp) and
Zp ∈ L

∞([0 T ]). Therefore, Def. 2 implies:

tr0(P̂p,q) = tr0(Z
∗
p,qZp,q) =< Zp,q, Zp,q >

and from (67), it can be concluded that

lim
q→+∞

< Zp,q, Zp,q >=< Zp, Zp > . (68)

Moreover as the sequence Zp,q indexed by q is bounded
(see (65)), there exists a subsequence that converges weakly
on L∞ and Eq. (68) implies that it also converges strongly
and necessarily to Zp by uniqueness of solution. Finally, the
uniqueness of the solution implies that the whole sequence
converges to Zp. It follows that limq→+∞ P̂q,p = P̂p = Z

∗
pZp

on `2. Finally to prove the third limit: for any r and following
similar steps as the proof of Theorem 10, as P̂p,q is admissible
for Problem COPp,q,r and P̂p,q,r+1 is admissible for Problem
COPp,q,r , it follows that:

tr0(P̂p,q,r) ≤ tr0(P̂p,q,r+1) ≤ ⋯ ≤ tr0(P̂p,q) (69)

which proves that the sequence tr0(P̂p,q,r) indexed by r is an
increasing and bounded real sequence, and thus a converging
sequence. Moreover, for any r, as there exists Ẑp,q,r s.t.
P̂p,q,r ∶= Ẑ

∗
p,q,rẐp,q,r, Eq. (17) and (69) imply

∥Ẑp,q,r∥`2 ≤
√
n∥Ẑp,q∥`2

and it follows that the sequence ∥P̂p,q,r∥`2 = ∥Ẑp,q,r∥
2
`2

indexed by r is necessarily bounded on `2. Therefore, for any
r, the phasors of P̂p,q,r are bounded and belong to a finite
dimensional subspace of `2 (thanks to the constraints Pij,k =
0 for ∣k∣ > q). By compactness, there exists a subsequence that
converges on this finite subspace of `2 and the uniqueness
of the solution implies that the whole sequence converges
necessarily to P̂p,q .
The final result follows since ∀ε > 0, ∃p0, ∀p > p0, ∃q0(p),
∀q > q0, ∃r0(p, q) such that: ∥P̂p−P̂∥`2 ≤ ε

3
, ∥P̂p,q−P̂p∥`2 ≤ ε

3

and ∀r > r0, ∥P̂p,q,r − P̂p,q∥`2 ≤
ε
3

and thus it follows that

∥P̂p,q,r − P̂∥`2 ≤∥P̂p,q,r − P̂p,q∥`2

+ ∥P̂p,q − P̂p∥`2 + ∥P̂p − P̂∥`2 ≤ ε

The proof ends invoking Theorem 1.

VI. ILLUSTRATIVE EXAMPLES

A. H2 harmonic control-LQR case
We consider the example given in [11]:

ẋ =(
a11(t) a12(t)
a21(t) a22(t)

)x + (
b11(t)

0
)u (70)

a11(t) ∶= 1 +
4

π

∞

∑
k=0

1

2k + 1 sin(ω(2k + 1)t),

a12(t) ∶= 2 +
16

π2

∞

∑
k=0

1

(2k + 1)2 cos(ω(2k + 1)t),

a21(t) ∶= −1 +
2

π

∞

∑
k=1

(−1)k
k

sin(ωkt + π
4
),

a22(t) ∶= 1 − 2 sin(ωt) − 2 sin(3ωt) + 2 cos(3ωt) + 2 cos(5ωt),
b11(t) ∶= 1 + 2 cos(2ωt) + 4 sin(3ωt) with ω = 2π.



AUTHOR et al.: PREPARATION OF PAPERS FOR IEEE TRANSACTIONS AND JOURNALS 11

Note that a11, a12 and a21 are respectively square, triangular
and sawtooth signals and include an offset part. The associated
TB A matrix has an infinite number of phasors and is not
banded. This system is unstable. Its equivalent harmonic LTI
system (7) is characterized by a spectrum given by the set
σ ∶= {λ + jωk, k ∈ Z} where λ ∈ {1 ± j1.64} (see [11]).

We consider the LQR problem whose solution can be
obtained by solving the associated infinite dimensional convex
optimization problem [25]:

max
P=P∗>0

tr0(P), (71)

(
(A −N )∗P +P(A −N ) +Q PB

B∗P R
) ≥ 0

where the trace operator is defined by (16) and Q and R
are the harmonic LQR weighting matrices. The matrix gain
is given by K ∶= R−1B∗P where P is a TB matrix of
infinite dimension and a bounded operator on `2; see [22]
for more details. For comparison purpose, we also consider an
equivalent formulation which consists in solving the following
infinite dimensional convex optimization problem [26]:

min
S=S∗>0

tr0(W), (72)

⎛
⎜
⎝

(A −N )S + S(A −N )∗ − BY −Y∗B∗ ⋆ ⋆

R
1
2Y −I ⋆

Q
1
2S 0 −I

⎞
⎟
⎠
≤ 0

(
W I

I S
) > 0

With this formulation, the matrix gain is given by K ∶= YS−1.
Finally, the LQR problem can also be solved through a
harmonic H2 problem formulation provided by (43) with Cz ∶=
[Q

1
2 ; 0], Cy ∶= I , Dzu ∶= [0;R

1
2 ] and Dzw = Dyw = Dyu ∶= 0.
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Fig. 2. Moduli of gain-phasors K = [K1,K2] for Problem (71), (72)
(43) with r = 30

We have opted for the following choices for matrices Q and
R: Q ∶= T (diag([1 104])) and R ∶= T (Idm). Imposing as
required a TB structure to the unknown matrices, we have
solved Problem COPp,q,r associated with equations (71),
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Fig. 3. T -periodic gain K(t) over a period T = 1 for Problem (71)
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Fig. 4. T -periodic gain K(t) over a period T = 1 for Problem (43)

(72), and (43). Specifically, we used r = 30, p = 2r, and q = r
for Problems (72) and (43), and q = 2r for Problem (71).

Furthermore, the constraint of q = r for Problems (72) and
(43) is based on the consideration that when q = 2r, higher-
order residual phasors emerge in Y and S , which can be
undesirable for the inversion of the S matrix.

With these choices and taking advantages of the TB struc-
ture, if n = 2 denotes the dimension of the state and m = 1 the
dimension of the control, the number of scalar unknowns are
respectively n(n+1)

2
(2q + 1) = 363 , (n(n + 1) + nm)(2q +

1) = 488 and (nm +
n(n+1)

2
+
nm(nm+1)

2
)(2q + 1) = 671

for problem (71), (72) and (43) and the computation times
required to obtain solutions for these three problems are as
follows: Tcomp = 41s,145s and 86s respectively. In summary,
the number of unknowns increases linearly with respect to the
number of harmonics to be taken into account.

For the substantial truncation order of r = 30, Figure 2
displays the magnitudes of phasors within K = [K1,K2]. As
evident from the plot, the solutions for these three problems
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align closely, demonstrating a high degree of accuracy and
consistency.

Now, regarding the computation times for solving (71) with
different truncation orders r = 10,20,30, we have the fol-
lowing respective times: Tcomp = 1.5s,9.5s,41s. Meanwhile,
when dealing with the H2 problem formulation (43), we obtain
the following times: Tcomp = 2.7s,22s,94s for the same
values of r. Notably, the results obtained for both optimization
problems exhibit substantial similarity for r = 20,30. However,
it is worth mentioning that for r = 10, the solution obtained
by solving (43) lacks accuracy and has not been retained. For
illustration purpose, we visualize in Figure 3 and Figure 4
the T−periodic gain matrix K(t) over a period T for various
values of r = 10,20,30. These matrices are obtained by
solving the optimization problems (71) and (43), respectively.

Now, it is evident that the control law given by:

u(t) ∶= uref(t) −K(t)(x(t) − xref(t)),

where K(t) represents the T−periodic gain matrix defined
as K(t) ∶= ∑

q
k=−qKke

jωkt effectively stabilizes the unstable
LTP system (70) globally and asymptotically. This stabiliza-
tion occurs on any T−periodic trajectory characterized by
xref(t) = F−1(Xref) and uref(t) = F−1(Uref), where the
pair (Xref , Uref) satisfies the harmonic equilibrium equation

0 = (A −N )Xref + BUref . (73)

To illustrate this, we visualize the closed-loop response
for three T−periodic reference trajectories (xref , uref) in
Figure 5. We begin with uref(t) ∶= 0 for t < 2. Subsequently,
for 2 ≤ t < 4, we set uref(t) ∶= 4 cos(2πt). For t ≥ 4, we
introduce a desired steady state Xd defined as F−1(Xd)(t) ∶=
( 1

4
cos(2πt),0) and seek the nearest harmonic equilibrium.

This involves solving the minimization problem minUref
∣Xd−

Xref ∣
2 subject to (73). It is evident from Figure 5 that the

provided state feedback enables tracking of any T−periodic
trajectory associated with any equilibrium of (73).

B. H∞ harmonic control
Now, let us consider solving the H∞ optimal full-state feed-

back problem for the same T−periodic system. In the context
of H∞ constraints, our objective is to minimize the maximum
singular value of the harmonic transfer function between the
input matrix B and the output vector Z ∶= (Q

1
2X,R

1
2U). To

achieve this, we set Bw ∶= B, Cz ∶=
⎛
⎜
⎝

I 0
0 102I

0 0

⎞
⎟
⎠

, Dzw ∶= 0

and Dzu ∶= (0,0,I).
Similar to the previous case, we solve Problem COPp,q,r

associated with (44), but this time we choose r = 10,20,30,
with p = r

2
and q = r. It is worth noting that in this

configuration, we have intentionally set p to be much smaller
than in the previous example. This adjustment ensures that we
obtain a practical solution even for smaller values of r. Figures
6 and 7 depict the magnitudes of gain-phasors and the values
of K(t) over a period T , respectively.

Finally, for the same reference trajectories, Figure 8 presents
the closed-loop response. It is evident that the solution ob-
tained for r = 10 does not accurately track the reference
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Fig. 5. Closed loop response with harmonic LQ control

trajectories. This discrepancy is primarily attributed to the
fact that not enough phasors have been taken into account
in the approximation of A by Ab(p) with p = 5. Even though
H∞ optimal control aims to minimize the worst-case scenario,
represented here as:

sup
∥W ∥`2=1

∥Z∥L2 = sup
∥W ∥`2=1

(∫

+∞

0
X∗
QX +U∗

RUdt)
1
2 ,

the obtained gain is approximately the same as the one
obtained for the LQR control problem. This similarity suggests
that the LQR control meets our H∞ criterion effectively.
This observation can be rationalized as follows: as detailed
in [27], the optimal solution to the H∞ problem for Cy ∶= I,
Dyu = Dyw = Dzw ∶= 0 and Cz ∶= H, Dzu ∶= I satisfies the
Riccati equation:

(A −N )
∗
P +P(A −N ) −P(BB

∗
−

1

γ2
BwB

∗
w)P +H

∗
H = 0

In our case, as H ∶= Q
1
2 and Bw ∶= B we get:

(A −N )
∗
P +P(A −N ) − (1 −

1

γ2
)PBB

∗
P +Q = 0.

Given that the obtained optimal value for γ is approximately
γ ≈ 574, we can observe, based on the continuity of the Riccati
solution concerning its entries, that the H∞ solution closely
aligns with the LQR solution, especially since we have chosen
R ∶= I.



AUTHOR et al.: PREPARATION OF PAPERS FOR IEEE TRANSACTIONS AND JOURNALS 13

-40 -30 -20 -10 0 10 20 30 40

0

2

4

6

8

r=10

r=20

r=30

-40 -30 -20 -10 0 10 20 30 40

0

20

40

60

80

100

r=10

r=20

r=30
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VII. CONCLUSION

In this paper, we have introduced a TBLMI-based frame-
work for harmonic robust control design. This framework
enables the formulation of robust control problems as semidef-
inite optimization problems, akin to those encountered in clas-
sical LTI systems. Notably, our approach deals with systems of
infinite dimension. Leveraging the inherent Toeplitz structure,
we have established a systematic and consistent methodology
for solving these semidefinite optimization problems with
precision, achieving solutions that are arbitrarily close to the
ideal outcome. Our approach hinges on the definition of well-
defined finite-dimensional truncated problems as the founda-
tion for this endeavor. We provide illustrations addressing both
H2 and H∞ harmonic robust control problems.

REFERENCES

[1] S. Hara, Y. Yamamoto, T. Omata, and M. Nakano, “Repetitive control
system: a new type servo system for periodic exogenous signals,” IEEE
Transactions on Automatic Control, vol. 33, no. 7, pp. 659–668, 1988.

0 1 2 3 4 5 6

-6

-4

-2

0

2

r=10

r=20

r=30

x
1
ref

0 1 2 3 4 5 6

-0.6

-0.4

-0.2

0

0.2

r=10

r=20

r=30

x
2
ref

0 1 2 3 4 5 6

-40

-30

-20

-10

0

10

20

r=10

r=20

r=30

uref

Fig. 8. Closed loop response with optimal harmonic H∞ control for
r = 10,20,30

[2] R. C. H. Lee and M. C. Smith, “Robustness and trade-offs in repetitive
control,” Automatica, vol. 34, pp. 889–896, 1998.

[3] G. Weiss and M. Häfele, “Repetitive control of mimo systems using h∞
design,” Automatica, vol. 35, no. 7, pp. 1185–1199, 1999.

[4] G. Weiss and M. Häfele, “Approximate regulation for nonlinear systems
in presence of periodic disturbances,” In 54th IEEE conference on
decision and control, pp. 7665–7670, 2015.

[5] D. Astolfi, L. Praly, and L. Marconi, “Harmonic internal models
for structurally robust periodic output regulation,” Systems & Control
Letters, vol. 161, p. 105154, 2022.

[6] S. R. Sanders, J. M. Noworolski, X. Z. Liu, and G. C. Verghese,
“Generalized averaging method for power conversion circuits,” IEEE
Transactions on Power Electronics, vol. 6, no. 2, pp. 251–259, 1991.

[7] N. M. Wereley, Analysis and control of linear periodically time varying
systems. PhD thesis, Massachusetts Institute of Technology, 1990.

[8] J. Zhou and T. Hagiwara, “Stability analysis of continuous-time periodic
systems via the harmonic analysis,” in Proceedings of the 2001 American
Control Conference, pp. 535–540 vol.1, 2001.

[9] J. Zhou, T. Hagiwara, and M. Araki, “Spectral characteristics and
eigenvalues computation of the harmonic state operators in continuous-
time periodic systems,” Systems & Control Letters, vol. 53, no. 2,
pp. 141–155, 2004.

[10] P. Riedinger and J. Daafouz, “Harmonic pole placement,” in 2022 IEEE
61st Conference on Decision and Control (CDC), pp. 5505–5510, 2022.

[11] P. Riedinger and J. Daafouz, “Solving Infinite-Dimensional Harmonic
Lyapunov and Riccati equations,” IEEE Transactions on Automatic
Control, vol. 68, no. 10, pp. 5938–5953, 2023.

[12] J. Zhou and T. Hagiwara, “H2 and H∞ norm computations of linear
continuous-time periodic systems via the skew analysis of frequency
response operators,” Automatica, vol. 38, no. 8, pp. 1381–1387, 2002.

[13] P. Colaneri, “Continuous-time periodic systems in H2 and H∞. Part I:
Theoretical aspects,” Kybernetika, vol. 36, no. 2, pp. 211–242, 2000.

[14] P. Colaneri, “Continuous-time periodic systems in H2 and H∞. Part



14 GENERIC COLORIZED JOURNAL, VOL. XX, NO. XX, XXXX

II: State feedback problems,” Kybernetika, vol. 36, no. 3, pp. 329–350,
2000.

[15] J. C. Geromel, “Differential linear matrix inequalities in sampled-data
systems filtering and control,” Springer, 2023.

[16] B. Bamieh, J. B. Pearson, B. A. Francis, and A. Tannenbaum, “A lifting
technique for linear periodic systems with applications to sampled-data
control,” Systems & Control Letters, vol. 17, no. 2, pp. 79–88, 1991.

[17] B. A. Bamieh and J. B. Pearson, “A general framework for linear
periodic systems with applications to H∞/sampled-data control,” IEEE
Transactions on Automatic Control, vol. 37, no. 4, pp. 418–435, 1992.

[18] Y. Yamamoto and P. P. Khargonekar, “Frequency response of sampled-
data systems,” IEEE Transactions on Automatic Control, vol. 41, no. 2,
pp. 166–176, 1996.

[19] P. P. Khargonekar and N. Sivashankar, “H2 optimal control for sampled-
data systems,” Systems & Control Letters, vol. 17, no. 6, pp. 425–436,
1991.

[20] J. Zhou, “Derivation and solution of harmonic Riccati equations via
contraction mapping theorem,” Transactions of the Society of Instrument
and Control Engineers, vol. 44, no. 2, pp. 156–163, 2008.

[21] F. Vernerey, P. Riedinger, and J. Daafouz, “On solving infinite-
dimensional toeplitz block lmis,” In 62nd IEEE conference on decision
and control, 2023.

[22] N. Blin, P. Riedinger, J. Daafouz, L. Grimaud, and P. Feyel, “Necessary
and Sufficient Conditions for Harmonic Control in Continuous Time,”
IEEE Transactions on Automatic Control, vol. 67, no. 8, pp. 4013–4028,
2022.

[23] I. Gohberg, S. Goldberg, and M. A. Kaashoek, “Classes of linear
operators. vol. II,” Operator Theory: Advances and Applications, vol. 63,
1993.

[24] R. M. Beam and R. F. Warming, “The asymptotic spectra of banded
toeplitz and quasi-toeplitz matrices,” SIAM Journal on Scientific Com-
puting, vol. 14, no. 4, pp. 971–1006, 1993.

[25] J. Willems, “Least squares stationary optimal control and the algebraic
Riccati equation,” IEEE Transactions on Automatic Control, vol. 16,
no. 6, pp. 621–634, 1971.

[26] S. Boyd, L. El Ghaoui, E. Feron, and V. Balakrishnan, Linear matrix
inequalities in system and control theory. SIAM, 1994.

[27] A. Bensoussan and P. Bernhard, “On the standard problem of H∞-
optimal control for infinite-dimensional systems,” Identification and
Control in Systems Governed by Partial Differential Equations, vol. 68,
p. 117, 1993.

Flora Vernerey is a PhD student at CRAN
- CNRS, Université de Lorraine (France). She
received the engineering diploma (masters de-
gree) in Digital Systems from ENSEM, Nancy,
France, and the M.Sc. degree in Applied Math-
ematics from Université de Lorraine, Nancy,
France, both in 2022. Her current research inter-
ests include identification of linear periodic sys-
tems, harmonic control and data-driven control.

Pierre Riedinger is a Full Professor at the engi-
neering school Ensem and researcher at CRAN
- CNRS, Université de Lorraine (France). He re-
ceived his M.Sc. degree in Applied Mathematics
from the University Joseph Fourier, Grenoble in
1993 and the Ph.D. degree in Automatic Control
in 1999 from the Institut National Polytechnique
de Lorraine (INPL). He got the French Habilita-
tion degree from the INPL in 2010. His current
research interests include control theory and
optimization of systems with their applications in

electrical and power systems.

Jamal Daafouz is a Full Professor at University
de Lorraine (France) and researcher at CRAN-
CNRS. In 1994, he received a Ph.D. in Au-
tomatic Control from INSA Toulouse, in 1997.
He also received the "Habilitation à Diriger des
Recherches" from INPL (University de Lorraine),
Nancy, in 2005. His research interests include
analysis, observation and control of uncertain
systems, switched systems, hybrid systems, de-
lay and networked systems with a particular
interest for convex based optimisation methods.

In 2010, Jamal Daafouz was appointed as a junior member of the
Institut Universitaire de France (IUF). He served as an associate editor
of the following journals: Automatica, IEEE Transactions on Automatic
Control, European Journal of Control and Non linear Analysis and
Hybrid Systems. He is senior editor of the journal IEEE Control Systems
Letters.


