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GIBO: Global Integral-Based Optimization

Sebastien Labbe Andrea Del Prete
École normale supérieure - PSL University of Trento

Abstract

Numerical optimization has been the workhorse
powering the success of many machine learn-
ing and artificial intelligence tools over the last
decade. However, current state-of-the-art algo-
rithms for solving unconstrained non-convex op-
timization problems in high-dimensional spaces,
either suffer from the curse of dimensionality as
they rely on sampling, or get stuck in local min-
ima as they rely on gradient-based optimization.
We present a new graduated optimization method
based on the optimization of the integral of the
cost function over a region, which is incremen-
tally shrunk towards a single point, recovering
the original problem. We focus on the optimiza-
tion of polynomial functions, for which the inte-
gral over simple regions (e.g. hyperboxes) can
be computed efficiently. We show that this al-
gorithm is guaranteed to converge to the global
optimum in the simple case of a scalar decision
variable. While this theoretical result does not
extend to the multi-dimensional case, we empiri-
cally show that our approach outperforms state-
of-the-art algorithms (BFGS and CMA-ES) in
high dimensions (up to 72 decision variables)
when tested on sparse polynomial functions with
a high number of local minima.

1 Introduction

Many problems in the fields of science and engineering
can be cast as the minimization/maximization of a scalar
cost function with respect to its variables. When this func-
tion is convex and differentiable, efficient gradient-based
optimization algorithms [Rud16] can be used to find the
global minimizer/maximizer. However, when this function
is highly non-convex, gradient-based optimization can fail
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to find a satisfying solution, and global optimization tech-
niques are necessary. For instance, this is the case in pro-
tein structure prediction [KB19], global cluster structure
optimization [Har11], and the training of deep neural net-
works [KB14].
The global optimization of non-convex functions in high
dimensional spaces is still an open problem. Current algo-
rithms can be divided in two categories. Stochastic algo-
rithm (e.g., evolutionary algorithms [BS93], Bayesian op-
timization [SLA12]) are able to explore the decision space,
but do not scale well because of the curse of dimensionality.
They indeed need to carry out a dense sampling of the whole
decision space, which scales exponentially with the num-
ber of decision variables [Han23]. Deterministic global
optimization algorithms exist, and can sometimes provide
strong optimality guarantees [JPS93; HN99; Las01]. How-
ever, they are typically limited to a specific class of func-
tions (e.g., polynomials, or Lipschitz functions) and they
also scale badly with the number of decision variables.
Our goal is thus to develop an algorithm that could over-
come these limitations. To do so, we rely on the key idea
to exploit the integral of the cost function, which, contrary
to the gradient, provides non-local information. This fact is
well-known in the literature, and it is at the core of methods
such as Gaussian Smoothing [GS22], Randomized Smooth-
ing, Gaussian Homotopy Continuation [Iwa+22] and Grad-
uated Optimization. However, such methods try to com-
pute the convolution between the function to optimize and a
smoothing kernel (typically a Gaussian kernel), which can-
not be computed analytically, and therefore needs to be ap-
proximated using sampling. Therefore, they suffer from the
curse of dimensionality, and tend to be inefficient in high
dimensions.
To overcome this issue, we restrict ourselves to functions
that are analytically integrable, which include polynomi-
als as a particularly interesting case. Moreover, rather than
computing the convolution with a Gaussian kernel, we com-
pute the convolution with a kernel that is unitary over a sim-
ple set (e.g. hyperbox) and zero elsewhere. This results in
a computationally efficient optimization method, which we
called Global Integral-Based Optimization (GIBO).
The method is implemented in Python, and evaluated on
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several non-convex unconstrained optimization problems,
comparing it with other global optimization methods. Our
results show that GIBO has great capabilities of avoiding
local minima, outperforming the other algorithms in high
dimensions (up to 72 variables).

2 Method

2.1 Definitions

We are interested in solving unconstrained optimization
problems of the form:

minimize
𝑥

𝑓 (𝑥) (1)

where 𝑓 (⋅) ∶ ℝ𝑛 → ℝ is an arbitrary function, generally
nonconvex, and 𝑛 ∈ ℕ+ is the dimension of the pre-image
of 𝑓 . We introduce now the notation used throughout the
paper:

• 𝐴 ⊂ ℝ𝑛 is a connected and compact set over which we
integrate.

• 𝑠 ∈ ℝ+ denotes the target hypervolume (or size) of the
set 𝐴.

• 𝑆(⋅) is a function that takes a set 𝐴 and returns its hy-
pervolume (or, less formally, size).

• When 𝐴 is an axis-aligned hyper-rectangle, we
parametrize it with its center 𝑐 ∈ ℝ𝑛 and its half width
𝑤 ∈ ℝ𝑛

+. Thus, the set corresponding to a pair (𝑐, 𝑤)
is

𝐴𝑐𝑤 = {𝑦 ∈ ℝ𝑛
|𝑐 −𝑤 ≤ 𝑦 ≤ 𝑐 +𝑤}.

• 𝑆(𝑤) =
∏𝑛

𝑖=1(2𝑤𝑖) is a shortcut for the size 𝑆(𝐴𝑐𝑤).

We now describe the GIBO algorithm, which tries to find
the minimum of a given function 𝑓 over a given set 𝐴.

2.2 One-dimensional case

Before introducing our algorithm for the general multi-
variate case, we develop its core idea in the 1D case, which
gives us insight into its working principles.
Given a smooth non-convex function 𝑓 (⋅) ∶ ℝ → ℝ and
the optimization problem :

minimize
𝑥

𝑓 (𝑥) (2)

GIBO’s key idea is to minimize the integral of 𝑓 over an
interval of fixed width 𝑤 ∈ ℝ+, centered in 𝑐 ∈ ℝ:

minimize
𝑐 ∫

𝑐+𝑤

𝑐−𝑤
𝑓 (𝑥) d 𝑥 (3)

Algorithm 1 GIBO-1D
1: 𝐈𝐧𝐩𝐮𝐭(𝑓, 𝑐, 𝑤,𝑤𝑚𝑖𝑛, 𝛼𝑤)
2: while 𝑤 > 𝑤𝑚𝑖𝑛 do
3: 𝑐 ← 𝑐 − 𝛼𝑐𝜕𝑐𝐼(𝑐, 𝑤)
4: 𝑤 ← 𝑤 − 𝛼𝑤

We first solve the problem for a large interval (i.e. a large
value of𝑤) and then we slowly decrease it, each time warm-
starting the minimization with the result of the previous op-
timization, until we reach 𝑤 ≈ 0. Therefore, GIBO mini-
mizes the following two quantities in an alternate manner:

𝐼(𝑐, 𝑤) ≝ ∫

𝑐+𝑤

𝑐−𝑤
𝑓 (𝑥) d 𝑥

and
𝑆(𝐴𝑐,𝑤) = 𝑆(𝑤) = 2𝑤.

Algorithm 1 shows the GIBO algorithm in its simplest form.
The efficiency of this algorithm depends greatly on the
choice of the step sizes 𝛼𝑐 and 𝛼𝑤. One can find 𝛼𝑐 using
a line search procedure, but finding the optimal 𝛼𝑤 is more
complex.

2.3 Choosing 𝛼𝑤

To investigate the choice of 𝛼𝑤, we follow the classic
approach [SBC16] of analysing an Ordinary Differential
Equation (ODE) that is the limit of the 1D GIBO algorithm
for infinitesimal values of 𝛼𝑐 , 𝛼𝑤:

{

�̇�(𝑡) = −𝜕𝑐𝐼(𝑐(𝑡), 𝑤(𝑡))
�̇�(𝑡) = −𝛼𝑤

(4)

The first equation describes a gradient descent on the cost
function of (3), whereas the second equation describes the
decrease of the interval width 𝑤. In the following we omit
the time dependency to ease the notation. We begin by an-
alyzing how the system behaves if �̇� were proportional to
𝑤. We set 𝛼𝑤 = 𝜖𝑤, with 𝜖 being a positive constant.

{

�̇� = −𝜕𝑐𝐼(𝑐, 𝑤) = 𝑓 (𝑐 −𝑤) − 𝑓 (𝑐 +𝑤)
�̇� = −𝜖𝑤 (5)

Given this system we can deduce that if 𝑓 (𝑐+𝑤) < 𝑓 (𝑐−𝑤)
then �̇� > 0 and therefore 𝑐 moves towards 𝑐 +𝑤. Similarly,
if 𝑓 (𝑐 − 𝑤) < 𝑓 (𝑐 + 𝑤) then �̇� < 0 and therefore 𝑐 moves
towards 𝑐 − 𝑤. In any case 𝑐 moves towards the interval
extreme associated to the smaller value of 𝑓 , while𝑤moves
towards zero. It seems therefore reasonable that 𝑐 should
converge to the global minimum of 𝑓 . However, we show
that this only happens if 𝑤 does not decrease too fast. More
in detail, we prove that, if 𝜖 is sufficiently small, once 𝑐+𝑤
or 𝑐 − 𝑤 is at the global minimum, then 𝑐 keeps moving
towards it.
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Theorem 1. Let 𝑐⋆ be the unique global minimizer of the
function 𝑓 . Assume the initial values of 𝑐, 𝑤 are such that
𝑐(0)−𝑤(0) ≤ 𝑐∗ ≤ 𝑐(0)+𝑤(0), and assume that 𝜀 satisfies
the following bound:

𝜀 < 2
𝑓 (𝑐⋆ + 𝑦) − 𝑓 (𝑐⋆)

|𝑦|
∀𝑦 ∈[𝑐(0) −𝑤(0) − 𝑐∗, 𝑐(0) +𝑤(0) − 𝑐∗]

(6)

Then, letting 𝑐(𝑡) and 𝑤(𝑡) evolve according to the ODE (5)
we have that:

lim
𝑡→∞

𝑐(𝑡) = 𝑐⋆

lim
𝑡→∞

𝑤(𝑡) = 0
(7)

Proof. It is straightforward to see that (𝑐∗, 0) is an equi-
librium for the system (5). To prove the convergence
of the algorithm to this equilibrium point, we prove the
asymptotic stability of the ODE (5) using Lyapunov’s di-
rect method [Lya92], which has many analogies with op-
timization theory [PS17]. We use the following candidate
Lyapunov function:

𝑉 (𝑐, 𝑤) = |𝑐 +𝑤 − 𝑐⋆| + |𝑐 −𝑤 − 𝑐⋆|

This function satisfies the two basic conditions of being al-
ways positive, except at (𝑐∗, 0), where it is null:

{

𝑉 (𝑐, 𝑤) > 0 ∀(𝑐, 𝑤) ≠ (𝑐∗, 0)
𝑉 (𝑐⋆, 0) = 0

To show that 𝑉 is indeed a Lyapunov function we need to
prove that

�̇� = 𝜕𝑐𝑉 ⋅ �̇� + 𝜕𝑤𝑉 ⋅ �̇� < 0 ∀ (𝑐, 𝑤) ≠ (𝑐∗, 0)

Because of the non-differentiability of the absolute value,
we must separately analyze three cases.

1. If 𝑐−𝑤 < 𝑐⋆ < 𝑐+𝑤, then �̇� = (1−1)�̇�+2(−𝜀𝑤) =
−2𝜀𝑤 < 0.

2. If 𝑐⋆ = 𝑐 + 𝑤, then 𝜕𝑐𝑉 depends on the sign of
�̇� + �̇� = 𝑓 (𝑐 −𝑤) − 𝑓 (𝑐⋆)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
>0

−𝜀𝑤. If 𝜀 is small enough

to satisfy (6) we have �̇� + �̇� > 0, which implies that
�̇� = −2𝜀 < 0.

3. If 𝑐⋆ = 𝑐 − 𝑤, then 𝜕𝑐𝑉 depends on the sign of
�̇� − �̇� = 𝑓 (𝑐⋆) − 𝑓 (𝑐 +𝑤)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
<0

+𝜀𝑤. If 𝜀 is small enough

to satisfy (6) we have �̇� − �̇� < 0, which implies that
�̇� = −2𝜀 < 0.

Therefore, in all three cases we have �̇� < 0, as long as 𝜀
is sufficiently small to satisfy (6). This guarantees that 𝑐
and 𝑤 converge to the minimizer of 𝑉 , i.e. 𝑐 → 𝑐⋆ and
𝑤 → 0.

This proof shows that 𝑐⋆ never leaves [𝑐−𝑤, 𝑐+𝑤] because
every time 𝑐⋆ touches one extreme, that extreme moves
away. Moreover, from the analysis of �̇� in the case where
𝑐⋆ = 𝑐 +𝑤, we obtain the following bound on 𝜀.

𝑓 (𝑐 −𝑤) − 𝑓 (𝑐⋆) > 𝜀𝑤
𝑓 (𝑐⋆ − 2𝑤) − 𝑓 (𝑐⋆) > 𝜀𝑤

𝜀 < 2
𝑓 (𝑐⋆ − 2𝑤) − 𝑓 (𝑐⋆)

2𝑤

(8)

Similarly, from the case where 𝑐⋆ = 𝑐 −𝑤, we obtain:

𝜀 < 2
𝑓 (𝑐⋆ + 2𝑤) − 𝑓 (𝑐⋆)

2𝑤
(9)

These bounds, which are equivalent to the condition (6),
tell us that 𝜀 must be upper bounded by the (normalized)
difference between 𝑓 (𝑐⋆) and any other values of 𝑓 . From
this we can infer that:

• if there are local minima that are very distant from 𝑐⋆,
but with value very close to 𝑓 (𝑐⋆), then we need to set
𝜀 very small to ensure �̇� < 0;

• if there exist multiple global minima, then the upper
bound on 𝜀 is zero, therefore the above analysis breaks
down.

In conclusion, setting �̇� = −𝜀𝑤 is troublesome for two
main reasons. First, it requires information on 𝑓 to ensure
that 𝜀 is small enough. Second, it can lead to very slow con-
vergence if the needed 𝜖 is very small. We thus look for an
alternative strategy to decrease 𝑤.

2.3.1 Tying �̇� and �̇�

As we just saw, using a �̇� proportional to 𝑤 can lead to slow
convergence. Relying on the convergence proof presented
above, we can ask what is the largest �̇� that we can use
while always satisfying the following three inequalities:

1. if 𝑐 −𝑤 < 𝑐⋆ < 𝑐 +𝑤 ∶ �̇� = 2�̇� < 0

2. if 𝑐⋆ = 𝑐 +𝑤 ∶ if �̇� + �̇� ≥ 0 ⇒ �̇� = 2�̇� < 0

3. if 𝑐⋆ = 𝑐 −𝑤 ∶ if �̇� − �̇� ≤ 0 ⇒ �̇� = 2�̇� < 0

We thus obtain the following constraints:

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

�̇� < 0

�̇� + �̇� > 0 ⟺

−�̇�≤0
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
𝑓 (𝑐⋆) − 𝑓 (𝑐 −𝑤) < �̇� < 0

�̇� − �̇� < 0 ⟺ 𝑓 (𝑐⋆) − 𝑓 (𝑐 +𝑤)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

�̇�≤0

< �̇� < 0
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Algorithm 2 GIBO-1D
1: 𝐈𝐧𝐩𝐮𝐭(𝑓, 𝑐, 𝑤,𝑤𝑚𝑖𝑛, 𝛽, 𝜀)
2: while 𝑤 > 𝑤𝑚𝑖𝑛 do
3: 𝑐𝑑𝑜𝑡 ← 𝛼𝑐 ⋅ 𝜕𝑐𝐼(𝑐, 𝑤)
4: 𝑐 ← 𝑐 − 𝑐𝑑𝑜𝑡
5: 𝑤 ← 𝑤 − 𝛽 ⋅ 𝑎𝑏𝑠(𝑐𝑑𝑜𝑡) − 𝜀𝑤

We can infer that �̇� should be bounded in [−|�̇�|, 0]. In our
case we decide to use �̇� = −𝛽|�̇�| with 0 < 𝛽 < 1. The
advantage of this choice of �̇� is that it does not require any
prior information on 𝑓 to tune its hyper-parameters. The
only issue with this version is that the ODE could converge
to points that are only local minima, because as soon as �̇� =
0 we also have �̇� = 0. This however can be simply avoided
by adding a small linear term in the update rule:

�̇� = −𝛽|�̇�| − 𝜀𝑤

This time, 𝜀 can be set arbitrarily small without affecting
the convergence speed of the algorithm, which would be
anyway ensured by the first term. This new update rule for
𝑤 gives us Algorithm 2.

2.4 Multi-dimensional case

Based on the 1-D algorithm we now explain its extension
to the multi-variate case. First of all, we must choose a
parametrization for the set over which the integral is com-
puted. While in the 1D case this choice was trivial, in the
multi-dimensional case we have countless options. Ideally,
we would like a parametrization that allows to represent any
bounded connected set, but that is simply not possible in
practice. More realistically, we could choose a complex
parametrization (e.g., a deep neural network) that allows
to represent complex set shapes. However, by doing so,
computing the integral of 𝑓 over such a complex set would
not be efficient. Given our objective to obtain an efficiently
computable integral, we choose a simple parametrization,
which is however sufficiently expressive to give good re-
sults in practice, an axis-aligned hyper-rectangle:

𝐴𝑐𝑤 = {𝑦 ∈ ℝ𝑛
|𝑐 −𝑤 ≤ 𝑦 ≤ 𝑐 +𝑤},

parametrized by its center 𝑐 ∈ ℝ𝑛 and half-width 𝑤 ∈ ℝ𝑛
+.

Thus, the two values that GIBO minimizes become:

𝐼(𝑐, 𝑤) = ∫𝐴𝑐𝑤

𝑓 (𝑥) d𝑛𝑥

and
𝑆(𝐴𝑐𝑤) = 𝑆(𝑤) =

𝑛
∏

𝑖=1
(2𝑤𝑖).

While in the 1D case the minimization of the integral was
only changing the variable 𝑐, in the multi-dimensional case
it must change both 𝑐 and 𝑤. This is because we can now

change 𝑤 without changing the size of 𝐴𝑐𝑤. Therefore, the
minimization problem becomes:

minimize
𝑐,𝑤

𝐼(𝑐, 𝑤)

subject to 𝑆(𝑤) = 𝑠,
(10)

with 𝑠 being the set size that we wish to maintain. Instead of
dealing with a constrained optimization problem, we have
found that it works better to relax the constraint and add to
the cost a quadratic penalty on 𝑆(𝑤)−𝑠 with a large weight
𝜁 :

𝐼𝑝(𝑐, 𝑤, 𝑠) = 𝐼(𝑐, 𝑤) + 𝜁 ⋅ (𝑠 − 𝑆(𝑤))2

2.4.1 Efficient Integral Evaluation

Finally, we need to discuss the computation of the integral.
Even for analytically integral functions, in general the eval-
uation of the integral over an axis-aligned hyper-rectangle
requires 2𝑛 evaluations of the primitive function. To un-
derstand this, let us analyze an example of a generic 3D
function 𝑓 (𝑥, 𝑦, 𝑧), and assume we want to compute:

∫

�̄�

𝑧 ∫

�̄�

𝑦 ∫

�̄�

𝑥
𝑓 (𝑥, 𝑦, 𝑧) d 𝑥 d 𝑦 d 𝑧 (11)

Let us define the following primitive functions, which we
assume we can compute analytically:

𝑓𝑥(𝑥, 𝑦, 𝑧) ≜ ∫ 𝑓 (𝑥, 𝑦, 𝑧) d 𝑥

𝑓𝑦(𝑥, 𝑦, 𝑧) ≜ ∫ 𝑓𝑥(𝑥, 𝑦, 𝑧) d 𝑦

𝑓𝑧(𝑥, 𝑦, 𝑧) ≜ ∫ 𝑓𝑦(𝑥, 𝑦, 𝑧) d 𝑧

(12)

The integral (11) can be expressed as:

∫

�̄�

𝑧 ∫

�̄�

𝑦

(

𝑓𝑥(�̄�, 𝑦, 𝑧) − 𝑓𝑥(𝑥, 𝑦, 𝑧)
)

d 𝑦 d 𝑧 =

∫

�̄�

𝑧

(

𝑓𝑦(�̄�, �̄�, 𝑧) − 𝑓𝑦(𝑥, �̄�, 𝑧) − 𝑓𝑦(�̄�, 𝑦, 𝑧) + 𝑓𝑦(𝑥, 𝑦, 𝑧)
)

d 𝑧 =

𝑓𝑧(�̄�, �̄�, �̄�) − 𝑓𝑧(𝑥, �̄�, �̄�) − 𝑓𝑧(�̄�, 𝑦, �̄�) + 𝑓𝑧(𝑥, 𝑦, �̄�)−

𝑓𝑧(�̄�, �̄�, 𝑧) + 𝑓𝑧(𝑥, �̄�, 𝑧) + 𝑓𝑧(�̄�, 𝑦, 𝑧) − 𝑓𝑧(𝑥, 𝑦, 𝑧)
(13)

Therefore, evaluating the 3D integral (11) requires 23 = 8
evaluations of the primitive function 𝑓𝑧. This would make
the algorithm inefficient for large values of 𝑛. For this rea-
son, we restricted our focus on functions with this form:

𝑓 (𝑥) =
∑

𝑖
𝑎𝑖
∏

𝑗
𝑓𝑖,𝑗(𝑥𝑗),

where each 𝑓𝑖,𝑗 is an analytically integrable function that de-
pends only on a single variable 𝑥𝑗 . Note that all polynomi-
als can be represented under this form, where the functions
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Algorithm 3 GIBO-implementation-nD
1: 𝐈𝐧𝐩𝐮𝐭(𝑓, 𝑐, 𝑤, 𝑠𝑚𝑖𝑛, 𝛽, 𝛾)
2: 𝑠 ← 𝑆(𝑤)
3: while 𝑠 > 𝑠𝑚𝑖𝑛 do
4: 𝑐𝑑𝑜𝑡 ← 𝛼𝑐 ⋅ 𝜕𝑐𝐼(𝑐, 𝑤)
5: 𝑐 ← 𝑐 − 𝑐𝑑𝑜𝑡
6: 𝑤 ← 𝑤 − 𝛽 ⋅ 𝑎𝑏𝑠(𝑐𝑑𝑜𝑡)
7: 𝑠 ← min(𝑆(𝑤), 𝑠∕𝛾)
8: 𝑤 ← argmin𝑥 𝐼𝑝(𝑐, 𝑥, 𝑠)

𝑓𝑖,𝑗(𝑥𝑗) are simply powers of 𝑥𝑗 . These functions allow for
an efficient evaluation of their integral, where the analyti-
cal primitive of each function 𝑓𝑖,𝑗 needs to be evaluated only
twice:

𝐼(𝑐, 𝑤) =
∑

𝑖
𝑎𝑖
∏

𝑗 ∫

𝑐𝑗+𝑤𝑗

𝑐𝑗−𝑤𝑗

𝑓𝑖,𝑗(𝑦)𝑑𝑦

2.4.2 Overview of the algorithm

Putting it all together, we summarize the multi-dimensional
version of GIBO in Algorithm 3.
Lines 4, 5, 6 are almost the same as in the 1d algorithm.
The only difference is that the corrective term −𝜖𝑤, which
ensured a non-zero decrease of 𝑤, is here replaced by line
7, which ensures that 𝑠 decreases by at least a 𝛾 factor at
each iteration. Lines 6 and 7 play the role of decreasing 𝑠
and changing 𝑤 proportionally to 𝑐𝑑𝑜𝑡. Then, in line 8 we
try to minimize the cost by changing the set’s shape with-
out changing its size. To achieve this, we perform gradient
descent with the function 𝐼𝑝(𝑐, ⋅, 𝑠), warm-started with the
current value of 𝑤.
In this algorithm we decided to decouple the minimization
with respect to 𝑤 and 𝑐 in order to first use 𝑐𝑑𝑜𝑡 to decrease
the size of 𝑤, and then to optimize the set’s shape with re-
spect to the new size. To speed up the algorithm, the min-
imization in line 8 can be limited to a certain number of
iterations of gradient descent. In our tests, we used 2 steps
of gradient descent.
We also set a lower bound for the width 𝑤 in order to better
spread out the optimization on all the variables and to stop
GIBO from optimizing some variables really well to meet
the area size constraint.
The values that we chose for the hyper-parameters are:

• 𝛼𝑐 is chosen by doing a line search along 𝜕𝑐𝐼(𝑐, 𝑤).
• 𝛽 represents the speed at which 𝑤 decreases, and we

chose values in [0.5, 0.99].
• 𝜁 represents the weight of the constraint penalty, and

we chose values in [105, 109].

Figure 1: Sampling regions for the 𝑎𝑖,𝑗 variables.

• 𝛾 represents the minimum rate of decrease for 𝑠, and
we used values in [1.001, 1.05].

3 Results

We designed our tests to see how well GIBO performed
when trying to minimize non-convex polynomial functions,
compared to other two approaches: repetitive gradient de-
scent (RGD) from random initial points, and the Covariance
Matrix Adaptation Evolution strategy (CMA-ES). In order
to test the algorithms in high dimensions, we focused on
sparse polynomial functions, which are common in many
real-world applications, such as optimal control problems.

3.1 Implementation Details

We implemented the algorithm in python [XX] and used
2 outside function calls per loop. The gradient descent
step which updates the rectangle’s center 𝑐𝑑𝑜𝑡 is com-
puted using the minimize function from the scipy library,
with the Sequential Least SQuares Programming (SLSQP)
method. The 𝑎𝑟𝑔𝑚𝑖𝑛𝑥𝐼𝑝 step is computed using the same
scipy.minimize function with the quasi-Newton method
of Broyden, Fletcher, Goldfarb, and Shanno (BFGS).
The repetitive gradient descnet (RGD) approach was im-
plemented by running the scipy.minimize function with
BFGS, repetitively starting from uniformly chosen random
points within the bounds.
CMA-ES was implemented using the fast-cma-es library
[Wol22]. The advretry.minimize functions was used.

3.2 Test functions

The cost functions are of the form 𝑓 (𝑥) = 𝑝(𝑥) + 𝑐(𝑥). The
first term is defined as 𝑝(𝑥) = Σ𝑛

𝑖=1Π
6
𝑗=1(𝑥𝑖 − 𝑎𝑖,𝑗), with

𝑎𝑖,𝑗 chosen uniformly at random in an interval of width 2
3 ,

centered around −2 + (𝑗 − 1) 45 (see Figure 1 and 2). This
term is simply the sum of 𝑛 1D 6-th order polynomial, de-
fined in a way to obtain as many local minima as possible.
The second term is instead defined as 𝑐(𝑥) = Σ𝑛−1

𝑖=1 𝑏𝑖𝑥𝑖𝑥𝑖+1.
This term introduces coupling between neighbor decision
variables. For these functions, the global minimum is con-
tained in the hyper-rectangle 𝐴𝑐=0,𝑤=2.2.
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(a) Example 1.

(b) Example 2.
Figure 2: Example functions for p(x) (values rounded to 1
decimal place).

3.3 Test Description

Each function was optimized using 3 different algorithms.
Given a generated function 𝑓 and its set 𝐴0,2.2:

1. We first ran GIBO on 𝑓,𝐴0,2.2 to completion.

2. We then ran RGD multiple times, each time starting
from a random point in 𝐴0,2.2.

3. We then ran CMA-ES multiple times, using 𝐴0,2.2 as
bounds.

All the algorithm were given the same amount of time as
GIBO and they were all given a single core to run on an
intel core i7 8th generation with 32Gb of RAM. For each
function we also ran a forth test, simply used to normalize
the results. We randomly sampled points in 𝐴0,2.2 for the
same amount of time as GIBO and used the average and
minimum value of 𝑓 at the sampled points to normalize the
results of the other algorithms. In particular, a score of 0
means that the algorithm has found a solution equal to the
average value found by random sampling. A score of -1
instead means that the algorithm has found the same mini-
mum found by random sampling. Lower scores mean that
the algorithm performed better than random sampling.

Figure 3: Average performance of the algorithms, as a func-
tion of the number of decision variables.

Figure 4: Percentage of tests where each algorithm outper-
formed the others.

3.4 Discussion of the Results

Figure 3 shows the average performance and its standard de-
viation after running each algorithm 10 times on randomly
generated functions of different sizes. Figure 4 shows the
number of times each algorithm found the best minimum
out of all three algorithms (when they obtain equal minima
we consider that they both outperformed the others). Unsur-
prisingly, as soon as the dimension is larger than 2, all three
algorithms perform better than random sampling because
they always obtain a score < −1. This is even more the case
as the problem size increases, highlighting a growing inef-
ficiency of pure random sampling. Compared to CMA-ES

Figure 5: Relative minimum found as a function of compu-
tation time, averaged over 10 tests with 2 decision variables.
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Figure 6: Relative minimum found as a function of com-
putation time, averaged over 10 tests with 23 decision vari-
ables.

Figure 7: Relative minimum found as a function of com-
putation time, averaged over 10 tests with 72 decision vari-
ables.

and RGD, GIBO struggles in small dimensions, probably
due to the relatively small number of local minima, which
allows RGD and CMA-ESto quickly find the global min-
imum. However, as the problem dimension grows, GIBO
closes the gap and even outperforms CMA-ES by dimen-
sion 25. After that GIBO continues to distance itself from
the other algorithms as the dimension grows. This shows
that GIBO is less affected by the problem dimension, and
it works better than the other algorithms when the number
of local minima becomes very large. For instance, con-
sider that in dimension 70, our test functions have roughly
370 ≈ 1033 local minima.
Figures 5, 6, 7 show how fast each algorithm converges to
its final value. We can see that in dimension 2 GIBO con-
verges slowly and does not always find the best minimum.
However, in higher dimensions, GIBO not only converges
faster, but also finds better results.

4 Conclusions

We have presented GIBO, a novel unconstrained optimiza-
tion algorithm for non-convex functions. While state-of-
the-art algorithms for global optimization rely on sampling
and local optimization, which do not scale well to high di-
mensions, we rely on the analytical integral of the cost func-

tion, which gives us rich non-local information.
We were able to minimize polynomial functions with up
to 74 variables, computing their integral over axis-aligned
hyper-rectangles. We have compared GIBO with the Co-
variance Matrix Adaptive Evolution Strategy algorithm and
a gradient-based optimization algorithm initialized through
random sampling. Our results show that GIBO outper-
formed the other algorithms for problem sizes above 20,
empirically proving the interest of this idea.
However, there are still directions that we would like to in-
vestigate to improve GIBO. First, the limitations placed on
the type of functions that can be optimized. In this paper
we have focused on the optimization of polynomial func-
tions because they are simple to integrate. A possible way
to generalize our approach to other functions could be to
use Integral Neural Networks [Kor23; LIA20], which are
networks that provide a direct evaluation of the exact in-
tegral of a function. However, this still does not solve the
issue that to integrate the function over an 𝑁-dimensional
hyperbox requires evaluating the network 2𝑁 times.
Moreover, this work has only explored hyper-boxes as re-
gions over which integrals are computed. It may however
be possible to compute integrals over more complex shapes
while maintaining computational efficiency.
Finally, the update rule for the set size can be potentially
improved to skip over many useless iterations where the po-
sition of the set does not change significantly, and thus the
set size is slowly reduced as well.
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