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Abstract. The goal of this research was to propose an unsupervised
learning technique for producing synthetic CT (sCT) images from MRI
data. For model training, a dataset consisting of 180 pairs of brain CT
and MR scans, as well as 180 pairs of pelvis scans was used.
The devised methodology incorporates a 3D conditional Generative Ad-
versarial Network (cGAN) training in an unsupervised way. To tackle
challenges associated with unsupervised learning convergence, a novel
ConvNext-based perceptual loss (CREPs loss) was developed to guide in
the 3D cGAN-based MR-to-CT generation process.
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1 Introduction

While computed tomography (CT) is commonly used for radiation therapy (RT)
planning, magnetic resonance imaging (MRI) offers higher contrast [2] and en-
ables more accurate target volume visualization and delineation [4]. Combine
these complementary imaging modalities requires the fusion of MRI and CT
images. This fusion process involves a deformable registration of these 2 im-
ages. However, this procedure introduces uncertainties and registration errors,
as highlighted in prior studies [12][3], with deviations of up to 2mm observed in
prostate.
With the increasing use of MR-linac devices (combining MRI with a linear accel-
erator), the MR-only RT workflows have grown attention due to their potential
to eliminate the CT acquisition and so the need for multimodal registration.
However, MRI lacks the necessary electron density information essential for ac-
curate dose calculation [10]. This limitation has led to the proposal to generate
synthetic CTs (sCTs) from MRI data, as proposed in recent studies by Boulanger
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et al. [1] and Spadea and Maspero et al. [11].
Using labeled data within supervised generation, which involves training from
source-target image pairs, requires precise multimodal registration. Nevertheless,
achieving accurate multimodal registration can be challenging, often resulting
in limited accuracy such in pelvis region.
Furthermore, achieving precise registration is crucial for the efficacy of genera-
tion based on supervised learning, a challenge exacerbated by the inherent im-
possibility of acquiring MRI and CT scans under perfectly identical anatomical
conditions [3]. Frequently, the time gap between these two acquisitions leads to
anatomical variations such as in the pelvic region compared to the brain region,
primarily attributed to differences in rectal gas and bladder filling. This inherent
uncertainty highlights the need for unsupervised learning, which leverages unla-
beled data to extract valuable information and patterns, providing a promising
solution to address this issue.
The objective of this study was therefore to generate sCT image from MR by a
3D cGAN in an unsupervised learning context based on a new definition of the
perceptual loss function [7] to guide the generation process.

2 Material and methods

2.1 Material

A model was generated per anatomical location (pelvis and brain), with one
trained using 180 pairs of brain CT and MR scans, and the other using 180
pairs of pelvis CT and MR scans. These MR/CT pairs of images acquired from
three distinct medical centers for brain and two for pelvis, each center employing
different CT and MR imaging systems.

2.2 Method

Pre-processing: For each individual patient, the CT and MR images under-
went resampling to achieve an uniform spacing of 1x1x2.5 mm³ for pelvis and
1x1x1 mm³ for brain through B-Spline interpolation. The CT intensity range
was normalized within the range [-1000, 3000], subsequently scaled down by a
factor of 1000 to narrow the value range to [-1, 3] prior to the training process.
The MR intensity range was scaled down by a factor of 1000 to narrow the value
range to [0, 2] prior to the training process.
The objective of this preprocessing step is to normalize the data and enhance
training stability.

cGAN: The proposed algorithm was a customized unsupervised 3D cGAN
(with a 6-block ResNet+PatchGAN) [5]. Using a customized 3D generator, our
approach involves a 6-block residual network positioned between a single down-
sampling block and an individual upsampling block. Notably, no biases are in-
corporated throughout the network architecture. Following each convolutional
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operation, batch normalization is applied, subsequently followed by the acti-
vation function. Specifically, a LeakyReLu activation with a fixed slope of 0.2
is employed for the ResNet-Block, while a ReLu activation is used for other
blocks, except for the final convolution, where no activation function is used.
The discriminator is a PatchGAN [6] network with size 70*70*70. Following
each convolution, batch normalization is applied, succeeded by the LeakyReLU
activation function with a consistent slope of 0.2.
Despite the fact that the discriminator helps to adjust the generation, it hap-
pens that the learning suffers from non-convergence especially in unsupervised
training [9]. To ensure constrained output, a novel cGAN-based approach was
introduced by incorporating a new perceptual loss function between sCT and
CT, referred to as Content and style Representation for Enhanced Perceptual
synthesis (CREPs) loss. The use of CREPs loss improves the robustness of the
synthesis process of sCT from MRI in unsupervised learning. The perceptual
loss (Figure 1) inspired by human visual perception was based on the idea of
simulating independence between style and content of an image. Perceptual loss
[7] was originally based on the VGG-16 network and is the most common and
widely used in the literature in image-to-image translation.
In order to impose constraints on the generator output, a style loss between the
sCT generated from MRI and a CT image from the learning cohort was incor-
porated. The study exclusively used the style loss (without content term) since
there are discernible differences in content between the MR and CT modalities,
highlighting the importance of capturing and preserving the stylistic characteris-
tics during sCT generation. This loss was based on the ConvNext-Tiny network
[8] which has fewer parameters (than VGG-16 based), allowing us to reduce
the computational cost. The layers were determined empirically and defined as
follows:

Gramϕ
j (I) =

ψψT

Cj ∗Hj ∗W ∗ j
(1)

ψ being the flattened matrix ϕj(I) of size: Cj ∗HjWj (2)

lϕ,jstyle(sCT,CT ) = ||Gramj(sCT )−Gramj(CT )||1 (3)

The use of style in feature maps differs from their content; instead of directly em-
ploying the feature maps, the 1-norm (||...||1) between the Gram matrix Gramϕ

j

of the output Î1 (sCT) and the target I2 (CT) were computed. The gram matrix
(Equation.1) captures information about characteristics that tends to activate
together. To calculate the perceptual loss, images are normalized with the same
mean and standard deviation as the ImageNet pre-trained ConvNext. The medi-
cal input images, initially single-channel, are replicated across all three channels
(RGB), aligning them with the network’s natural image format used for training.
Subsequently, these images are resampled to dimensions of 224 × 224, ensuring
compatibility with the size of the training images. As part of the training pro-
cess, the magnitudes of different loss functions are adjusted to match with those
of conventional loss functions, such as Binary Cross Entropy (BCE) used for
both the generator and discriminator.
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Fig. 1. ConvNext-based perceptual loss definition diagram. The new perceptual loss
is the weighted sum of the content (in blue) and style (in red) loss functions defined
from different layers of the pre-trained ConvNext-tiny network [8].

The sum operation contributes to the reduction of the batch of the Style loss,
whereas the mean operation is employed to reduce the Content loss. In our case,
the style reconstruction loss is weighted by 20 for ConvNext-based perceptual
loss (Eq.5).

lϕ,jperceptual(sCT,CT) = lϕ,jstyle(sCT,CT) ∗ 20 (4)

The summation of the perceptual loss with the binary cross-entropy of the gen-
erator is used for training the generator. The generator complete loss function
is defined as follows:

lgenerator(sCT,CT ) = lϕ,jperceptual(sCT,CT ) +BCE(D(sCT ), 1) (5)

Training: The deep learning method was implemented in Python3.8 using Py-
torch 1.12 with CUDA 11.3. The model was trained and tested on an NVIDIA
RTX A6000 with 49 GB of VRAM. The model was trained for 200 epochs with
a batch size of 8 without data augmentation. The model was trained using the
AdamW optimizer with a fixed learning rate of 0.0001 and a weight decay of
0.001.
The model processes 3D patch from the entire image, with size 32x224x224 for
the pelvic region and 66x168x168 for the brain, employing a stride shape equal
to half of the patch.

Inference: During the inference process for sCT generation from MRI, the
MRI undergoes a reshaping procedure to align its dimensions with a multiple of
the patch size. This alignment is achieved by padding the original MRI image
with zero values. Subsequently, the MRI is partitioned into distinct patches of
the specified training size. This partitioning procedure is designed to include
an overlap ranging from a minimum of 2 patches to a maximum of 9 for brain
regions, and 8 for the pelvic region. This deliberate overlap is implemented to
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enhance the subsequent reconstruction process.
The final value of sCT corresponds to the median value obtained from the diverse
predictions generated by multiple patches. After experimenting with several ag-
gregation techniques, it was determined that a straightforward median approach
yielded the most optimal outcomes.
In instances where the length of the series is even, the series is extended by
appending the value 3000. This modification aims to choose the highest value
that resides in close proximity to the center of the series.
After obtaining the sCT and cropped it to its original dimensions, any intensity
values beyond the range of [-1024, 3000] are adjusted to the nearest boundary
of the interval.
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