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ABSTRACTS 48th Congress of the
Society of Biomechanics

Yohan Payan and Lucie Bailly

Chairs of the SB2023 Congress

Edito

The Biomechanics Society was founded in 1976 with
the aim of sharing and disseminating up-to-date
knowledge in the field of the mechanics of living mat-
ter to the international French-speaking community.
At the interface of several disciplines such as mechan-
ics, physics, biology, physiology, neurophysiology,
medicine, engineering, computer science, robotics and
imaging, research in biomechanics ranges from the
molecular scale to that of complete living organisms.
It includes experimental, theoretical, and computa-
tional developments, combining in vivo, in vitro and
in silico approaches, while responding to major soci-
etal challenges in the fields of health, sports, trans-
port, ergonomics and industrial design.

This year, the 48th annual congress of the
Biomechanics Society holds on the University
Grenoble Alpes campus (https://sb2023-grenoble.sci-
encesconf.org/) from 25th to 27th October 2023 and
brings together nearly 200 researchers, clinicians and
industrial partners from 15 countries: France,
Switzerland, Belgium, Spain, the Netherlands,
Danemark, UK, Germany, Ireland, Tunisia, Iran, USA,
Canada, Japan, Australia. Following a review process
involving at least two reviewers per article, the
Scientific Committee of the congress has selected 124
abstracts for publication in this Special Issue of the
Computer Methods in Biomechanics and Biomedical
Engineering (CMBBE) journal. In addition to the
research topics discussed in every annual congress of
the Biomechanics Society, this issue highlights two sci-
entific themes specific to Grenoble and the Auvergne-
Rhônes-Alpes region, namely ‘Biomechanics and
mountains’ and ‘Large-scale facilities for small-scale
imaging in biomechanics’. Eleven themes are then cov-
ered this year:

� Biomechanics and mountains (page S3)
� Large-scale facilities for small-scale imaging in

biomechanics (page S23)
� Cellular and tissue biomechanics (page S38)
� Cardiovascular and respiratory biomechanics (page

S102)
� Motion analysis and simulation (page S152)
� Biomechanics of human-system interaction, ergo-

nomics and robotics (page S195)
� Handicap and rehabilitation biomechanics (page

S232)
� Sport biomechanics (page S259)
� Musculoskeletal biomechanics (page S284)
� Injury biomechanics and traumatology (page S309)
� Tissue engineering and material by design (page

S327)

This 48th edition also hosts three outstanding key-
note speakers. Two are related to our special sessions.
Nicolas Coulmy is head of the Sports and Scientific
Department of the French Ski Federation. Aur�elien
Gourrier is a CNRS researcher using synchrotron
radiation methods to study the biomechanical impact
of the nanoscale structure of bony structures. A third
keynote speaker, Estefan�ıa Pe~na, professor at the
University of Zaragoza (Spain), develops models and
numerical simulations to study the behavior of bio-
logical soft tissues.

This edito provides us the opportunity to express
our sincere gratitude to all the members of the
Organizing and the Scientific Committees, to the
trustees of the Biomechanics Society, to the hosting
institutions (CNRS, Univ. Grenoble Alpes, Grenoble
INP, Univ. Savoie Mont-Blanc) and laboratories
(TIMC, 3SR, GIPSA-lab, LIPHY, LIBM, IAB, LRP),
the ANR, the MACI, the METRO and Auvergne-
Rhônes-Alpes region, the industrial partners
(Biometrics France, Bruker, Trinoma) as well as the
research networks (Fed3G, Labex CAMI, Labex
Tec21, SBCF, SFGBM, GDR MECABIO SANTE,
GDR IMABIO, GDR Sport et Activit�e Physique) that
kindly endorsed and sponsored this 48th edition.

� 2023 The Author(s). Published by Informa UK Limited, trading as Taylor & Francis Group.
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unre-
stricted use, distribution, and reproduction in any medium, provided the original work is properly cited. The terms on which this article has been published allow the posting
of the Accepted Manuscript in a repository by the author(s) or with their consent.
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Organizing committee

� Yohan Payan, PhD (Chair) – CNRS, TIMC Lab
� Lucie Bailly, PhD (Chair) – CNRS, 3SR Lab
� Bruno Watier, PhD (Co-Chair) – President of the

French Biomechanics Society
� No�emie Briot, PhD – Univ. Grenoble Alpes,

TIMC Lab
� Violaine Cahouet, PhD – Univ. Grenoble Alpes,

GIPSA-lab
� Gr�egory Chagnon, PhD – Univ. Grenoble Alpes,

TIMC Lab
� Micka€el Chollet, PhD student – Univ. Savoie

Mont-Blanc, LIBM
� Cl�ement de Loubens, PhD – CNRS, LRP
� Fr�ed�erique Hintzy, PhD – Univ. Savoie Mont-

Blanc, LIBM
� Xavier Hugues, PhD student – Univ. Grenoble

Alpes, GIPSA-lab
� D�acil Idaira Y�anez Mart�ın, PhD student – Univ.

Grenoble Alpes, LRP
� Jacques Ohayon, PhD – Univ. Savoie Mont-Blanc,

TIMC Lab
� Emmanuelle Planus, PhD – Univ. Grenoble

Alpes, IAB
� Franck Quaine, PhD – Univ. Grenoble Alpes,

GIPSA-lab
� Claude Verdier, PhD – CNRS, LIPHY

Scientific committee

� Nasser Rezzoug (Chair) – Vice-President of the
French Biomechanics Society

� Cl�ement de Loubens (Chair)
� Lucie Bailly
� Xavier Hugues
� Yohan Payan
� Jacques Ohayon
� Coordinators of thematic sessions: Michel Behr,

Yoann Blache, Matthieu Chabanas, Emilie de

Brosses, Val�erie Deplano, Xavier Gidrol, Laurent
H�eliot, Fr�ed�erique Hintzy, Christophe Marquette,
Simon Mendez, Françoise Peyrin, H�el�ene Pillet,
Charles Pontonnier, Thomas Robert, Baptiste
Sandoz, Isabelle Tardieux, Alexandre Terrier

� Reviewers of the abstracts: J.-M. Allain, P.
Alvarez, K. Anselme, Y. Aoustin, J.-P. Arnoux, P.
Assemat, S. Avril, C. Azevedo Coste, M. Babel, N.
Bahlouli, L. Bailly, N. Bailly, A. Baldit, C. Baron, J.
Bascou, T. Bege, M. Begon, M. Behr, A. Bel-
Brunon, S. Bensamoun, E. Bergamini, G. Bidaux,
Y. Blache, O. Boiron, V. Bonnet, X. Bonnet, C.
Bruna-Rosso, K. Bruy�ere, V. Cahouet, C. Cavinato,
P. Canadas, M. Chabanas, P. Chabrand, G.
Chagnon, C. Chappard, M. Charbonneau, A.
Chauvi�ere, L. Cheze, T. M. Chikhaoui, J. Cl�ement,
N. Coulmy, N. Crevier-Denoix, E. Cutri, C. de
Loubens, P. Decq, V. Deplano, A. Dieterlen, M.
Dorsemaine, R. Dumas, G. Dumont, S. Duprey, M.
Dupuis, C. Duraffourg, M. Evin, H. Follet, L.
Fradet, E. Franceschini, F. Quaine, F. Bailly, F.
Prince, F. Bertrand, J. Fullana, D. Garcia, R.
Gauthier, M. Genet, A. Germaneau, M. Giandolini,
Q. Grimal, E. Groult, C. Guivier-Curien, N.
Hagemeister, C. Hautier, C. Hayot, L. H�eliot, F.
Hintzy, T. Hoc, X. Hugues, J. Husson, N. Jarrass�e,
Y. Lafon, J.-D. Laporte, S. Laporte, C. Laurent, S.
Le Floch’, C. Le Mouel, P. Legreneur, T. Lemaire,
P. Levitz, D. Marchat, F. Marin, C. Masson, P.
Maurice, S. Mendez, D. Mitton, F. Moissenet, K.
Monier, S. Monneret, T. Monnet, B. Morel, C.
Morin, G. Mornieux, A. M€uller, A. Naaim, C.
Nicol, F. Noe, A. Nordez, J. Ohayon, M. Ottenio,
F. Peyrin, H. Pillet, A. Pinzano, C. Pontonnier, P.
Pudlo, G. Rao, G. Recher, T. Rezgui, N. Rezzoug,
T. Robert, I. Rogowski, A. Salles, P. Samozino, B.
Sandoz, E. Simoneau, P. Swider, I. Tardieux, C.
Terryn, R. Tisserand, R. Trama, Y. Usson, C.
Verdier, L. Vico, L. Vigouroux, B. Watier.
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Session biomechanics and mountains

Biomechanics of snowboarding with an above-knee prosthesis, page S4.
Combining video analysis and multibody simulation to study spinal fractures mechanism during a snowboarding

crash, page S6.
Comparison of the propulsive force production capacities between flat acceleration sprinting and uphill running

at constant velocity, page S9.
Evolution of the torque applied to the alpine ski binding as a function of speed, page S11.
Fatigue induced by trail-running impairs ankle eversion control with no inter-limb differences, page S13.
Kinematic and kinetic comparisons of Jump pull ups used in rock-climbing evaluations, page S15.
Mechanical work during ski mountaineering: the effects of climbing slopes, page S18.
Numerical investigation of head injury risks during ski collisions against obstacles, page S21.
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Biomechanics of snowboarding
with an above-knee prosthesis

X. Bonneta, S. Loubetb and P. Baraterob

aInstitut de Biomecanique Humaine Georges Charpak, Ecole
Nationale Superieure d’Arts et M�etiers, Paris, France; bANICES,
Association Nicoise d‘Initiatives Culturelles et Sportives, Nice,
France

1. Introduction

Snowboarding is a relatively new winter sport that
was introduced at the Olympic Games in 1998 and
the Paralympic Games in 2014. Today, amputee
athletes can compete in one of three categories: LL1
for above knee amputation, LL2 for below knee
amputation and UL for upper limb amputation.

To ride a snowboard, the snowboarder must con-
trol his toe and heel edges. This involves flexing the
ankles and knees, among other movements necessary
for snowboarding. Different prosthesis exists for peo-
ple with lower limb amputations. The movements of
the knee and ankle joints are passively controlled by
hydrau-pneumatic shock absorbers. For LL1 riders, it
is essential to align their prosthesis (socket, knee,
ankle) with their body and the board. From there,
snowboarders need to know how to shift their weight
to get the right edges.

Different studies have proposed protocols to meas-
ure the kinematics of the body during snowboarding
activities from calibrated optical environments (Back
et al. 2013) or embedded magnetic systems
(McAlpine 1994). More recently, quantified motion
analysis protocols have also been proposed based on
inertial motion units (IMU) allowing the kinematic
analysis without limiting the measurement area
(Kr€uger and Edelmann-Nusser 2009). The kinematics
of the lower limb is reported in the literature for
able-bodied snowboarders and for snowboarders with
below knee amputations (Minnoye and Plettenburg
2009), but not for snowboarders with above knee
amputations who must also ride their prosthetic
knees.

The objective of this study is to quantify the kine-
matics of the prosthetic knee and ankle for an above-
knee amputee rider during a slalom of 15 heel and
toe turns and to compare this kinematics to a non
lower limb amputee rider. This study could lead to a
better understanding of the capabilities and limita-
tions of the prosthetic components, help athletes and
coaches to use their prosthesis and eventually help to

design devices more adapted to the practice of each
individual.

2. Methods

One LL1 and one UL athletes participated in this
study. LL1 snowboarder included in this study used
her prosthesis for the front leg. The prosthesis was
composed of the Procarve foot and knee joint.
Measurements were performed on a typical slalom
composed with 15 front and 15 back turns.

Riders were equipped with 8 IMUS (Xsens) on the
trunk, the pelvis, both tight, both leg and both feet.
Measurements were performed using the Awinda sta-
tion at 100Hz, synchronized with a webcam on a
portable computer. Kinematic analysis was computed
using Xsens MVN 2023. Dynamic calibration was
performed without the board before each slope des-
cent. Trunk kinematic and video clips were used to
identify the beginning of each back side turn. The
kinematic of the knee and the ankle were then nor-
malized according % of cycle (one cycle represents
one back turn followed by one front turn).

The ground reaction force was not measured, but
its point of application and orientation was estimated
using the method proposed by (Staniszewski 2019) to
understand knee kinematics for subject LL1 during
turns.

3. Results and discussion

Figure 1 presents the evolution of the knee flexion
during a cycle of back and front turn for the rider

Figure 1. (Upper) Lower limbs plus sternum kinematic meas-
urement with 8 IMUs. (Lower) Knee kinematics for UL and LL1
rider.
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without lower limb amputation (UL) and the rider
with above knee amputation (LL1).

Knee flexion was close to 30� during the turn tran-
sition, reached 50� during the backside turn and 40�

during the frontside turn for the UL rider. Prosthetic
knee flexion was near 20� of flexion during the transi-
tion turn, increased to 40� during the back side turn
but presented no more flexion during the front side
turn for the LL1 subject.

The ankle range of motion was similar for both
subjects with no motion during the back side turn
(due to the spoiler) and close to 20� of dorsiflexion
during the front side turn.

Ground reaction forces were not recorded during
the experiment, but they can be estimated using the
slope angle, the direction angle, and the centrifugal
force which is a function the snowboarder’s velocity
and the turn radius (Vaverka et al. 2012). Balance
during snowboarding is maintained by keeping the
center of mass aligned with the ground reaction force
(Staniszewski 2019). Limb flexion is needed during
turn to damp this force and extension is needed dur-
ing the transition to unload the board and switch the
edge in contact with the snow.

During a carved back turn (Figure 2 left), the
ground reaction force goes from the heel edge of the
board to the body center of mass. It results an exter-
nal knee flexion moment, which allows the prosthetic
knee to flex against the resistance of the shock
absorber. Ankle plantarflexion is well limited by the
spoiler of the board.

During a carved front turn, the ground reaction
force goes from the toe edge of the board to the body
center of mass. It results an external dorsiflexion
moment at the ankle allowing the ankle to flex, but if
this ankle motion is limited, an external extension
moment is applied on the knee joint restricting pros-
thetic knee flexion.

4. Conclusions

Riding a snowboard with a prosthetic ankle and knee
is a challenge. The alignment of the joints of the pros-
thesis with the snowboard and the rider is critical in
order to ensure proper functioning of the prosthesis
and to allow for carved turns on both the back side
and the front side. The resistance of the shock
absorbers must be correctly adjusted to allow for an
adapted range of motion and the requirements are
strong to maintain both balance in turns and contact
with the snow. Further work will be conducted in
order to characterize the behavior of the prosthetic
foot and knee as a function of their alignment, the
adjustment of the pneumatic systems and perhaps
identify new technological solutions to allow better
prosthetic functioning.

Acknowledgements
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Combining video analysis and
multibody simulation to study
spinal fractures mechanism during
a snowboarding crash

N. Baillya,b, L. Foudaa, S. Bontec, A. Thouzec and
W. Weia

aAix Marseille Univ, Univ Gustave Eiffel, LBA, Marseille, France;
biLab-Spine: International Laboratory on Spine Imaging and
Biomechanics; cDecathlon SportsLab, Villeneuve d’Ascq, France

1. Introduction

Spinal injury is one of the two most common injuries
leading to severe or life-threatening traumatic injuries
in snowboarding (Yamakawa et al. 2001). To design
effective protection against those injuries, it is critical
to understand the injury mechanism. Yet, very little is
known about these mechanisms in snowboarding, and
snowboarding back protectors are currently evaluated
based on the standard test of motorcycling back pro-
tectors (EN1621.2).

The traditional approach to obtaining impact
conditions and injury mechanisms in traffic acci-
dents is to experimentally or numerically reproduce
accidents (Wei et al. 2023). However, these methods
neglect active muscle and protective reflexes that are
likely to modify the kinematics of the accident and
its consequences. This is especially problematic in
the case of crashes related to snowboarding jump in
which the aerial maneuvers have a large influence
on the impact conditions. Recently, the increase in
the quality of videos obtained by ‘consumer’ cam-
eras opened the opportunity to analyze impact con-
ditions directly on crash videos (Steenstrup et al.
2018).

The objective of this work is to study the injury
mechanism (impact speed, impact force, and spinal
loading) in a case of a jump-related snowboarding
crash leading to multiple vertebral fractures. This
will be performed by a novel approach combining
video analysis and multibody simulation of the
crash.

2. Methods

2.1. Presentation of the case

The crash occurred in a terrain park. A 22-year-old
snowboarder went too fast on a big jump, missed the
landing zone, and landed on his back on a flat hard
snow surface. He suffered L2-L5 lumbar fractures, a

C5 fracture plus torn cervical ligaments as well as a
femoral fracture. The crash was filmed by a friend (30
fps) and shared on the YouTube platform.

2.2. Video analysis

The normal (Vn) and tangential (Vt) impact velocity
and the impact angle of the back (a) relative to the
ground were measured using the software Kinovea
according to the method described by Shishov et al.
(2021). The known size of legs (1.02m) of the snow-
boarder was used to calibrate the dimension of the
picture and the displacement of the buttocks was
tracked until the impact. To account for the high
measurement uncertainties due to the limited video
quality and the displacement of the camera, the
dimension of the legs in the calibration stage was first
overestimated and then underestimated to obtain
respectively the lower and upper bound of the impact
speeds and impact angle.

2.3. Multibody reconstruction of the impact

The human facet model, previously used to recon-
struct typical snowboarding backward falls was used
to reproduce the impact condition on the back
measured in the model (Wei et al. 2019). In thise
model, each functional spinal unit is detailed. The
multibody model had been calibrated against the spi-
nal segment range of motions, and validated against
the body dynamic responses in the vehicle-pedestrian
collision and snowboarding backward fall conditions.
The hard snow surface had been calibrated against
experimental drop tests on snow in a previous study
(Bailly et al. 2017). The Multibody model was posi-
tioned a few centimeters above the snow ground in
the same posture as in the video, with an angle of
impact (a) and with an axial rotation (b). The
model was then projected on the ground with a nor-
mal and tangential velocity (Vn and Vt). A three
level full factorial design of experiments was used to
vary a, b, Vn, Vt within the range measured in the
video (Figure 1b). We evaluated the effect of those
parameters on the impact force on the back, meas-
ured as the contact forces between the snow surface
and the back surface. Additionally, we examined the
force and moment sustained by each vertebra and
the range of motion of each functional spinal unit,
measured at its kinematic joint. The vertebral force
and moment as well as the range of motion were
compared to published injury thresholds to evaluate
the risk of injury (Yoganandan et al. 1988; Stemper
et al. 2018; Wei et al. 2019).
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3. Results and discussion

The range of normal and tangential impact velocities
were measured as [5.8, 4.1] m/s and [2.5, 3.6] m/s
with the impact angle [24.6, 59]� and the axial rota-
tion [�17, 17]�. A total of 81 multibody simulations
were performed. The mean impact force on the back
was 11,9 ± 5,3 kN. This force was mainly affected by
the angle of impact (a) and the normal impact vel-
ocity (Figure 2).

On average, the force threshold for vertebral frac-
ture was only exceeded for the two lumbar vertebras
L4 and L5. On average, the bending moment thresh-
old for injury was exceeded in the lumbar spine in
L4-L5 and L5-Sacrum as well as in the lower cervical
spine in the C7-T1 junction. Thus, the multibody
model predicted injuries in both the lower lumbar
spine and the lower cervical spine which is consistent
with the injuries sustained by the snowboarder. The
model suggests that the fractures are due to excessive
moment in the cervical spine and a combination of
excessive force and moment in the lumbar spine
which is consistent with compression fractures caused
by a hyperflexion.

On average, injury threshold on the range of
motion of each functional spinal unit was also
exceeded in lower cervical spine (C7-T1), lumbar
spine (L2-L3 and L4-L5) but also on the dorsal spine
(T5-T7), which was not observed in the snowboarder.

The normal impact speed of the back of the snow-
boarder [5.8, 4.1] m/s was similar to the impact speed
used to evaluate current back protectors (EN1621.2).
However, the mean impact force (11.9 ± 5.3 kN) was
lower than the pass/fail force threshold of the stand-
ard test (�18 kN in EN1621.2, level 1).

4. Conclusions

In this work, the novel approach of combining video
analysis and numerical simulation was successfully
used to investigate the back impact condition and
injury mechanism in a case of a snowboarding crash
leading to multiple vertebral fractures. The combined
analysis did predict the two main spinal zones in
which the fracture occurred and the impact speed and
impact force on the back were compared to the cur-
rent standard evaluation of back protectors. This
work was only performed on one case: further crash
analysis is thus needed to properly evaluate current
protection and its standard evaluation.

References

Bailly N, Llari M, Donnadieu T, Masson C, Arnoux P-J.
2017. Head impact in a snowboarding accident. Scand J
Med Sci Sports. 27(9):964–974. doi:10.1111/sms.12699.

Shishov N, Elabd K, Komisar V, Chong H, Robinovitch SN.
2021. Accuracy of Kinovea software in estimating body
segment movements during falls captured on standard
video: effects of fall direction, camera perspective and

Figure 2. Effect of normal impact speed and impact angle on
the average maximal impact force in the back during the
snowboarding crash.

Figure 1. Video analysis (a) and design of experiment of the
multibody study (b) of a snowboarding crash.

COMPUTER METHODS IN BIOMECHANICS AND BIOMEDICAL ENGINEERING S7

https://doi.org/10.1111/sms.12699


video calibration technique. PLoS One. 16(10):e0258923.
doi:10.1371/journal.pone.0258923.

Steenstrup SE, Mok K-M, McIntosh AS, Bahr R, Krosshaug
T. 2018. Head impact velocities in FIS World Cup snow-
boarders and freestyle skiers: do real-life impacts exceed
helmet testing standards? Br J Sports Med. 52(1):32–40.
doi:10.1136/bjsports-2016-097086.

Stemper BD, Chirvi S, Doan N, Baisden JL, Maiman DJ,
Curry WH, Yoganandan N, Pintar FA, Paskoff G,
Shender BS. 2018. Biomechanical tolerance of whole
lumbar spines in straightened posture subjected to axial
acceleration. J Orthop Res. 36(6):1747–1756. doi:10.1002/
jor.23826.

Wei W, Evin M, Bailly N, Arnoux P-J. 2023. Biomechanical
evaluation of Back injuries during typical snowboarding
backward falls. Scand J Med Sci Sports. 33(3):224–234.
doi:10.1111/sms.14254.

Wei W, Evin M, Bailly N, Llari M, Laporte J, Arnoux
P. 2019. Spinal injury analysis for typical snowboard-
ing backward falls. Scand J Med Sci Sports. 29(3):
450–459.

Yamakawa H, Murase S, Sakai H, Iwama T, Katada M,
Niikawa S, Sumi Y, Nishimura Y, Sakai N. 2001. Spinal
injuries in snowboarders: risk of jumping as an integral
part of snowboarding. J Trauma. 50(6):1101–1105. doi:
10.1097/00005373-200106000-00020.

Yoganandan N, Pintar F, Sances A, Jr, Maiman D,
Myklebust J, Harris G, Ray G. 1988. Biomechanical
investigations of the human thoracolumbar spine. SAE
Trans. 97(5):676–684.

KEYWORDS Snowboard; spinal injury; back protector

Nicolas.bailly@univ-eiffel.fr

S8 ABSTRACTS 48th Congress of the Society of Biomechanics

https://doi.org/10.1371/journal.pone.0258923
https://doi.org/10.1136/bjsports-2016-097086
https://doi.org/10.1002/jor.23826
https://doi.org/10.1002/jor.23826
https://doi.org/10.1111/sms.14254
https://doi.org/10.1097/00005373-200106000-00020


Comparison of the propulsive force
production capacities between flat
acceleration sprinting and uphill
running at constant velocity
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1. Introduction

Runner’s velocity during uphill running (e.g. trail) is
closely tied to runner’s capacity to generate propulsive (i.e.
tangential to the ground) force. Propulsive force capacities
in running have been well described through the linear
Force-Velocity (FV) relationship. The latter is character-
ized by the theoretical maximal force that can be produced
at a null velocity (F0), the theoretical maximal velocity
above which no force can be produced (V0) and the max-
imal power (Pmax). Typically, FV relationship can be deter-
mined during a single sprint acceleration on flat ground.
In this case, the inertia to overcome during the acceler-
ation induces velocity changes (from 0 to maximal vel-
ocity) along the sprint and thus, various force production
(Rabita et al. 2015, Samozino et al. 2016). FV relationship
can also be determined during several resisted sprints on
flat ground while focusing on force produced at maximal
(constant) velocity. Under these conditions, the additional
resistances (i.e. towed sled) across different trials limit the
maximal velocity the runner can reach, which corresponds
to various points along the FV curve (Cross et al. 2018).
The equivalence in FV relationships reported between
these two methods (Cross et al. 2018) supports the fact
that, on flat ground, the FV relationship during running
can be interpreted either as the decrease in the maximal
propulsive force when velocity increases or as the decrease
of the maximal velocity when the propulsive force to pro-
duce increases. Since in the initial phase of sprint running,
the overall acceleration acting on the runner’s body is
similar to the acceleration acting when running at constant
velocity up an ‘equivalent slope’, di Prampero et al. (2005)
suggested that uphill running at constant velocity is mech-
anically analogue to acceleration phases during flat ground
sprinting. Delaney et al. (2022) showed that variables of
the FV relationship obtained from an acceleration on flat
ground are correlated to maximal velocity reached over
different slopes. However, this study only covered a nar-
row range of slopes and velocity conditions and did not

make any direct comparison between force production
capacities on flat and uphill terrains. Di Prampero et al.’s
(2005) analogy was also indirectly explored in lizard sug-
gesting a decrease in maximal velocity when required force
production increases due to increasing slope (Huey and
Hertz 1982). Thus, it remains unclear whether propulsive
force production capacities in running are similar during
acceleration conditions on flat ground and at steady vel-
ocity conditions in uphill sections. This study aimed to
test the di Prampero et al.’s mechanical analogy between
sprint acceleration phases and uphill running at a constant
velocity through the comparison of propulsive force
capacities produced at the same velocity during uphill/flat
and steady state/accelerated running. It was assumed that,
regarding the mechanical analogy suggested by di
Prampero et al. (2005), force production capacities at any
given velocity conditions are equivalent whatever the
mechanical conditions, be they imposed by hill gradients
or inertia.

2. Methods

Twenty participants (14 men and 6 women;
23.3 ± 2.8 years old; 67.0 ± 8.8 kg; 1.75 ± 0.09m), free of
any recent injury, volunteered to participate in two ses-
sions for flat ground and uphill sprint measurements,
respectively. Each session started with a standardized
warmup including 10min moderate velocity running,
athletic drills, and progressive sprints. Then, for the flat
ground session, each participant performed 3 sprints at
maximal intensity. A radar device (ATS Pro II, Stalker,
Texas, USA) measured runner’s instantaneous velocity
during each sprint (46.875Hz). The velocity-time rela-
tionships were fitted with an exponential function to
determine, from an inverse dynamics approach applied
to the center of mass, the running propulsive (horizon-
tal) FV relationship for each sprint (Samozino et al.
2016). The 3 FV curves were then pooled and the high-
est forces in each velocity were fitted with a linear func-
tion to compute each subject’s ‘best’ FV relationship.
The same radar device measured runner’s velocity dur-
ing sprints of the uphill session. This second session
comprised five 30-m sprints in slopes of 4, 8, 15, 20 and
28%. Propulsive (i.e. tangential) force production
capacities were estimated at maximal (steady) velocity,
from the fundamental dynamic principle as FP ¼
m � g � sinðaÞ þ Fair with m the participant’s mass (in
kg), g the gravitational constant (9.81m s�2), a the gra-
dient (rad) and Fair the estimated aerodynamical force
(Samozino et al. 2016). Propulsive forces at maximal
velocity (mean of the last 2s of the sprint) during uphill
conditions were compared to propulsive force produc-
tion capacities at the same velocity obtained from FV
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relationship determined during flat acceleration sprint-
ing, through systematic and random errors and correl-
ation analyses. Results were expressed as mean ± SD.

3. Results and discussion

Mean FV relationship parameters were F0¼ 511± 98.1N,
V0¼ 7.71± 0.80m s�1, and Pmax¼ 997± 257W. FV rela-
tionship and force production capacities from uphill
sprints are presented in Figure 1 for a typical subject. For
all subjects, systematic and random differences between
propulsive force capacities predicted from FV relation-
ship (red line) and estimated during uphill sprints (blue
dots) were quite low with �16.4N (17.0%) and 21.2N
(24.4%), respectively, for force values ranging between
15.5 and 224N. The correlation between the predicted
force capacities from the flat ground FV relationship and
estimated in uphill running was very high (r¼ 0.95,
regression curve: y¼�0.91x� 6.46). These results evi-
denced that propulsive force production capacities are
equivalent when compared at the same running velocity
between flat sprinting acceleration and constant velocity
uphill running (i.e. be they imposed by inertia on flat
ground or slope during uphill running). The slight lower
force capacities observed for uphill sprints (17.0%) may
be explained by a potential small fatigue effect due to the
repeated bouts or by potential differences in running bio-
mechanics between the two running conditions. A similar
shift was reported for the comparison between unique
sprint and multiple sled towing sprints FV relationships
(Cross et al. 2018). Associated to previous findings
(Cross et al. 2018), present results support that propul-
sive force production capacities during running are

very similar whatever the running mechanical condi-
tions (inertia, resistance, hill gradients), provided they
are compared at the same velocity. This offers new
insights in trail runners’ evaluation since the force
capacities evaluated on a flat track appear to be repre-
sentative of those encountered for equivalent slopes.
The FV relationship obtained during a single 30-m flat
accelerated sprint can thus also describe the maximal
velocity a trail runner can reach in various slopes (with
slope¼ asin(F/(mg)), in �).

4. Conclusions

This study showed the similarity in propulsive force
production capacities between acceleration phases on
flat ground and constant velocity running uphill, sup-
porting di Prampero et al.'s (2005) analogy. This find-
ing offers a new perspective on assessing force
production capacities in trail runners, as flat ground
results can be extended to uphill mountain terrains,
as long as the mechanical conditions are equivalent.
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Figure 1. Typical data obtained for flat ground running FV
relationship (red line) and force production capacities at max-
imal velocity reached during uphill running (blue dots).
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Evolution of the torque applied to
the alpine ski binding as a function
of speed
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1. Introduction

The main purposes of the ski binding were to hold
the ski to the ski boot and also to release the boot
when too much mechanical stress was exerted on the
system. To achieve this, the binding consists of a
metal spring tensioned, this tension varying according
to the mechanical stress it should receive. The mech-
anical stress corresponds to the torque (M) and are
related to the forces by the formula,

Mx , y, z ¼ Fx , y, z: L

with L the lever arm between the point of application
of the force and the pivot point, with F the force on
one of the 3 axes (x,y,z). The torque around the z-axis,
i.e. the torque that generates a lateral rotation around
the longitudinal axis of the skier, allowed the release
of the front stop. The torque of the y-axis, which gen-
erates an antero-posterior rotation in the skier’s frame
of reference and allows the release of the heel pad.
But do we know the torque applied to the binding on
these two axes? What factors influence them? A DIN
11 088 standard was created in 2006 and presents the
evolution of the torque as a function of the mass of
the skier, the torque increasing with the mass. But
other factors could also influence the torque? The
skier displacement’s was subjected to several forces
(aerodynamic, friction, weight, radial). The sum of
these forces varied during turning due to the appear-
ance of the radial force (Frad) directed towards the
inside of the turn. The radial force is located at
the ski-snow interface and is calculated according to
the fundamental principle of dynamics:

Frad ¼ v2:mr

with v the speed, m the mass and r the radius.
Knowing the radial force is related to speed, the
higher the speed, the higher the radial force.
Moreover, skiing motion is the result of the conver-
sion of the potential energy into either kinetic energy
or dissipation via ski� snow and aerodynamic fric-
tion (Lind and Sanders 2004). Therefore, potential
energy and speed varied during skiing. Delhaye

(2021) showed also that better skiers (highest speeds)
exhibit greater positive and negative rate of force
development, as well as higher positive My.
Consequently, the speed of the skier should influence
the moment applied to the bindings. And yet, the
standard DIN 11 088 do not take this into account.
Only one recommendation proposes to choose a tor-
que higher than that proposed by the standard DIN,
if the skier is very good, therefore surely very fast.
The aim of our study was therefore to test the effect
of speed on the torque applied to ski bindings. This
would make it possible to modify the standards and
thus possibly reduce knee pathologies in alpine skiing.
In effect, 76% of serious knee injuries are caused by
bindings that do not release (Bouter et al. 1989).

2. Methods

Fourteen alpine skiers were equipped with ski-
mounted force plates and a positional device (Real-
Time-Kinematic) to measure respectively Mz,y

(200Hz) and instantaneous speed (10Hz). They ran a
2-giant slalom turns section starting from different
race starts placed at 8 heights on the slope. Two start-
ing height conditions were kept for analysis for each
skier: the one with the lowest entrance velocity (Vmin)
and the second one with the maximal entrance vel-
ocity (Vmax). The data was then analyzed only in the
first turn. The turn was interpolated over a period of
1000 points in order to be compare between skiers.
Then the average evolutions of My and Mz torques in
the conditions at Vmax and Vmin were plotted. In
order to evaluate the effect of speed on torque, the
individual torque was averaged over the entire turn at
both Vmax and Vmin. As the evolution of the torque
varies positively (y: anterior displacement; z: lateral
displacement) and negatively (y: posterior displace-
ment; z: medial displacement), it was done in absolute
values. Moreover, it was normalized to the mass.
Normal distribution and sphericity were checked. A
Wilcoxon test was performed to identify differences
in My and Mz between Vmax and Vmin conditions.

3. Results and discussion

The proposed setup allowed to significantly vary the
entry speed into the turn: Vmin and Vmax being
respectively 38.1 ± 3.2 and 74.5 ± 5.7 km h�1.

Figures 1 and 2 presented the evolution of both My

and Mz during the turn. High standard deviations can
be observed visually in bothMy andMz. The averageMy

(0.074 ± 0.027Nm/BW at Vmax and 0.059 ± 0.022
Nm/BW at Vmin) and Mz (0.013 ± 0.007Nm/BW at
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Vmax and 0.01 ± 0.005Nm/BW at Vmin) torque during
the entire turn were significantly higher when skiers
entered at Vmax vs. Vmin (p¼ 0.034 for My and
p¼ 0.039 for Mz). The results are therefore in line
with our hypotheses: the speed of the skier influen-
ces the torque applied to the binding during a turn.
These results are related to those of (Cross et al.
2021) who showed that the maximum isometric
forces experienced by the skier were negatively

correlated with performance time, so these max-
imum isometric forces are positively correlated with
speed and those of Delhaye (2021) who showed that
better skiers (highest speeds) exhibit greater positive
and negative rate of force development, as well as
higher positive My.

4. Conclusions

The results of the study show that there is an effect
of alpine skiing speed on the torque applied to the
binding. The tightening DIN 11 088 standard should
therefore take the speed parameter into account to
better adjust the tightening of the bindings.
However, it will be difficult to calculate the optimal
torque value, given the large differences between
skiers, as shown by the present high standard
deviations.
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Figure 2. Evolution of the z-axis torque of both the maximum
and minimum speed corner entry condition.

Figure 1. Evolution of the y-axis torque with both the
maximum and minimum speed corner entry condition.
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no inter-limb differences
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1. Introduction

In recent decades, trail running has become very
popular. However, research on injury incidence
remains limited. A recent study reported that toenails
(24.8%), ankle (14.5%) and knee (17.5%) joints being
the most frequently locations of injury. Specifically,
with under 20 trail runners, lateral ankle sprain (LAS)
accounted for 50% of injuries (Sanchez-Garcia et al.
2022). Before designing preventive programs, the
development of a comprehensive model for injury
causation is needed. It consists of analyzing complex
interactions between internal (predisposing the ath-
lete) and external (sport’s characteristics) risk factors
(Delahunt and Remus 2019). Among internal risk fac-
tors associated with LAS, deficits in evertor muscle
strength have been reported. To date, there is a lack
of data on risk factors for LAS associated with trail
running. Trail running is characterized by hilly run-
ning on uneven terrain. In response to prolonged
running course, marked neuromuscular alterations of
quadriceps and calf have been reported (Giandolini
et al. 2016). Neuromuscular fatigue and biomechan-
ical constraints associated with trail running could
induce alterations on the mechanisms implicated in
ankle stability, such as neuromuscular activity of ever-
tors and inversion control. To date, little is known
about ankle joint constraints in the frontal plane and
subtalar Henke’s axis (inversion/eversion), and pero-
neus muscles fatigue associated with trail running.
This study investigated the exercise-induced effects on
the ankle control, and inter-limb differences.

2. Methods

Seventeen (20.2 ± 1.5 years) healthy recreational trail
runners (5 females and 12 males) performed a circuit
consisting of 16 km with 400m of positive elevation.
The protocol (CERSTAPS n� IRB 00012476-2021-21-
06-118) comprised a medical examination (echography
of ankle lateral collateral ligament and laxity of ankle,
and the Cumberland Ankle Instability Test), a familiar-
ization session, and a testing session. Before and

immediately after the trail running course, three 4s
maximal isometric contractions (MVC) of ankle ever-
sion (1-min rest) were performed on preferred (P) and
non-preferred (NP) legs (Figure 1). The force output
was measured (100Hz) with strain gauge sensor (Force
sensor 500 kg, Ergotest, Norway). MVCs (N) were
determined by applying a moving mean window of
500ms. Rate of force development (RFD, N s�1) was
measured as the amount of force that was generated in
the first 200ms of the MVC. Electromyographic activ-
ity (EMG) was recorded from the peroneus (longusþ
brevis) muscles according to the SENIAM group guide-
lines. The electrode positions were marked on the skin
to be replaced after the running circuit. EMG signals
(2 kHz) were amplified with a bandwidth frequency
(0.3–2 kHz, PowerLab System, Bioamp, AD
Instrument, Sydney, Australia), and analyzed with
LabChart 7 software. EMG (mV) was determined from
raw signals by applying a moving root-mean-square
window of 500ms, and the peak value was retained.
For all parameters, the best repetition was retained for
further analysis.

The functional assessment of the ankle joint was
assessed from a weight bearing inversion test using an
ankle-destabilization device (Myolux Medik II; ICC
Physio, Le Bourget du Lac, France) (Figure 1). Test
consisted of completing 20 inversion movements (P
and NP legs) standing on the one leg with 30� range of
inversion as slowly as possible. Kinematic parameters
were derived from two inertial measurement units
(IMU) located on the footwear. A performance score
(INVscore, %) was automatically generated from IMU
of the manufacturer (51Hz, Shimmer3, Dublin,
Ireland). It corresponds to the sum of repetitions below

Figure 1. Ankle-destabilisation device for weight-bearing
inversions (a,b) and pedal equipped with dynamometer for
MVC (c).
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a selected angular velocity threshold (fixed at 60� s�1).
Moreover, by adding an IMU (148Hz, Delsys
trignoTM, Delsys Inc., Natick, USA), instantaneous
angular velocity (tri-axial gyroscope) was calculated
throughout repetitions as the composite angular vel-
ocity (x) around the sagittal (x), frontal (y) and trans-
verse (z) planes with the following equation:

x ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xx2 þ xy2 þ xz2

p
: The highest x obtained

for each repetition was retained, then mean (INVmean,
� s�1) of the 20 repetitions were calculated.

Data are reported as mean ± standard deviation
(SD). Analysis of variance was used to determine the
significant mean effects for changes over time (pre- to
post-trail running) and interaction effects between P
and NP legs. A paired t-test was applied to reveal dif-
ferences between P and NP legs for pre values, and
between pre- to post-running for P/NP ratio. Level of
significance was p value �0.05.

3. Results and discussion

Inter-limb asymmetry has been commonly investigated
by using isometric and isokinetic strength tests. Data
are expressed in percentage of differences, ratio or cal-
culated from mean values. In the present study, healthy
trail runners showed inter-limb asymmetry of 15% for
MVC, 14% for RFD and 7% for xINV. To date, a
higher 15% inter-limb asymmetry in eccentric isokin-
etic ankle strength has been associated with greater risk
of sport injury (Fousekis et al. 2012). When considering
P/NP ratio, pre-running values ranged between 1.1 and
1.2 for all variables. Finally, comparison between P and
NP values (Table 1) revealed significant differences
only for MVC and RFD. Nevertheless, the most impor-
tant finding of the study was that inter-limb asymmetry
was not improved in response to trail running
(Table 1). Because of the specific context of running,
comprising variation in gradients, uneven terrain with
stones and tree roots, adoption of a preferential limb
for push-off and landing could have had resulted in
unequal strength loss. The present results not revealed
inter-limb differences in fatigability.

The second important result was that trail running
altered neuromuscular function of evertors as demon-
strated by reduction in MVC, RFD and EMG activity of
peroneus (Table 1). Previous studies (Giandolini et al.
2016) have already reported a decrease of 15–20% in the
MVC of both knee extensors and plantar flexors in
response to short distance format, whereas alterations
in evertors have never been analysed. Because weakness
in evertor muscles is one of the most important internal
risk factors for LAS, the present results seem important
for prevention strategies with trail-runners.

Finally, trail-running induced functional impairment
in biomechanics during weight bearing inversion test
(Table 1). Angular velocity increased in post- compared
to pre-running similarly for both P (þ19%) and NP
(þ13%) lower limbs. This result suggests neuromuscular
alteration in eccentric regimen. The xINV is a relevant
variable for revealing exercise-induced fatigue.

4. Conclusions

This study demonstrated neuromuscular alterations of
evertors and ability in braking inversion in response
to trail running. Fatigue does not affect inter-limb
asymmetry in trail running. Basing on these results,
eccentric reinforcement could be proposed as part of
prevention program.
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Table 1. Preferred (P) and non-preferred (NP) lower limb
response to trail-running.

Pre-run Post-run Time legs T� L CV

MVCP 219 ± 87* 187 ± 87 <0.0001
>0.05
> 0.05

�16
MVCNP 185 ± 66 170 ± 72 �9

RFDP 807 ± 323* 671 ± 317 5 0.001
>0.05
> 0.05

�17
RFDNP 692 ± 255 630 ± 276 �9

EMGP 0.89 ± 0.33 0.80 ± 0.27 <0.0001
>0.05
> 0.05

�9
EMGNP 0.77 ± 0.25 0.65 ± 0.20 �15

xINVP 58 ± 17 67 ± 19 5 0.012
>0.05
> 0.05

þ19
xINVNP 54 ± 12 61 ± 18 þ13

ScoreP 94 ± 11 89 ± 15 >0.05
> 0.05
> 0.05

�5
ScoreNP 91 ± 14 89 ± 14 �2

Mean ± SD for preferred (P) and nonpreferred (NP) legs; ANOVA (time,
legs, interactions effects). �: revealed significant difference (P vs. NP) for
pre-running. Variations (CV, %) between pre- to post-running are
specified.
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Kinematic and kinetic comparisons
of jump pull ups used in
rock-climbing evaluations

X. Hugues, V. Cahouet, R. Rogue and F. Quaine

Univ. Grenoble Alpes, CNRS, Grenoble INP, GIPSA-lab,
Grenoble, France

1. Introduction

Arm power estimation tests are a gold standard to
access the climber strength (MCT Details | ircra). They
are performed with variation normal pull-up (PU), one
hand slap test and arm jump test using both hands
(Laffaye et al. 2014) to reach as high as possible
(Draper et al. 2011). Rock climbing is a sport involving
vertical quadruped motricity with static and dynamic
movements. More recently the bouldering, route and
speed climbing are more and more dynamically ori-
ented. Speed climbing is pushing the limit in term of
speed, force and coordination. The countermovement
(CM) and concentric (Con) jump pull-up (JPU) could
represent two different types of muscle contraction that
could be directly applicable in rock climbing. This
abstract aims to compare the two different forms of
jump pull-up with kinematic and kinetic approaches.

2. Methods

2.1. Participants

Seventeen skilled climbers over 7c French route grade
performed 4 jump pull-ups (JPU) in two different
modalities: concentric (Con) JPU and countermove-
ment (CM) JPU with stretch shortening cycle.

2.2. Protocol

Climbers were asked to jump in order to reach as high as
possible with both hands simultaneously. In both modal-
ities, each climber was asked to stabilize before starting
the movement, with engaged shoulder and slightly bent
arm (around 120�) for the Con JPU and at first 90� elbow
inclination, before going down to 120� and up in an
explosive way. Natural velocity was required

2.3. Material and data analysis

Each participant was equipped with an adapted
Qualisys markers set to measure upper-limbs and body
displacement. The jump height was measured using
Qualisys marker at the hand. Each articular angle was
measured in the upper-limb segments plane for

shoulder he, elbow hc and wrist hp joints as presented
in Figure 1. These were obtained from marker positions
and were derived (finite centered differences) to get
corresponding angular velocity. The maximal velocity
apparition time of each joint was estimated and then
normalized with respect to the ascending pull-up time.
Two three-axis force sensors (225Hz) were used to
measure each hand reaction force during the JPU
(Figure 1). Each force component was normalized to
body weight. Both movement and force measured data
were filtered with a fourth order low pass Butterworth
filter with a cut off frequency of 10Hz. For the height
and the forces, a linear mixed model was used to com-
pare modalities to account for inter-individual variabil-
ity, followed by a comparison test between the 2
modalities. For peak joint velocities, a beta regression
of y-value ]0;1[ was used to account for interindividual
variability, followed by a comparison test.

3. Results and discussion

3.1. Jump height

There is a significant difference between the measured
mean jump height between the CM and Con JPU
conditions, respectively 604.0 ± 24.8mm and
584.9 ± 24.4mm, (Z¼�3.36; p< 0.001, R2 ¼ 0.94).
The height estimated in the countermovement condi-
tion is 19mm higher than the one estimated in con-
centric. The CM JPU is providing better result,
certainly due the uptake of the slack muscle length
(Van Hooren and Bosch 2016).

3.2. Angular velocity peak

Figure 2 displays a typical angular velocity-time evo-
lution for the shoulder, elbow and wrist joints in the

Figure 1. Schematic representation of the upper body with
forces, angles of interest and vector of the CM and Con JPU
(t0¼ start of the movement, t0’ ¼ ascending phase, t1 ¼
take-off phase).
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two studied modalities. Excluding the CM phase,
angular velocities evolve in a similar way for both
JPU. All joints are flexing during the whole move-
ment with negative angular velocities in sagittal plane,
excepted at the end of the pull-up where the shoulder
and the wrist joints switch to extension in the frontal
plane. At the moment of takeoff, shoulder joint exhib-
its especially height extension velocity in comparison
with elbow and wrist joints. There is then a compos-
ition of the angular closure of the elbow and an angu-
lar opening of the shoulder that allows the upward
movement to be prolonged. Time delay between the
maximal 3 joints velocities does not depend on the
modality (chisq (2)¼ 2.86; p¼ 0.239). The maximal
angular velocity at shoulder joint appears significantly
earlier than at the elbow (Z¼�14.35; p< 0.0001) and
the wrist (Z¼ 12.82; p< 0.0001). On the other hand,
no significant time delay is obtained between the
maximal angular velocity at wrist and elbow joints
(Z¼�1.9; p> 0.136). The shoulder seems to act
mostly in the first part of the pull-up, while the elbow
has a higher angular velocity near the end of the pull-
up. Joint motion pattern exhibit a proximal-to-distal
sequence for the first two joints as it has been gener-
ally observed in upper-limb throwing (Putnam 1993)

or vertical jumping (Bobbert and van Ingen Schenau
1988). However, no significant trend can be estab-
lished for the wrist. One explanation could be the
lack of force production around this joint for a large
angle amplitude.

3.3. Forces at the hands

Table 1 shows the maximal values reached by the
sum of each axial absolute force during the concentric
ascending phase, related to the participant’s weight.
The differences in maximal forces measured, between
the CM and Con JPU are not significant (Fx: p¼ 0.4;
Fy: p¼ 0.07; Fz: p¼ 0.84), although we can identify a
tendency for antero-posterior force to be higher dur-
ing CM JPU than Con JPU. The increased perform-
ance of the CM JPU does not come with higher
maximal forces. In addition, the maximal measured
efforts in frontal and sagittal planes are not neglect-
able (from 22% to 40% of the weight). This suggests
that these efforts should be taken into account, even
if they do not directly contribute to performance.

4. Conclusions

The CM JPU performance has a significantly superior
height compared to the Con JPU.

Both JPU are sequenced in a proximal-to-distal
pattern for shoulder and elbow joints and generate a
maximal hand reaction force of similar amplitude.
CM JPU does not imply producing greater efforts in
the ascent phase to provide higher jump.

This study allows us to highlight the non-vertical
stabilization forces present during the pull-up move-
ment which represent a significant part of the effort.
produced.
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Mechanical work during ski
mountaineering: the effect of
climbing slopes
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1. Introduction

Ski mountaineering (SkiMo) is a winter sport that
involves alternately climbing and descending slopes on
a snow-covered support. The climbing section being
highly strenuous and energy demanding, numerous
research has been done on the physiological determi-
nants of performance. However, few studies has
focused on the biomechanical aspects of this locomo-
tion while it is also very stressful and interesting from
this point of view. The climbing section involved the
generation of propulsive force by upper- and lower-
body muscles to overcome gravity (i.e. increase poten-
tial energy). Power output is limited by equipment,
such as the restriction of ankle flexion-extension by the
ski boots or the deformation of the skis. In addition,
high slopes can be climbed, thanks to the high friction
generated by the skins under the ski sole and the snow.
The propulsive phase can be followed by a gliding
phase, which is also limited by the high friction pro-
duced by the skins reducing the gliding length.
Therefore, the climb in SkiMo requires an important
mechanical work production. To our knowledge, only
2 studies have measured power output in SkiMo using
multisensor inertial measurement unit attached to a ski
with specific algorithm proposed by Gellaerts et al.
(2018). Praz et al. (2016) investigated the evolution of
the mechanical efficiency (mechanical work divided by
metabolic work) at different speeds and slope gradients.
But no power data is presented or discussed. Recently,
Kayser and Mariani (2022) present the performance
analysis of the uphill sections of a long-distance SkiMo
team competition. Power values from 237 to 321W are
just presented but not discussed. It therefore seems
relevant to study the mechanical work developed dur-
ing skiing. The external mechanical work (Wext) corre-
sponds to the sum of the positive increments of the
total mechanical energy of the center of mass (CoM),
the latter being the sum at each instant of the gravita-
tional potential (PE) and kinetic (KE) energies
(Cavagna et al. 1963). The fluctuation of these mechan-
ical energies come from either an energy supply linked
to a muscular contraction or a transfer between

potential and kinetic energies, requiring no muscular
contraction (Cavagna et al. 1963). A small part of PE is
not transferred and used to overcome friction during
the gliding phase (if any). The percentage of alternate
transfer between PE and KE (R%) depends on locomo-
tion and external factors such as speed and slope
(Minetti et al. 2002). When walking, R% is the result of
a swinging inverted pendulum trajectory of the CoM
(Margaria and Cavagna 1965) and can reach 65%. It
varied according to the slope, mechanical energy trans-
fer was less effective when the slope rose (Gottschall
and Kram 2006). In contrast, during running, there is
no transfer between KE and PE. So what about SkiMo?
The aim of this study was to determine the mechanical
external work in SkiMo using the Cavagna et al.’s
method, to quantify the power output, energy transfer
and to study the possible effect of the slope.

2. Methods

Seventeen male ski-mountaineers (22 ± 4 yr;
179.4 ± 5.3; 68.6 ± 6.0 kg; minimum 5 years of practice)
performed a field ski-mountaineering ascending test
on a groomed alpine skiing track. All used the same
equipment (pair of skis, bindings, skins, ski boots;
Salomon, Annecy, France). After a standardized warm
up route, they tested successively two slope gradients
(20 and 38%) over a distance of 400m. The velocity
was self-selected so as to be sub-maximal. A single
camera (GoPro Hero 7 Black, 60Hz) fixed perpen-
dicularly to the movement of the skier was used to
acquire the coordinates of markers. The parallax error
was corrected, and a moving average window over 6
frames was applied. Biomechanical parameters (fre-
quency in cycle min1, velocity in km h�1) were calcu-
lated thank to a lateral malleolus marker. The vertical
and horizontal CoM displacement was estimated from
the position of the greater trochanter to calculate
respectively the fluctuation of PE and KE per cycle.
R% was determined as ((WPE þ WKE � WEXT)/(WKE

þ WPE)) x 100, with WPE: potential work, WKE: kin-
etic work and WEXT: external work, expressed in J
min�1. Five to seven cycles per slope were measured
and averaged. After checking for normal distribution,
Student’s t-test were performed to compare variables
between slope conditions. Pearson correlation was
also conducted to assess associations of tested
variables.

3. Results and discussion

With increasing slope gradient, self-selected velocity
and frequency decreased significantly (p< 0.001;
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Table 1). It is relevant to take an interest in kinematic
parameters since they are influenced by snow condi-
tions, slope and speed during SkiMo (Praz et al.
2016). Authors showed that higher speed on moderate
uphill slope is achieved by increasing both stride
length and frequency, with a shortened propulsive
phase, but no significant variation in its relative dur-
ation. Moreover, velocity uphill during skiMo is
achieved primarily by more frequent (rather than lon-
ger) strides due primarily to high resistive forces.

The major finding was the climbing SkiMo locomo-
tion allows the transfer of energy between PE and KE
during the propulsive cycle. During the first half of the
single propulsive period, KE of the CoM decreases and
is converted into PE. Conversely, during the second
half of the single propulsive period, PE of the CoM
decreases and is converted into KE. This energy trans-
fer is �24% for a slope of 20%. This value is much
lower than the R% measured during walking, but this is
mainly explained by the SkiMo equipment (heavy
weight at the extremity of the lower limb, degradation
of the ankle kinematics, .) and by the specific SkiMo
locomotion (gliding phase, friction force, .)

Moreover, R% decreases significantly with the slope
(0< 0.001; Table 1), being only 14% for the 38% slope.
When the slope is slight, it is easy to compensate the
PE thanks to the KE. However, when climbing, the PE
needs are greater, so the compensations by the KE
become more complicated. Especially since, in our pre-
sent study, the self-selected velocity has significantly
decreased with the increase in the slope. Consequently,
increasing the slope during SkiMo requires an increase
in PE but leads to a decrease in KE. The degradation of
R% with slope has already been shown during walking
(Gottschall and Kram 2006).

Finally, R% was influenced by the velocity, as
shown by the positive linear relationship between R%
and velocity for both slopes mixed (r¼ 0,85 p< 0.01;
Figure 1) and for each slope (r¼ 0,74 p< 0.01 at 20%,
r¼ 0,83 p< 0.01 at 38%). Higher speed is associated
to higher KE during the CoM displacement, which
allows a greater transfer of energy between KE and
PE, PE being required to pass the CoM above the
foot and to overcome gravity during a climb.
However, the results should be viewed with caution,
as slope effect on R% can also be the consequence of
the difference in velocity between the two slopes.

4. Conclusions

The climb in SkiMo requires a consequent mechanical
work production, even if a part of the CoM mechan-
ical energy comes from a transfer between the gravita-
tional potential and kinetic energies during the
propulsive phase. This transfer is degraded with the
increase in the slope.

It is therefore important to take this transfer into
account when determining the mechanical work or
power output during SkiMo to avoid any overestima-
tions. Yet, further development is required to obtain a
reliable estimate of the mechanical work, also consid-
ering the lost frictional force.

Moreover, when the aim is to associate mechanical
and metabolic work, the determination of the internal
work can be important. Indeed, the masses at the
extremities of the lower limb being high, the inertia
must be taken into account and therefore the internal
work necessary to accelerate these segments.

Acknowledgements

Thanks to Salomon SA for the equipment and to the skiers
for the mechanical work produced.

References

Cavagna GA, Saibene FP, Margaria R. 1963. External work
in walking. J Appl Physiol. 18:1–9. doi:10.1152/jappl.
1963.18.1.1.

Gellaerts J, Bogdanov E, Dadashi F, Mariani B. 2018. In-
field validation of an inertial sensor-based system for
movement analysis and classification in ski mountaineer-
ing. Sensors. 18(3):885. doi:10.3390/s18030885.

Gottschall JS, Kram R. 2006. Mechanical energy fluctuations
during hill walking: the effects of slope on inverted pen-
dulum exchange. J Exp Biol. 209(Pt 24):4895–4900. doi:
10.1242/jeb.02584.

Kayser B, Mariani B. 2022. Exceptional performance in
competitive ski mountaineering: an inertial sensor case

Table 1. Biomechanical parameters in both slopes.
Slope 20% Slope 38%

Frequency (c min�1) 111.8 ± 9.1 62.7 ± 8.8
Velocity (km h�1) 6.35 ± 0.95 2.92 ± 0.99
R% (%) 25.0 ± 3.8 14.3 ± 5.7

Figure 1. Evolution of percentage of energy transfer (R%)
with the velocity.

COMPUTER METHODS IN BIOMECHANICS AND BIOMEDICAL ENGINEERING S19

https://doi.org/10.1152/jappl.1963.18.1.1
https://doi.org/10.1152/jappl.1963.18.1.1
https://doi.org/10.3390/s18030885
https://doi.org/10.1242/jeb.02584


study. Front Sports Act Living. 4:854614. doi:10.3389/
fspor.2022.854614.

Margaria R, Cavagna GA. 1965. The mechanics of walking.
J Physiol. 57:655–656.

Minetti AE, Moia C, Roi GS, Susta D, Ferretti G. 2002.
Energy cost of walking and running at extreme uphill
and downhill slopes. J Appl Physiol. 93(3):1039–1046.
doi:10.1152/japplphysiol.01177.2001.

Praz C, Fasel B, Vuistiner P, Aminian K, Kayser B. 2016.
Optimal slopes and speeds in uphill ski mountaineering:
a field study. Eur J Appl Physiol. 116(10):2017–2024. doi:
10.1007/s00421-016-3455-2.

KEYWORDS Center of mass; transfert; velocity; kinetic; potential

frederique.hintzy@univ-smb.fr

S20 ABSTRACTS 48th Congress of the Society of Biomechanics

https://doi.org/10.3389/fspor.2022.854614
https://doi.org/10.3389/fspor.2022.854614
https://doi.org/10.1152/japplphysiol.01177.2001
https://doi.org/10.1007/s00421-016-3455-2


Numerical investigation of head
injury risks during ski collisions
with obstacles

M. Dorsemainea,b,c, C. Massona, S. Riveillb and
P.-J. Arnouxa,c

aAix Marseille Univ, Univ Gustave Eiffel, LBA, Marseille, France;
bDomaines Skiables de France, Francin, France; ciLab-Spine:
International Laboratory on Spine Imaging and Biomechanics

1. Introduction

Various obstacles can be found on or close to ski
slopes: trees, rocks, lifts, snowmaking equipment, etc.
Collisions with these obstacles (CWO) while skiing or
snowboarding are rare (<3% (Dorsemaine et al.
2023)) but constitute a major cause of severe trau-
matic brain injury or death on ski areas (Ruedl et al.
2011; Bailly et al. 2017).

The performances of safety padding used on
obstacles to protect skiers has been experimentally
evaluated using isolated head impactors (Dorsemaine
et al. 2021) or partial Anthropomorphic Testing
Device (Scher et al. 2021). These studies investigated
the parameters influencing padding performances and
assessed the injury risks for given testing conditions.
However, padding performances regarding the diver-
sity of accident conditions and impact conditions
remain unknown.

To investigate this point, numerical simulations are
complementary tools that have been used to charac-
terize impact conditions during unprotected CWO
(Dorsemaine, Llari, et al. 2023). Therefore, the aim of
this study is to evaluate the protection brought by
padding regarding head injuries in multiple scenarios
of CWO.

2. Methods

To investigate multiple scenarios of CWO while ski-
ing, a skier model (Bailly et al. 2018) previously used
to define impact conditions in CWO was used on
Madymo 7.5.

2.1. Padding calibration and validation

A 15-cm thick padding was first modelled and cali-
brated using experimental drop tests where a 6 kg
metallic head impactor fell from 2m and 3m on a
padding sample on the floor (Dorsemaine et al. 2023).
The tests were numerically modelled on Madymo to
calibrate the padding mechanical behavior. The

impactor was modelled rigid and the padding behav-
ior was a combination of an elastic force, a velocity-
dependent damping force and a friction force.

Additional experimental drop tests were conducted
with a 7.1 kg head impactor for drop heights up to
5m to assess the model validity for higher impact
energies.

2.2. CWO modelling

The padding and skier models were then used to
investigate CWO injury risks using a full design of
experiments (DOE). The input parameters were: the
skier morphology (5th, 50th, 95th percentile), his ini-
tial speed (30, 45, 60 km/h), his orientation towards
the slope (0�, 45�), the slope difficulty (green, blue,
red, dark), the obstacle shape (tree, lift pole, wall), its
protection (none, padding). Collision occurred either
after a fall caused by a snow mound (2 possible posi-
tions) with the 2 obstacle distances (5m, 10m); or
without previous fall leading to a direct collision of
the skier with the obstacle. Among the 2160 simula-
tions done, 1846 induced a CWO (Figure 1). Head
injury risks were assessed using maximal linear head
accelerations with 2 thresholds: 78 g for mild injuries
and 180 g for severe injuries (Newman et al. 2000;
Mertz et al. 2003). The analysis focused on the impact
with the obstacle. Post-processing was performed on
Matlab 2020 and R, with Wilcoxon and Kruskal-
Wallis tests.

3. Results and discussion

Numerical acceleration curves and maximal acceler-
ation values were close to experimental tests for the
calibration process (<11% of variation) and for the
validation at higher drop heights.

The padding significantly reduced maximal head
accelerations (p< 0.05): 368 ± 275 g without padding
versus 215 ± 241 g with padding. Without padding,

Figure 1. Example of a collision after a fall against a tree pro-
tected by a padding.
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most accident conditions were at risk of mild or
severe injuries (Figure 2). Maximal head accelerations
were significantly influenced by skier initial speed,
obstacle shape and obstacle distance (p< 0.05,
Figure 2). In particular, the risk of severe head injury
was moderate for initial speed up to 45 km/h and for
collision after a fall (distance of 5m or 10m). These
conditions were still likely to induce mild head inju-
ries. However, direct collisions or collisions with an
initial speed of 60 km/h were most of the times at risk
of severe head injury.

The influences of skier initial speed and obstacle
distance on injury risks were expected. However, it
still brought useful information on padding perform-
ances and on the conditions where the padding
reduced the injury risks compared to the cases with-
out padding. For some conditions, the risk of injury
remained important even with padding. For these
cases, complementary prevention and protection
measures should be considered to dissipate energy
prior to the impact.

4. Conclusions

This work brought the first evaluation of padding
performances to protect from head injury risks in
various accident conditions. It also brought a first
identification of padding limits to protect from inju-
ries. These results are useful information for padding
manufacturers to improve the performances of their
products but also for ski areas to guide them on the
prevention of CWO, especially on high speed areas.
Future studies could focus on investigating critical

scenarios using anthropomorphic dummies in full-
scale tests to create experimental data for simulation
validation and extend this analysis to other protection
device used on ski slopes.
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Figure 2. Influence of initial speed and obstacle distance on
head maximal acceleration according to obstacle protection.
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Large-scale facilities for small-scale imaging in biomechanics

Comparison of healthy and dentino-genesis imperfecta-affected dentin: ultrastructure andmechanics, page S24.
Deep Learning for bone segmentation: towards automating failure load simulations, page S27.
Exploring damaged elastic arteries by Synchrotron X-ray Micro-CT, page S30.
High-resolution imaging of the Osteocyte Lacuno-Canalicuar Network of peri-implant newly formed bone,
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1. Introduction

The tooth is the hardest organ in the human body, com-
posed mainly of dentin, which lies between enamel and
pulp. Dentin is a mineralized collagen framework com-
prising 70% carbonated hydroxyapatite, 20% organic
matrix (mainly type I collagen), and 10% water. The
tooth’s remarkable ability to withstand mechanical
forces without fracturing comes from its complex micro-
and nano-structural organizations. Dentinogenesis
Imperfecta (DI) is a rare genetic disease that causes severe
dentin hypomineralization and damage to its structure
(de la Dure-Molla 2015). In some cases, DI is caused by a
type I collagen mutation (Yamaguti 2023), which leads to
the modification of dentinal tissue organization at the
nanoscale and microscale. Clinically, DI results in the
accelerated attrition of the dentin tissue, ultimately culmi-
nating in tooth loss, likely as a consequence of decreased
mechanical properties. In this study, we present an ori-
ginal analysis of the ultrastructure and nanostructure of
healthy dentin compared to dentin affected by DI. The
collagen fibrils and hydroxyapatite entanglement in both
samples is observed by Scanning Electron Microscopy
(SEM) and Transmission Electron Microscopy (TEM). In
future work, we will be to assess the local mechanical
properties using nano-indentation.

2. Methods

2.1. Sample preparation

One deciduous tooth with no visible pathological
signs was prepared for the control sample. In

contrast, a deciduous molar was chosen for patho-
logical dentin from a patient diagnosed with DI
exhibiting damage to type I collagen. All samples
were sectioned from the crown to the root and mech-
anically polished using abrasive Si-C paper with
decreasing grain size. The samples were then dehy-
drated progressively through a series of increasing
ethanol concentrations. A thin layer of carbon, a few
nanometers thick, was deposited on the samples to
limit charging effects.

2.2. Scanning electron microscopy

The sample was observed under SEM (Helios660,
FEI) in backscattered electron (BSE) mode (voltage
15 kV, current 0.8 nA).

2.3. Focused-Ion beam

Thin slices for transmission electron microscopy were
prepared in the different samples using a focused ion
beam–scanning electron microscope (Helios660, FEI).
The chosen area were extracted perpendicular to the
dentino-enamel junction, in middle dentin, and away
from the ‘comet-like’ structures.

2.4. Transmission electron microscopy

The obtained sections were observed with a transmis-
sion electron microscope (TITAN3 G280-300 S/TEM,
FEI). We used both high-angle annular dark-field
scanning transmission electron microscopy (HAADF
STEM) mode at 300 keV for imaging the sections.
The samples were analyzed by Energy dispersive
X-ray spectroscopy (EDS) to determine the atomic
percent (at%) of carbon (C), oxygen (O), Magnesium
(Mg), Calcium (Ca), and Phosphorus (P). The Ca/P
ratio was therefore calculated.

2.5. Image analysis

The TEM image analysis was done using the ImageJ
Fiji software. Due to FIB-SEM for TEM slice prepar-
ation, the curtaining effect was reduced by the soft-
ware’s BandPassFilter tool. Collagen fibrils and
mineral lamellae of hydroxyapatite crystals dimen-
sions were quantified using ImageJ plot profile tool.

3. Results and discussion

Using SEM on the healthy samples, we observed den-
tin structure characterized by tubules embedded in a
mineralized organic matrix. In contrast, the tooth
affected by DI presented fewer tubules, and the peri-
tubular dentin was thinner. Parallel to the enamel-
dentin junction and concentric around the pulp
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chamber, we observed striations indicating an alterna-
tion of areas with mineral density variations and
comet-like structures that seem to constitute mineral-
ization defects around some tubules (Figure 1).

We also found the interlocking of collagen fibrils
and hydroxyapatite crystals using transmission elec-
tron microscopy. In the healthy samples, we visual-
ized collagen fibrils all lying in the same plane,
recognizable by their characteristic periodic contrast.
These fibrils were mineralized with carbonated
hydroxyapatite crystals. In the DI samples, the colla-
gen fibrils appeared to have a different organization,
with varying orientation planes of these fibrils. Some
areas were afibrillar, with a higher electronic density
(Figure 2).

The mineral part occupies more than 90% of the
surface in A and B areas (Figure 2). It is more diffi-
cult to assess this ratio in healthy dentin, but a min-
eral content of 55% in volume has been evaluated by
Vennat et al. 2009. Therefore, a drastic decrease in
organic content is present locally in DI-affected
dentin.

We can infer that the modifications in the minera-
l/organic organization and ratios in DI teeth will play

an essential role in the mechanical properties of the
affected tissue. The areas with a high mineral content
will tend to be harder, stiffer, and more brittle. It is
supported by the fact that we observed cracks initiat-
ing inside the highly mineralized ‘comet-like’ areas
(white arrows in Figure 1). We also observed cracks
passing through the interface between two periodic
striations.

Looking at the crystals’ size, we did not observe
any statistical difference between healthy dentin and
dentin affected by DI. Using the EDS analysis, we
found Ca/P ratios approximatively at 1.67 (ideal
hypothetical value in hydroxyapatite crystals), with a
tendency to lower values in dentin affected by
dentinogenesis.

4. Conclusions

Cutting-edge imaging techniques enabled us to better
describe and characterize dentin tissue’s nano- and
microstructure. Healthy and DI-affected dentins high-
light very different micro- and nano-structures.

At the microscale, the DI-affected tissue exhibited
periodic striations, and ‘comet-like’ structures
together with a very low tubule density.

At the nanoscale, the difference is also striking
with a mineral content that seems to be globally more
present and distributed abnormally in DI affected
dentin.

This work paves the way to a better understand-
ing of the mechanical properties of the affected
tissue in relation to its abnormal micro- and nano-
structure.

Nano-indentation on the affected tissue will be
performed to assess the local mechanical properties
and we plan to build a finite element model of the
tissue based on experimental results to probe the
impact of the modified micro- and nano- structure
on the resulting effective properties.

Acknowledgements

We acknowledge the ‘Fili�ere Tête-Cou’ for its financial sup-
port (Ultradents project).

References

de La Dure-Molla M, Philippe Fournier B, Berdal A. 2015.
Isolated dentinogenesis imperfecta and dentin dysplasia:
revision of the classification. Eur J Hum Genet. 23(4):
445–451. doi:10.1038/ejhg.2014.159.

Vennat E, Bogicevic C, Fleureau J-M, Degrange M. 2009.
Demineralized dentin 3D porosity and pore size

Figure 2. TEM images DI-affected (A and B) and healthy den-
tin (C) samples. High angle annular dark filed detector –
Scanning TEM. Scale bar: 50 nm.

Figure 1. SEM image of the tooth affected by DI (A and B)
compared to healthy dentin (C). Scale bars: 100lm (A) and
20mm (B and C).

COMPUTER METHODS IN BIOMECHANICS AND BIOMEDICAL ENGINEERING S25

https://doi.org/10.1038/ejhg.2014.159


distribution using mercury porosimetry. Dent Mater.
25(6):729–735. doi:10.1016/j.dental.2008.12.002.

Yamaguti PM, de La Dure-Molla M, Monnot S, Cardozo-
Amaya YJ, Baujat G, Michot C, Fournier BPJ, Riou MC,
Caldas Rosa ECC, Soares de Lima Y, et al. 2023.
Unequal Impact of COL1A1 and COL1A2 Variants on

Dentinogenesis Imperfecta. J Dent Res. 102(6):616–625.
doi:10.1177/00220345231154569.

KEYWORDS Dentin; dentinogenesis imperfecta; ultrastructure;
electronic microscopy

margot.riou@aphp.fr

S26 ABSTRACTS 48th Congress of the Society of Biomechanics

https://doi.org/10.1016/j.dental.2008.12.002
https://doi.org/10.1177/00220345231154569


Deep learning for bone
segmentation: towards automating
failure load simulations

E. Saillarda, M. Gardegaronta,c, F. Bermondc,
D. Mittonc, J.-B. Pialatb,d, C. Confavreuxd,
H. Folleta and T. Grenierb

aINSERM, LYOS UMR 1033, Univ Lyon, Lyon, France;
bINSA-Lyon, CREATIS, UMR5220, Univ Lyon, Villeurbanne,
France; cUniv Eiffel, LBMC UMRT9406, Univ Lyon, Lyon, France;
dHospices Civils de Lyon, France

1. Introduction

Bone segmentation is an important step in perform-
ing biomechanical simulations on in-vivo CT data as
it is a mandatory step to obtain meshes needed for
numerical simulations. Segmentation can be a tedious
task when done manually, and expert segmentations
are subject to intra-operator and inter-operator
variability.

Nowadays, deep learning approaches can perform
this image segmentation task automatically (Aljabri
and AlGhamdi 2022). These approaches must be
trained on many images to guarantee a minimum
of generalization to new images. However, it is not
always possible to have many images with their
manual segmentations. It is then necessary to use
training techniques to make the best use of the
available data.

In this paper, we propose a dedicated pipeline of
pre-processing, deep learning-based segmentation and
post-processing for human femurs and vertebras seg-
mentation of CT-scans volumes.

For both tasks, we experimented with three U-Net
architectures and showed that out-of-the-box models
enable automatic and high-quality volume segmenta-
tion, if carefully trained.

2. Methods

In this section, we first detail the database used for
the two segmentation tasks, then the preprocessing
developed to ensure the deep learning networks trains
correctly (architectures used presented in section 2.3).

2.1. Datasets

For the femur segmentation task, we used our
in-house MEKANOS dataset that consists of eleven
CT-scans of hips, where both femurs are present.
Those scans were acquired in clinical routine follow-
ing a standard procedure (axial slice 512� 512 pixels,
slice thickness 0.7mm) and with different manufac-
turer acquisition systems. Some femurs have meta-
static osteolytic lesions which complicate the
segmentation task. For this database, 11 3D manual
segmentations are available, corresponding to 18
femurs. 12 femurs were used for training, 4 for valid-
ation and 2 for testing.

For the vertebra segmentation task, we used two
publicly available datasets: VerSe2019 and VerSe2020
(Sekuboyina 2021). Those datasets contain 374 CT-
scans of various sizes all with manual segmentation.
The number of vertebras on each scan ranges from 3
to 25, with all types of vertebras present in the data-
set. In this study we retained 368 patients who do not
have additional transitional T13 scanned. 246 scans
were used for training, 62 for validation and 60 for
testing.

2.2. Pre-processing pipeline

For femur segmentation, we propose a fully auto-
mated pre-processing pipeline to facilitate the deep
learning training. This consists in transforming the
scans with two femurs into separate femur volumes
with the same orientation, and then obtain the reso-
lution and intensity range for all volumes. This pre-
processing task is done in several steps (Figure 1). It
allows to increase the size of the dataset: all femurs

Figure 1. Pre-processing pipeline proposed for femur segmentation.
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are seen as right femur. Then, the intensity values of
these volumes are clipped and normalized from 0
to 1.

2.3. Neural networks

We used several convolutional neural networks all
based on the U-Net architecture (Aljabri and
AlGhamdi 2022). We implemented a 2D multi-planar
U-Net, as well as a 3D U-Net. We compared the
results with nnUNet, the state-of-the-art convolu-
tional neural network for medical image segmentation
(Isensee 2021).

Three 2D-Unet were trained on axial, coronal and
sagittal slices. The 3 resulting segmentations were
then fused using majority voting. The 3D-UNet
model was trained using random patches of size
64� 64� 64. 2D and 3D UNets were trained using
Adam optimizer (b1¼ 0.9, b2¼ 0.999) and a DICE
loss, for 250 and 500 epochs respectively, with a
learning rate a¼ 2� 10�4, a batch size of 16 and
34.5M parameters total for 2D-UNet, a¼ 3� 10�5, a
batch size of 4 and 12M parameters for 3D-UNet.
Data augmentation, such as random rotations, trans-
lations, shearing and scaling was used to prevent
overfitting. We also added morphological post-proc-
essing operations to remove small unwanted islands.
The nnUNet architecture used is the ‘3d-fullres’, with
patch sizes automatically selected and default parame-
ters. The optimizer used is SGD with an initial learn-
ing rate of 0.01. The batch size was set to 2 for both
trainings, with a total number of parameters of
30.8M for femur segmentation and 31.2M for verte-
brae segmentation.

3. Results and discussion

To quantify the results, we used the Sørensen-Dice
score (noted DSC) to evaluate the similarity between
the ground-truth and the automatic segmentations
([0;1] where 1 is the best), as well as the Hausdorff
distance (noted HD) to evaluate the maximum errors
of the automatic segmentations (in mm, smaller the
better). All metrics are computed on 3D volumes. We
used a 5-fold cross-validation to quantify more accur-
ately the results.

As shown in Table 1, the DSC obtained for both
tasks exceed 0.9 which are good segmentation per-
formance when our pre-processing is used. The
results also show that U-Net 3D and nnUNet outper-
form the multi-axial 2D-UNet for the femur segmen-
tation task. U-Net 3D and nnUNet perform very
similarly on this task, with only a slight improvement
of HD for U-Net 3D. Our femur segmentation

pipeline shows results comparable to state-of-the-arts
methods (Liang 2021), and our vertebras segmenta-
tion method shows results similar to the best methods
using the VerSe datasets (Isensee 2021).

For vertebras segmentation, nnUNet proved very
efficient, but the HD is much higher, due to small
mislabelling of some vertebras. Figure 2 shows results
obtained with our approach and the errors made
when comparing to experts. The proximal part of the
femur is more prone to segmentation errors than the
distal part, but inaccuracies remain minimal. For ver-
tebra segmentation, the vertebral body and pedicle are
less likely to be mislabelled or mis-segmented than
the spinous or transverse process, where the delimita-
tion between 2 vertebras is more difficult to assess.

The total training time is 12 h for 2D-UNet per
axis, 16 h for 3D-UNet and 48 h for nnUNet on the
femur dataset. This substantial difference is also pre-
sent during inference, where nnUNet takes 30min for
a prediction when standard models only take 3min.

4. Conclusions

In this paper, we proposed a dedicated pre-processing
pipeline for femur segmentation as well as deep learn-
ing based segmentation methods for femurs and ver-
tebras segmentation. From our experiments, we
showed that it is primordial to use pre-processing in
order to improve the segmentation results. U-Net
architectures are efficient and can serve as primary
tools to perform automated bone segmentations. The

Table 1. Segmentation results obtained with our different
models.
Task/Dataset Algorithm DSC HD (mm)

Femur
segmentation
MEKANOS database

U-Net 2D multi axial
No pre-processing

0.74 ± 0.085 49.86 ± 12.57

U-Net 2D multi axial 0.93 ± 0.011 2.3 ± 0.82
U-Net 3D 0.96 ± 0.008 2.2 ± 0.71
nnUNet 3d_fullres 0.96 ± 0.006 2.4 ± 0.84

Vertebras
segmentation
VerSe database

nnUNet 3d_fullres 0.88 ± 0.016 19.74 ± 9.45

Figure 2. Automatic segmentations obtained with
nnUNet(left), pixels distance to the ground-truth(right).
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results obtained allow us to envision the use of this
approach in a broader pipeline in biomechanical sim-
ulations on patients with metastatic lesions.
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1. Introduction

Diabetes is a chronic pathology affecting about 10%
of the world population. It accelerates arterial stiffness
and increases the probability of cardiovascular dis-
eases. The effect of diabetes on the stiffness of the
vascular system has been broadly estimated to corres-
pond to 6–15 years of chronological aging (Vatner
et al. 2021). This pathology is mainly characterized by
an important level of blood glucose leading to the for-
mation of cross-links within elastin fibers and colla-
gens, resulting in a decrease of arterial wall
distensibility.

Large arteries such as the aorta contain, in their
extracellular matrix, an amorphous elastic hydropho-
bic polymer named elastin, which is the major com-
ponent of elastic fibers. Its entropic elasticity and its
concentric lamellar organization within the aortic wall
allow the aorta to remain in a reversible deformation
domain during the cardiac cycle, which alternate
phases of overpressure and contraction. Alterations to
elastin due to a pathological situation or aging per-
manently affect the arterial mechanics.

Synchrotron X-ray microtomography (m-CT) ena-
bles imaging of large sample volumes with sub-micro-
metric resolution associated to millimeter size field
(Weitkamp et al. 2020; Ben Zemzem et al. 2021). We
have developed a protocol to harvest mice aorta, with
a limited collapse, for m-CT imaging.

2. Methods

2.1. Animals and sample preparation

Mouse procedures were authorized and realized in
accordance with local laws (agreement D-51-454-2).
The mice, 6-month-old C57BL6J (control, n¼ 4) and
6-month-old db/db (diabetic, n¼ 6), were purchased
from C. River and share the same genetic
background.

Aortas were collected after euthanasia and heparin
injection, the heart and aorta were then flushed with
phosphate buffered saline to remove residual blood.
The aorta was further prefixed by injecting 4% forma-
lin then filled of 1% low melting agarose to keep the
aorta opened and to prevent collapse during dehydra-
tion and inclusion steps. Gel solidification in the
lumen exerts a counterpressure to avoid collapse. The
heart and aorta were collected with surrounding tis-
sues. Finally, the samples were fixed in 4% formalin,
dehydrated, and embedded in paraffin. The final sam-
ples were about 4-cm-long paraffin rods containing
the heart and aorta.

2.2. Imaging procedures

Synchrotron X-ray m-CT was performed on the
ANATOMIX beamline (SOLEIL synchrotron, Gif-sur-
Yvette, France) with an effective pixel size of 0.65 mm
at the sample level. Tomographic reconstruction was
performed using the standard processing pipeline at
the beamline. The reconstructed volume stacks for
each scan contained 2048� 2048� 2048 voxels of size
(0.65 mm)3, giving a 32GB file per stack.

2.3. Arterial structure segmentation

Arterial structures were segmented automatically from
reconstructed stacks with bespoke Matlab scripts as
previously described (Ben Zemzem et al. 2021). The
result of this segmentation for each tomography vol-
ume scan is a 2048-image 3D stack containing 8-bit
voxels of the arterial wall.

2.4. Reserve length of elastic lamellae

Elastic lamellae are first ‘fragmented’ using threshold-
ing. Typically, about 15–30 fragments are kept per
image, leading to about 2,000–30,000 fragments per
stack. 10 images stacks were retained for control
mice, 11 for diabetic mice.

3. Results and discussion

Figure 1a shows a typical reconstructed raw 2D image
plane extracted from a synchrotron X-ray m-CT
acquisition (20483 voxels) at 0.65 mm/voxel for an aor-
tic segment of a 6-month control mouse. The sample
was not sectioned and not stained.

The phase-contrast image exhibits the different
structures of the aortic environment from the thoracic
region. Figure 1b shows an automatic segmentation of
elastic structures by our program.

Elastic lamellae are altered in diabetic mice (Figure
2 upper row versus lower row). The control presents
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a wavy aspect indicating a reserve length. This reserve
length allows a spring to be stretched above its appar-
ent length, i.e. its end-to-end distance. If a spring is
stretched too much or altered, it loses its reserve and
its ability to be reversibly deformed when over-
stretched. To assess the reserve length of these lamel-
lae, we compute, for a given segment, the ratio (r)
between its Euclidean (i.e. end-to-end) and geodesic
lengths (i.e. its real length). 127,180 measurements
were made on control mice (r¼ 0.823, r ¼ 0.047),
159,485 on diabetic mice (r¼ 0.889, r ¼ 0.026) to
have an exhaustive view over the length, for each elas-
tic lamella and in each orientation. Our analysis
shows that diabetic mice have lost a significant part
(p< 0.004) of their reserve length (59.5% less) as
compared to the control group (Ben Zemzem et al.
2022).

We have previously shown (Ben Zemzem et al.
2021) that an inner lattice-like network (Figure 2,
upper right image) is present inside the elastic

structure, to which it seems to confer flexibility and
resistance. 6-month-old diabetic mice exhibit a drastic
destruction of this network (Figure 2, lower right
image) in comparison of normal mice of the same
age, suggesting a structural role for this lattice-like
network.

To go further in our study, we have developed an
approach combining standard image analysis and
deep learning approaches to segment and separate
finely the elastic lamellae to study them one by one,
associated with the capabilities of the ROMEO super-
computer (Reims), allows us to extract parameters
such as local geometry (thickness, density, local
curvature) and the geometry of arteriola branching.

4. Conclusions

In-line phase-contrast synchrotron X-ray microto-
mography of the arterial wall with label-free tissues
grants access to fine details of elastic structures. The
strength of this method lies in its large field, its excel-
lent resolution, and a good contrast for intramural
elastic structures. Coupled to an automatic image ana-
lysis program, this technique provides information
that cannot be obtained using other imaging methods.
Moreover, for each sample, it allows the computation
of thousands of measurements for a given feature,
such as the ratio between Euclidean and geodesic dis-
tances of a segment of an elastic lamella.

Our results show that the reserve length of elastic
lamellae is reduced in diabetic mice together with the
loss of filaments that support the wall. This suggests
that elasticity is correlated to the existence of this lat-
tice-like network that has disappeared at 6months of
diabetes.

The challenge is to extract measurements that
allow us to accurately estimate the physiological age
of the artery. We plan to develop a pressurization sys-
tem to image and measure the deformation of arterial
wall structures under X-ray beam, so as to decipher
the link between small scale alterations and their bio-
mechanical incidence. Further, as the methods we use
allow us to make contiguous tomographic scans, we
can merged them into a global view of the murine
arterial network. This aorta envelope will be used to
model the blood flow inside this deformable network.
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1. Introduction

Bone implants are widely used in orthopedic and den-
tal surgery to restore bone function and structure.
However, the interface between the implant and the
bone can be a site of complications such as implant
loosening, bone resorption, and inflammation.

The bone tissue is highly hierarchical. At the sub-
micron scale, the osteocyte lacuno-canalicular net-
work (OLCN) is a complex system of channels that
interconnects the osteocytes and allows for the
exchange of nutrients, waste products, and signaling
molecules. During bone modelling and remodelling,
this network plays a crucial role in maintaining
bone health and responding to mechanical loading.
Understanding the formation and maintenance of
the OLCN at the implant interface is essential for
developing new strategies to enhance osseointegra-
tion and prevent implant failure (Haridy et al. 2021;
Shah et al. 2018).

To access the level of resolution needed to inves-
tigate the OLCN, high-resolution imaging techniques
can be used, such as scanning electron microscopy
(SEM) (Schneider et al. 2010) which can be com-
bined with Focused Ion Beam (FIB-SEM) to extend
from 2D to 3D information, or nano-computed tom-
ography (nano-CT) (Peyrin et al. 2014). Such high-
resolution techniques are only usable with adapted
image processing and analysis methods, to quantify
the structural properties of the OLCN, such as the
degree of porosity, the dimensions of osteocyte lacu-
nae and canaliculi, and the connectivity of the net-
work. Applied to the bone tissue, such approaches
have provided valuable information on the morph-
ology and organization of the OLCN (Hemmatian
et al. 2021), revealing for instance the spatial hetero-
geneity of the network (Meijering et al. 2016) or
that the geometrical properties of osteocyte lacunae
are almost independent on age (Wittig et al. 2016).

Work investigating the adaptation of the bone tissue
to the presence of an implant is still scarce, data
suggests for instance that collagen fibrils are oriented
parallel with the implant surface.

Using a bone chamber implant model integrated
into rabbit bone for several weeks, we propose to
investigate the newly-formed bone tissue close to a
metallic implant with FIB-SEM and image processing.

2. Methods

2.1. Sample

A standardized coin-shaped TiAl6V4 implant
(Ø5mm, H3mm) with a bone chamber (Figure 1A)
was osseointegrated for 7weeks in rabbit cortical
bone (tibia). After harvesting, the sample was
embedded in PMMA and sliced to expose the newly-
formed bone at the implant surface (Figure 1B).

2.2. Image acquisition

A 20� 30� 30 mm3 region close to the implant
(roughly at a distance of 20 mm) was imaged using a
FIB-SEM (FEI Helios NanoLab 660) in back-scattered
electron (BSE) mode, and ‘Slice and View’ software
(Figure 1C). The resulting 3D images stack consists of
1027 2D grayscale cross-sections (pixel size 16.8 nm)
with a distance of 20 nm between each slice.

2.3. Image pre-processing

The acquired images were processed using Fiji to
remove brightness and reduce noise and artifacts.
First, a 3D Gaussian filter with a standard deviation
of 3 was used to reduce noise. Then, a bandpass filter
with a high spatial frequency of 150 pixels and a low
spatial frequency of 3 pixels was applied to remove

Figure 1. (A) Bone-chamber implant. (B) Sample with bone
tissue stained in red (picrofushin), C. FIB-SEM ‘slice and view’.
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localized brightness, mostly due to charging effects
around cavities (e.g. osteocytes cavities). Finally, to
eliminate the curtaining artifacts coming from the
etching with the ion beam, Fast Fourier Transform
(FFT) was applied to obtain the frequency spectrum.
Periodic horizontal bands were observed and identi-
fied as the artifacts and subsequently removed.

2.4. Image analysis

Once cleaned, the images were threshold-segmented
to isolate the OCLN network (low gray values) from
the mineralized bone (high gray values). Two prefer-
ential subvolumes (9� 9 � 16 mm) were identified
around the osteocyte cavity, which displayed visual
differences in porosity. Canaliculi thickness maps
were extracted using the BoneJ plugin and analyzed
using a MATLAB routine.

3. Results and discussion

After a healing period of 7weeks, the analyzed peri-
implant bone region presented a well-defined lacuno-
canalicular network, with an osteocyte lacuna connected
to a dense meshwork of canaliculi (Figure 2A).

The ellipsoidal lacuna was of approximate dimen-
sions of 10mm in the large axis and 5 mm in the small
axis, and appeared visually aligned parallel with the
direction of the implant surface. The two isolated

subvolumes of the newly formed bone region pre-
sented different local porosity of 1.1% (Figure 2B)
and 5.8% (Figure 2C) which is consistent with litera-
ture data on bone (Buenzli and Sims 2015). The rela-
tive maximum canaliculi thickness was observed to
vary between the subvolumes, with the higher poros-
ity subvolume exhibiting a denser and thicker net-
work of canaliculi (average of 240 ± 80 nm) compared
to the lower porosity one (average of 200 ± 60 nm).

The subvolume presenting lower porosity and thin-
ner canaliculi being closer to the implant, this hetero-
geneity may be due to the adaptation of the tissue to
the implant, which could influence the local bone for-
mation process (Robling and Bonewald 2020).

4. Conclusions

The observed difference in local porosity and canali-
culi thickness in the peri-implant newly formed bone
tissue could be due to the heterogeneity of the newly
formed bone. Such local variations highlight the
importance of considering the local sub- microstruc-
ture when designing and evaluating bone implants.
The ongoing analysis and perspectives of this work
focus on the OLCN orientation and connectivity, to
provide further insights into the bone 3D adaptation
process near the implant. Moreover, data will be com-
pared to mature bone regions of the same sample, to
help understand the differences in the bone tissue’s
local micro and sub-nanostructure.
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1. Introduction

Bone mechanobiology is involved in bone biomechan-
ical integrity. Understanding how this mechanobio-
logical remodeling operates in vivo is interesting in
terms of potential future bone regenerative strategies
development. But while both osteoclasts and osteo-
blasts, bone resorbing and forming cells, are mecha-
nosensitive, the whole bone mechanobiological
remodeling is regulated by the osteocytes. These cells
are able to identified a damaged region before activat-
ing recruited osteoclasts and osteoblasts to resorb this
region and form a new bone.

When dealing with bone mechanobiology, it is
thus determinant to consider how the osteocytes are
mechanically stimulated and how the signalling bio-
molecules are transported towards the osteoclasts and
osteoblasts.

Within bone, osteocytes are trapped in micrometric
lacunae all interconnected through submicrometric
canaliculi crossing the whole matrix. This Lacuno-
Canalicular Network (LCN) is filled with a physio-
logical fluid transmitting the mechanical signals to the
osteocytes, and acting as the carrying media for bio-
molecules. The LCN permeability, involved in both
cells mechanosensation and molecular transport, is
known to depend on its morphology (Lemaire 2012).
But due to the submicrometric canalicular dimensions
and the associated difficulty to characterize it, numer-
ical models used to estimate bone LCN fluids flow are
only based on simplified LCN morphologies. In the
present study, synchrotron radiation nano-computed
tomography (SR-mCT) has been used to develop a
human LCN morphology database to be used in
future for more realistic biomechanical models.

2. Materials and methods

The femoral diaphyses from 27 human donors
(15 females and 12 males) aged from 50 to 95 years
old were harvested. Parallelepiped cortical bone sam-
ples (0.4� 0.4� 4mm3) were cut with the long axis
along the haversian canal axis.

The 27 bone samples were imaged at the ESRF
(Grenoble, France) on the beamline ID16B. Each sam-
ple was scanned at 4 different distances from the
source, with 3400 projections recorded at each dis-
tance over 360�. The X-ray beam energy was set to
29.6 keV. Phase retrieval was performed using a multi
distance Paganin method (Yu 2018). Finally, applying
a standard filtered back projection algorithm provided
volumes made of 2560� 2560� 2160 voxels with a
resulting isotropic voxel size of 100 nm.

Osteocytes lacunae were segmented by applying a
hysteresis thresholding (Dong 2014). Canaliculi segmen-
tation was performed using a more complex procedure,
described in Yu (2018), including the enhancement of
their visibility through a Sato’s vesselness enhancement
method before applying the hysteresis thresholding.

Finally, morphometric parameters, such as the canal-
icular and LCN (canaliculiþ lacunae) total volume frac-
tion (Ca.V/BV and LCN.V/BV in %, respectively)
where BV is the bone volume, the canalicular diameter
(Ca.D in mm), and the canalicular number in function
of the distance to their closest lacuna (Ca.N) were quan-
tified. This parameter was obtained by measuring the
number of holes in a surface growing from the lacunar
wall to a surface 12 mm away from it (Yu 2021).

3. Results and discussion

The proposed image processing protocol was applied to
the 27 human femoral volumes corresponding to a phys-
ical field of view of 256� 256� 216 mm3. The segmented
lacunae and canaliculi are illustrated in Figure 1.

Canalicular volume accounted in average for 0.4%
of the total bone volume. This value increased to 1.1
when considering the whole LCN. This means that

Figure 1. Slice from the VOI and 3D segmented volume with
canaliculi and lacunae in blue and yellow.
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the canaliculi volume represented 36% of the LCN,
the remaining being occupied by the lacunae. The
canalicular diameter was measured at 0.36 mm, with
quite a low standard deviation (8% of the averaged
value) over the investigated population (Table 1).

It was observed that the number of canaliculi
increased slightly with the distance to the lacuna,
from 54 canaliculi at the lacunar wall to 71 at 12 mm
from it (Figure 2). This result suggests that the canal-
icular network branches out as it spreads from the
lacuna. It is interesting to notice the high standard
deviation obtained for these measurements.

To accurately predict fluid circulation, LCN morpho-
logical properties, such as tortuosity or local thickness, are
needed (Lemaire 2012). Similarly, it is known that the
canalicular ramification may play a role in maintaining
the LCN permeability in the case of canaliculi interrup-
tion (Bortel 2022). The current results have shown that
the number of canaliculi tends to increase with the dis-
tance to a lacuna, suggesting a ramification of the network
(Figure 2).

Still, an important variation is observed on this par-
ameter, highlighting the diversified investigated popula-
tion. For example, the female population presented a
trend toward a higher number of canaliculi per lacuna
compared to the male population. Additionally, it was
observed a high intra-individual variability, with an
averaged standard deviation of 31 canaliculi per lacuna
for an averaged number of 54 canaliculi per lacuna at
1mm from it over the investigated population. This
result suggests that the LCN morphology varies within

bone matrix. This is in accordance with previous
results showing lacunar parameters depending on their
localization with bone microstructure (Gauthier 2019).

While in the current study, only global parameters
are provided, the data set allows to locally investigate
the LCN morphology. Such a local investigation is
determinant to better understand the LCN permeabil-
ity distribution depending on bone organization.

4. Conclusions

To the authors’ knowledge, this database is unique
and promising in terms of better understanding of
the LCN and the further numerical modeling of
human cortical bone load-induced fluid flow.
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Table 1. Averaged value and standard deviation (SD) for the
LCN morphometric parameters.

Ca.V/BV (%) LCN.V/BV (%) Ca.D (mm)

Averaged 0.4 1.1 0.36
SD 0.1 0.2 0.03

Figure 2. Distribution of the number of canaliculi with the
distance to the lacunar wall.
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1. Introduction

The use of ultrasound (US) stimulation for bone heal-
ing is a therapeutic approach that dates back over
half a century. Nevertheless, the therapeutic efficacy
of US stimulation of bone remodelling remains an
open question, as the underlying mechanisms
involved are still poorly understood. Among the pos-
sible hypotheses, the propagation of ultrasonic waves
in bone tissue could generate acoustic streaming (AS)
resulting in fluid shear stress exerted on the wall of
osteocytes known as the mechanosensitive conductors
of bone remodeling. Osteocytes are dendritic cells
surrounded by a viscous pericellular fluid (PCF),
ubiquituous in the bone extra-cellular matrix (ECM)
forming a complex micrometric 3D network called
the lacuno-canalicular network (LCN). A first finite-
element (FE) model is proposed to investigate the AS
induced by a US stimulation inside the PCF consid-
ered as a viscous fluid. The resulting wall shear stress
(WSS) applied on the osteocyte process is estimated
for different shapes of PCF space and different viscos-
ities of PCF.

The aim is to explore the relevance of two simpli-
fying assumptions commonly used in the literature: a
geometry of the space occupied by the PCF equivalent
to an annular-section tube, and a PCF viscosity equal
to the viscosity of water. Finally, its quantification is
questioned in regard of stress levels that can trigger a
biological response.

2. Methods

It has been clearly demonstrated that the most sensi-
tive parts of the osteocyte are its processes. According
to the ratio of the transverse dimensions of the canali-
cus (	0.1mm) to its length (	10 mm), a 2D FE model
is implemented on Comsol Multiphysics (v. 6.0) rep-
resenting a cross-section of an osteocyte process sur-
rounded by a layer of viscous fluid representing the
PCF bounded by a wall representing the ECM.

The goal of this work is to estimate the influence of
the shape of the canaliculi and process on the WSS
(averaged WSSav and maximum value WSSmax along
the contour of the process). An idealized (I-model)
geometry of two concentric circles is compared to
realistic (R-model) contour extracted from images
published in (Kamioka et al. 2012) (Figure 1).

The acoustic properties of the cell process and of
the PCF are similar to those of water, except that the
viscosity of the PCF is supposed to vary between
0.65� 10�3 Pa s (viscosity of water at 37 �C) and
0.05 Pa s (Lee et al. 1993). The ECM/PCF interface is
considered as a wall.

To mimic the influence of US stimulation, we
assume that the walls are oscillating in the x-direc-
tion. A first order oscillating velocity U1(f) ¼
i2pfd0ex parallel to the x-direction is imposed along
the ECM/PCF interface to model a harmonic acoustic
wave at frequency f of 1MHz with an amplitude of
displacement d0.

The Navier-Stokes equations are solved inside the
PCF domain using the perturbation method in order
to calculate the acoustic streaming velocity V2 (time
average of the 2nd order term) and to deduce the
resulting WSS applied at the PCF/process interface.
In Comsol Multiphysics 6.0, the Thermoviscous
Acoustics module (in frequency domain) is used in
order to resolve the first order acoustic field. Then,
the acoustic streaming is taken into account by using
the Laminar Flow module and weak form formula-
tions (Muller and Bruus 2014).

3. Results and discussion

The acoustic streaming velocity V2 is calculated inside
the PCF space.

Considering the PCF as water at 37 �C
(mPCF¼mwater ¼ 0.0065 Pa s), and the amplitude of
the oscillation d0¼ 0.4 nm the I-model provides a
V2max ¼ 0.09 mm/s whereas the R-model gives
V2max ¼ 0.11 mm/s (Figure 2).

Figure 1. (a) Idealized I-model and (b) realistic R-model of
PCF (in blue) and process (in gray). Rc ¼ 0.25mm is the canali-
culus radius, Rp ¼ Rc/2 is the process radius.
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The influence of the geometry is quite the same
whatever the viscosity (Table 1). WSSmax is more
dependent to the geometry of the contours as
expected (Table 1). It is worth noting that the WSSav
values for the R-model is more than 2 times higher
than WSSav for the I-model and up to 20 times for
WSSmax values (Table 1) showing that it is necessary
to take into account a realistic geometry to relevantly
investigate US stimulation effect on osteocytes.

Regarding the potential biological response of
osteocytes under US stimulation, it is interesting to
know that for viscosity higher than mref, a value of
d0¼ 0.8 nm is sufficient to induce WSSmax higher
than 0.8 Pa which has been defined as the threshold
to trigger osteocyte mechanotransduction (Weinbaum
et al. 1994). The WSSav reaches this threshold for an
oscillation amplitude d0¼ 2 nm if mPCF ¼ 0.025 Pa s
and for d0¼ 1.8 nm if mPCF ¼ 0.05 Pa s. Note that
WSSav along the process contour is proportional to
d02 for the two geometries.

Although the model is 2D and has the limitations
mentioned above, it tends to confirm that acoustic
streaming can be induced by US stimulation in such
a way that it can trigger biological response.
Moreover, one of the strengths of this model is to
easily investigate other contour shapes to test the
WSS pattern associated with. One can notice that

these realistic geometries can be further complicated
including the tethering elements and ECM protru-
sions present inside the PCF space. In addition, the
viscous fluid model of PCF and cell can be improved
considering them as poroelastic medium and visco-
elastic solid respectively. These considerations will
affect the fluid velocity patterns obtained. Some fur-
ther investigations are in progress to question the
choice of mimicking US stimulation by an oscillating
velocity. Moreover the low intensity ultrasound stimu-
lation used in therapeutics is a pulsed stimulation,
which needs to develop a model in time domain. This
work can give new insights on stimulation of bone
remodeling and could help to understand the under-
lying mechanisms in order to a better care for the
patient.
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Table 1. Ratios of WSS between idealized (I-model) and real-
istic (R-model) contours for 3 values of PCF viscosity.
mPCF/mwater 1 3.85 7.7

WSSav(R-model)/WSSav(I-model) 2.5 3 3
WSSmax(R_model)/WSSmax(I-model) 16 19 19.5

Figure 2. Acoustic streaming velocity V2 for (a) idealized and
(b) realistic contours of PCF and process.
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1. Introduction

During animal development, mechanical forces play a
crucial role in shaping tissues, including the processes
of cell growth and proliferation. Differential growth,
where tissues or regions of tissue grow at different
rates, can lead to residual stress and geometric incom-
patibility, affecting the shaping of structures
(Rodriguez et al. 1994, Goriely 2017). Differential
growth can also be seen in multi-layered tissues, such
as organs, where it can drive folding and morphogen-
esis (Tozluoǧlu et al. 2019). The Drosophila wing
imaginal disc is a multi-layered epithelial structure
used to study the effects of growth and elastic deform-
ation on tissue shaping. The extracellular matrix
(ECM) has recently gained attention and has been
shown to be important for controlling growth and
shape in some morphogenetic and artificial tissues
(Oltean et al. 2016; Dolega et al. 2021). The ECM can
act as an actively growing dynamical constraint to the
tissue layers, controlling organ morphogenesis. How
the wing disc obtains its bent shape, how its mechanical
stresses develop, and in particular the role of the ECM
in this process is the subject of this presentation.

2. Results

The Drosophila wing imaginal disc is a multi-layered
epithelial structure that is studied to explore how
growth and elastic deformation of individual layers
affect the typical domed shape of the wing disc. The
disc is composed of two stacked epithelial mono-layers;
the bottom pseudostratified disc proper epithelium
(DP) and the overlying squamous peripodial
epithelium (PPE). A layer of ECM covers both the basal
as well as the apical surface of the disc. Through

destructive experiments such as the one shown in
Figure 1B, we determine that the apical ECM, as well as
the PPE layer, play no role in the mechanics and bend-
ing of the wing disc, reducing the four-layer structure
to a bilayer between the DP tissue layer and ECM layer.
A key destructive experiment, the acute removal of the
ECM, reveals the stress-free configuration of the DP
and leads to a flattening of the DP, demonstrating the
essential role of the ECM in wing disc bending. The DP
tissue layer grows in-plane, and outgrows the basal
ECM layer, leading to a geometric incompatibility
between the two layers, similarly to a bimetal thermo-
stat. The basal ECM layer grows non-planarly. A quan-
tification of the difference in growth anisotropy
between the basal ECM and the DP contributes to add-
itional curvature of the bilayer structure.

3. Discussion

The wing imaginal disc of Drosophila was studied to
determine the impact of growth on the development
of its shape. Tissue thickening and bending in a dome
were seen to emerge due to differential growth
between a bi-layer structure, which was associated
with the build-up of elastic stress. The elastic energy
created by differential growth was later released by
destructive experiments that allowed the individual
constituents of the bilayer in isolation. A model of

Figure 1. The wing disc as a growing bilayer. (A) Mechanical
model, incorporating differential growth between the disc
pouch (purple) and the ECM (green). (B) Destructive experi-
ment in which the ECM, green, is chemically removed (collage-
nase), revealing the nearly flattened stress-free configuration
of the disc pouch (purple).
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the disc as a neo-Hookean growing solid captured 3rd
instar wing disc development, but future models will
need to incorporate the influence of actomyosin con-
tractility. The observed difference in growth anisotropy
between the disc pouch and the ECM, controlled by the
matrix metalloproteinase MMP2 in the ECM, further
fine-tunes the 3D shape of the disc, providing a possible
universal mechanism for budding, invagination, and
folding processes during animal development.
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Figure 2. Experimental results captured by mechanical model of the wing disc. (A) The volumes of DP and ECM parametrise the
model, which captures relevant geometric properties such as DP and ECM thicknesses. (B) The 3D morphology is captured by the
model, showing a concentration of stresses at the interface between the layers.
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1. Introduction

During the process of metastasis, cancer cells are
detached from the primary tumour and may find their
way into the blood system, from where they can
migrate in a distant site. Endothelial cells line the vas-
cular wall of all blood and lymphatic vessels and regu-
late its permeability for substances and migratory cells.
Previous studies have focused on the properties of can-
cer cells (Abidine et al. 2018), as well as their inter-
action with endothelial cells (Sundar Rajan et al. 2017),
as they attach to and transmigrate through the endo-
thelium barrier. For many authors, the most widely
accepted hypothesis was that transmigration is a char-
acteristic of cancer cells, overlooking the possibility of
endothelial cells actively participating in this process
(Mierke 2012). In this paper, endothelial monolayers
were studied with a previously developed AFM micro-
rheology technique (Abidine et al. 2018) when cultured
in cancer cell conditioned medium, at different dilu-
tions. This medium is enriched with molecules secreted
by the cancer cells, which may play a role during the
cancer cells’ migration and alter the endothelial cells’
behaviour (Ritchie et al. 2021). We show the first
results of the viscoelastic properties of endothelial cells
under these experimental conditions.

2. Methods

2.1. Cell culture and preparation

Human Umbilical Vein Endothelial Cells (HUVECs)
were cultured in supplemented Endothelial Cell
Growth Medium (ECGM, PromoCell) at 37oC, 5%
CO2, 95% humidity. Cells with passage numbers 4–6
were used. T24 cells (Human bladder carcinoma cells)
were grown in RPMI 1640 medium (Gibco) supple-
mented with 10% Fetal Bovine Serum (Gibco) and 1%
penicillin-streptomycin. For the AFM measurements,
HUVECs were seeded in monolayer in Petri dishes
with glass coverslips at the bottom, at least 72 h
before the experiment. Less than 24 h before the

measurements, the medium was exchanged with a
mixture of ECGM and T24-conditioned ECGM
(ECGM-T24) in ratio 2:3 (low dilution) and 1:10
(high dilution) correspondingly. ECGM-T24 was pre-
pared by culturing T24 cells in ECGM for 2 days.

2.2. Microrheology

We used a novel AFM technique which allows for a
microrheological study of cells, by applying an initial
indentation d0 and superposing a small oscillatory
displacement d: The elastic modulus E can be
calculated from the microrheology data during the

initial approach, by using the Hertz formula F0 ¼
3
4
Ed20 tanh
1�v2 g v d0, hð Þ½ 
 1ð Þ, where F0 ¼ kd is the initial

force, k is the cantilever stiffness and d its vertical
displacement. � is the cell’s Poisson’s ratio (	0.5),
h ¼ 19o the half angle of the pyramid cantilever tip,
and g v d0, hð Þ½ 
 a correction factor for the hard sub-

strate effect, dependent on the parameter v ¼ d0
h tanh,

with h the height of the cell (Abidine et al. 2018).
The elastic modulus G0 and viscous modulus G00 can
be calculated as a function of frequency using the lin-
earized form of (1) (Alcaraz et al. 2003). Cantilevers
with a pyramidal tip and with stiffness approximately
0.016N/m were chosen. An approach set point of 0.5
nN and a displacement of d=d0 ¼ 0:1 were used for
the measurements. A range of oscillatory frequencies
between 1Hz and 160Hz was used. The indentation
was always performed on the top of the nucleus. The
statistical significance was tested with unpaired t-test
and Wilcoxon’s test. The results are displayed as
Mean 6 SEM (Standard Error of the Mean).

3. Results and discussion

AFM measurements were performed on single cells in
endothelial monolayers. The indentations on the cells
were in the range of 0.4–1.2 lm. Measurements were
taken on endothelial cells cultured in conventional
ECGM, serving as the controls (n¼ 8, n¼ 20), on
endothelial cells cultured in T24-conditioned ECGM
in low (n¼ 26) and high dilution (n¼ 20). Height
measurements on HUVECs cultured in T24 medium
(low: 2:660:2 lm, high: 2:460:2 lm) did not show
significant differences from the controls (low:
2:760:3 lm, high: 2:560:3 lm). In Figure 1, the
Young’s modulus E as calculated using Equation (1),
is displayed. For both dilutions, the endothelial cells
cultured in ECGM-T24 showed lower E values (low:
4:460:9 kPa, high: 1:560:3 kPa) compared to their
controls (low: 6:962:3 kPa, high: 2:460:4 kPa). This
indicates that T24 secreted molecules in the medium
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influenced the HUVECs, by decreasing their stiffness.
The p values were bigger than 0.05, denoting the need
of a larger amount of data to reach significance.

Figure 2 shows the shear moduli G0 and G00, as a
function of frequency. The moduli of the 2:3 and 1:10
dilution experiments are displayed in black and blue,
respectively. In orange and red, the curves of the cor-
responding controls are shown. The fitting was per-
formed following the model of Alcaraz et al. (2003),
where G

0 ¼ af b and G} ¼ cf b þ df : The slope b was
found to be the same for controls and HUVECs in
2:3 dilution ECGM-T24 (b¼ 0.1) and similar for the
1:10 dilution case (bcontrol¼0.1, b¼ 0.16). For both
experiments, the control G0 values were higher than
those of HUVECs in T24-ECGM. The ratios
rG0 ¼ G

0
control=G

0
showed that the high dilution case

was closer to the control curve (rG0¼1.1, f¼ 20Hz)
than the low one (rG0¼ 1.5, f¼ 20Hz). HUVECs
became softer with decreasing the dilution of ECGM-
T24. Previous studies on endothelial cells co-cultured
with cancer cells also showed a decrease in their stiff-
ness (Mierke 2011). Based on our findings, culturing
HUVECs in cancer cell medium was sufficient to
observe differences in their microrheology. Nevertheless,
more experiments are needed, including fluorescence
imaging to analyze the cytoskeleton.

4. Conclusions

Elastic and microrheological measurements showed
that endothelial cells were softer when cultured in
cancer cell conditioned medium. Our results of the
elastic moduli E and G’ showed that the more con-
centrated (secreted substances) the medium was, the
softer HUVECs became. In the future, these findings
will be compared with the co-culture of HUVECs and
T24 cells, to better assess the impact of cancer cell-
secreted molecules and the physical attachment of
cancer cells on the alteration of endothelial cell
properties.
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1. Introduction

Cornea is the front part of the eye providing two
thirds of its optical power through its lens shape. In
keratoconus disease, the cornea shape is progressively
altered to become conical, leading to optical aberra-
tion (Sedaghat et al. 2018). A late detection imposes a
surgery, explaining the need of early diagnosis.

Keratoconus origin is not clearly determined
(Najmi 2019). While it is associated with a cornea
thinning and a decrease of the mechanical properties,
it is not clear which of these two effects is the driv-
ing one.

We propose a modeling approach in which we
change independently the cornea geometry and mech-
anical properties from healthy to keratoconic ones.

2. Methods

We simulate the response of the cornea for variations
of the intra-occular pressure using a home-made finite
element code (MoReFEM). To do so, we first reproduce
the cornea geometry. This is done by starting from a
generic mesh mimicking an average cornea (Pandolfi
and Manganiello 2006). This mesh is then adjusted to
reproduce clinical observations (see Figure 1).

The cornea behavior is assumed to be hyperelastic,
and contains an isotropic contribution (matrix), and
an anisotropic part (collagen lamellae). Orientations
and fractions of each component come from experi-
mental observations (Aghamohammadzadeh et al.
2004; Winkler et al. 2013). The collagen lamellae are
described by a microsphere model, in which each
lamella has its own orientation and is mechanically
characterized described by its 1D elastic response.
The total contribution is then:

waniso ¼
ð ð

qlamwlamdhdu

with the individual lamellae response

wlam ¼ 1
2
k

k
ku

� 1

� �2

þ

with xð Þþ ¼ 0 for x � 0, and xð Þþ ¼ x for x � 0:
The non-collagenous components are described

by a quasi-incompressible isotropic Mooney–Rivlin
model:

wiso ¼ qisoj1 I1 � 3ð Þ þ j2 I2 � 3ð Þ� �
and

wvol ¼ K J2 � 1� 2logJ
� �

Mechanical parameters are then determined by fitting
experimental inflation data from the literature
(Elsheikh et al. 2008) (see Figure 2 for a scheme of
the mechanical problem). This gives a reference set of
parameters for healthy cornea, given on Table 1.

The keratoconus origin is studied by using first the
geometry of keratoconic cornea with reference

Figure 2. 2D Schematic view of the 3D mechanical problem
of an inflation test. A pressure P is applied on the posterior
surface, while the anterior surface cornea is stress-free, and
the lateral fixation is treated as an elastic boundary condition
of high stiffness a. Figure from (Giraudet et al. 2022).

Figure 1. Elevation and thickness maps of healthy and kerato-
conic cornea (clinical and numerical reproduction, anterior and
posterior). color bar in mm. Figure from Giraudet et al. (2022).

Table 1. Mechanical parameters of the healthy case. Note
that the energies also contain the density of lamellae and of
matrix.
Symbol Contribution Value

k Single lamellae stiffness 65 Pa
ku ‘Unfolding’ elongation 1.02
j1 Matrix stiffness 60 Pa
j2 Matrix stiffness 15 Pa
K Matrix compressibility 80 kPa
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mechanical parameters, and second the geometry of
healthy cornea with altered mechanical parameters.
We compared the evolution with pressure of the
SimK (a measure of cornea curvature) with the litera-
ture (McMonnies and Boneham 2010).

3. Results and discussion

Our simulations of healthy cornea show that the
mechanical response comes mainly from the collagen,
and in particular its prestretch.

Experimental observations have shown that the
SimK doesn’t change with an increase of the intra-
occular pressure for healthy cornea, while it increases
by 2 diopters (þ2D) for keratoconic cornea. This
variation in SimK cannot be reproduced without
changing the mechanical parameters, whatever the
initial geometry. At the same time, changing the
mechanical parameters is sufficient to recover the
keratoconic response, even for a healthy geometry.
Table 2 shows the variation of the SimK as a function
of the mechanical parameters and of the geometry.
The parameters for the kerotoconus are the same as
the ones of Table 1, except the lamellae stiffness k,
which become 40 Pa.

We also computed the shape of a cornea, starting
from a relaxed healthy cornea (without pressure) and
the parameters of a keratoconic cornea: we observe a
cornea similar to a keratoconus at a very early stage.

4. Conclusions

Our work shows that the keratoconic response is pri-
mary controlled by a weakening of the mechanical
parameters (Giraudet et al. 2022). More precisely, it is
the collagen stiffness which seems the most critical
parameter. This is consistent with the classical idea

that collagen-rich tissues mechanical response is con-
trolled by the collagen fibers. Our result show then
the interest of cross-linking treatments, which stiffen
the collagen lamellae.
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Table 2. Evolution of the SimK (in diopter) in function of the
geometry (left: healthy, right: keratoconic) and the mechanical
parameters used (top: healthy, bottom: weakened lamaellae).

Geometry

‘Healthy’ parameters 	0D 	0D
‘Keratoconic’ parameters þ2D þ2D
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1. Introduction

Biomechanical modelling has been identified as a
potential tool to estimate Pressure Ulcer (PU) risk.
Several Finite Element models have been proposed to
provide healthcare giver a patient specific estimate of
pressure ulcer’s risk development. However, currently
several barriers exist to the clinical translation of these
tools. Amongst these the application of subject-spe-
cific tissue material parameters is an important issue,
recognizing that there will be inter-subject variations
in many factors, including local tissue tolerance and
fat content. Different methods have been proposed in
the literature to estimate soft tissue properties in vivo
(Makhsous et al. 2008). Most of these methods model
the experiment as an indentation test of a single layer
of soft tissue. However, as soft tissue of the thigh and
the ischial region is composed of two different mate-
rials (muscle and fat), it seems relevant to estimate
the stiffness of each tissue separately.

In a previous study (Fougeron et al. 2020), we pro-
posed an ultrasound-based methodology for investi-
gating inter-individual variability of soft-tissue
stiffness in vivo assuming a single layer. The method-
ology was applied to seven healthy volunteers. This
system presented relatively high values of dispersion
between the curves due to the ‘handheld’ aspect of
the indentation system. To overcome these limita-
tions, the aim of this study is to experimentally char-
acterise in vivo and in situ the local stiffness of soft
tissues using an improved version of an US-based
indentation device described in (Fougeron et al. 2020)
1/ assuming a bilayer homogeneous isotropic material
for the soft tissues 2/ . by fixing the ultrasound probe
on a linear guide.

2. Methods

2.1. Indenting system

The indentation system is adapted from the one pre-
viously proposed in (Fougeron et al. 2020). Briefly,

the system combines a 200N force sensor (3134—
Micro-Load Cell (0–20 kg)—CZL635, GoTronic, Paris,
France), and a linear ultrasound probe (SuperLinearTM

SL 15-4, Aixplorer; SuperSonic Imagine, Aix-en-
Provence, France). In this study, the ultrasound probe
was mounted on a linear guide.

2.2. Protocol

Thirteen healthy young volunteers (8 men, 5 women,
mean age ¼ 2762, BMI ¼ 22:462:2 kg=m2), partici-
pated in the study. The system was used to realize at
least 10 compression/relaxation cycles of thigh soft
tissue. Each volunteer was instructed to lie supine on
a massage desk on one side and to put his/her shanks
on a school desk, so the thigh laid unsupported. The
system was placed on a stool positioned in the middle
of the right thigh. A picture of the experimental setup
can be found in Figure 1.

First, the ultrasound probe was positioned above
the soft tissues in a thick layer of gel (no contact with
the skin). This setting allowed to acquire a first ultra-
sound image in an unloaded undeformed reference
configuration. Tare calibration was also performed in
this (the weight of the custom setup in this confer-
ence was set as a reference zero force). The probe was
then placed in contact with the skin. This setting was
the starting point of the indentation cycles, with a
known deformation state and a known load. Force
data was recorded using the force sensor and an

Figure 1. Experimental setup. The ultrasound-based indenta-
tion system was placed on a stool positioned in the middle of
the right thigh.
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ultrasound video was recorded during the whole
acquisition.

2.3. Data post-processing

Data were processed using a custom MATLAB rou-
tine developed at the IBHGC. The thickness of the
muscle and fat layers was estimated on each frame of
the ultrasound clip. The compression state of the tis-
sue was estimated for each frame as the difference
between the initial and current thickness. After syn-
chronizing the force and displacement data using
peak detection, the force-displacement curves were
estimated for each compression/relaxation cycle. For
each exam, a mean force/displacement curve was
computed for the muscle, fat and total soft tissue
layer from all the loading curves of each cycle. The
relaxation curves were not studied.

As it is the case for most biological tissue, the
force/displacement relationship was non-linear and
was approximated using a bilinear model as proposed
in (Makhsous et al. 2008). The curves were described
by 3 parameters: small deformation stiffness Ksmall,
large deformation stiffness Klarge and a transition
point Xs. As described in (Frossard et al. 2019), the
transition point was defined as the point furthest to
the straight line passing through the first and the last
points of the force/displacement curve. The peak force
and displacement were also extracted from the curves.

3. Results and discussion

The results for the small deformation stiffness Ksmall,
the large deformation stiffness Klarge and the transi-
tion point Xs are shown in Figure 2 below. The
results of reported in the literature in (Makhsous
et al. 2008) and (Fougeron et al. 2020) have also been
added for comparison. Since the authors did not have
access to the raw data published in (Makhsous et al.
2008), these were displayed as horizontal lines, show-
ing mean value, and the ±1r and ±2r corridors. The
peak force applied in our protocol were higher than
those applied in (Makhsous et al. 2008). To facilitate
the comparison with the literature, the results
obtained in this study have been restrained to 5N.

The small deformation stiffness Ksmall and the tran-
sition point Xs were respectively 0.33 ± 0.02 N and
3.30 ± 0.25mm. These results are in accordance with
those reported by (Makhsous et al. 2008) for the mid-
dle thigh. The small deformation stiffness Ksmall val-
ues obtained in this study are also of the same order
of magnitude as those reported in (Fougeron et al.
2020). The large deformation stiffness Klarge and the
transition point Xs obtained however are respectively

higher and lower than those reported in (Fougeron
et al. 2020). These differences could be explained by
the variations in soft tissue distributions (the fat to
muscle thickness ratio was higher in our population
0.33 versus 0.23 on average).

Another important limitation of this work is that it
only estimates the force-displacement relationship,
which is not sufficient to extract directly material
properties. A common methodology allows to esti-
mate apparent Young’s modulus using an analytic
solution of the Hertz contact model. However, some
limitations of this method make the use of this meth-
odology questionable to estimate the material proper-
ties of the human thigh soft tissue in vivo. An
alternative is to use an experimental/numerical pro-
cedure like the Inverse Finite Element approach
applied in our previous work (Fougeron et al. 2020).

4. Conclusions

The methodology proposed in this contribution
allows to estimate material properties of each soft tis-
sue layer in vivo. This is an important challenge since
inter-subject variations have a big impact on Finite
Element results. Perspective work will focus on adapt-
ing the proposed protocol to characterise soft-tissue
stiffness in at risk populations and to estimate hypere-
lastic constitutive parameters from the force-displace-
ment curves at large strains.
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1. Introduction

The human oesophagus is a primarily mechanical organ,
and its function depends on both the passive and active
properties of its tissue wall. It is composed of a superpos-
ition of layers, with a muscular layer and a mucosa-sub-
mucosa layer with different functional properties.
Knowledge of these properties can be used to investigate
the effect of pathophysiology on the oesophagus’ func-
tion; to determine the tissue’s material parameters for
the development of medical devices and for the under-
standing of illnesses. These properties can be used in
finite element modelling and necessitate the most accur-
acy to represent the physiological conditions.

The human oesophagus has been little studied in
the literature, particularly with regard to the charac-
terisation of each of its layers (Egorov et al. 2003;
Vanags et al. 2003). The authors have recently pro-
posed a study on the mechanical behaviour of the dif-
ferent layers of the human oesophagus (the muscular
one and the mucosa-submucosa one), the samples
having been taken from formaldehyde bodies
(Durcan, Hossain, Chagnon, Peric, Bsiesy, et al. 2022;
Durcan, Hossain, Chagnon, Peric, Karam, et al. 2022).

It is known that the preservation conditions of tis-
sues influence their mechanical properties. In the
study proposed here, the experimental study focused
on fresh bodies, i.e. they were not formalized or fro-
zen before tissue harvesting to give the most repre-
sentative mechanical properties possible.

2. Methods

Three oesophagus were used for this study, they were
extracted by means of dissection from fresh cadavers
at the Laboratoire d’Anatomie Des Alpes Françaises,
Grenoble, France. The three oesophagus specimens
were from two women and one man, and the three
individuals were 89, 96 and 97 years old respectively.

After death and before dissection, the cadavers
were stored in a 4 �C refrigerated room. The precise
procedure for dissection is as outlined in our previous
studies (Durcan, Hossain, Chagnon, Peric, Bsiesy,
et al. 2022; Durcan, Hossain, Chagnon, Peric, Karam,
et al. 2022). Once removed from the cadavers, the
oesophagus were taken immediately for sample prep-
aration for the mechanical tests. The protocol for this
study was approved by a local scientific committee at
Universit�e Grenoble Alpes, and the study was per-
formed in compliance with French regulations on
postmortem testing. Due to constraints regarding the
time and number of tests carried out, all tests were
conducted within 5 days of explantation, during
which, other than when testing, the tissue was stored
in physiological saline solution (0.9% NaCl) at 4 �C.
The tests were performed on both layers of the
oesophagus, the muscular layer and the mucosa layer.
The two layers, i.e. the mucosa-submucosa and the
muscularis, were separated for testing. An illustration
of the division is shown in Figure 1.

The oesophagus shows structural anisotropy due to
the orientation of the fibres in the two tissue layers.
To measure this anisotropy, mechanical tests are per-
formed in the axial and circumferential directions of
the oesophagus. Uniaxial tensile specimens were cut
from the different oesophagus available. Different
types of mechanical tests (cyclic, interrupted by relax-
ation, at different speeds) were performed to evaluate
the overall mechanical properties of the tissues. The
tests were carried out on an MTS machine with a
25N transducer. As the tests were not too long, they
were carried out at room temperature.

3. Results and discussion

As an example, a cyclic tensile test with increasing
cycles is shown in Figure 2 for both directions of
mechanical loading for the muscle layer and the
mucosa layer. The non-linear behaviour of the tissues
is clearly visible with the phenomenon of stiffening of
the tissues with deformation, as well as the stress-soft-
ening phenomenon after a first loading and the visco-
elastic behaviour with the presentation of large
hysteresis loops.

The results of these tests can be compared with
similar tests we have performed in a previous study
on formulated tissue (Durcan, Hossain, Chagnon,
Peric, Bsiesy, et al. 2022; Durcan, Hossain, Chagnon,
Peric, Karam, et al. 2022). The shapes of the behav-
iour curves are similar with the same phenomena vis-
ible. However, the levels of the phenomena are
different depending on how the fabrics are stored. It
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was found that for almost all of the characteristics
considered, the magnitude was statistically higher for
the embalmed tissue compared to the fresh tissue The
rupture stretches, however, was statistically higher for
the fresh tissue compared to the embalmed tissue. An
analysis of the beginning of the tensile curves allows
us to identify the initial modulus of the tissues. It was
identified that the modulus of the muscle layer was
multiplied by 3 or 6 depending on the direction due
to embalming. The phenomenon is more marked for
the mucosa-submucosa layer where the ratio between
the moduli is in the order of 10–12. Even if the phe-
nomena are similar from a trend point of view, it is
clear that the numerical differences obtained between
fresh and formalised subjects present very important
differences that cannot be explained by differences
between anatomical subjects alone (the bodies all
came from elderly subjects in the two studies), but

rather by a very important effect of embalming on
the tissue. These results will make it necessary to
adapt the constitutive equations as the phenomena
present different relative importance.

4. Conclusions

This study presents results on the mechanical proper-
ties of both layers of the human oesophagus. The
mechanical tests were performed on fresh tissue. The
results obtained show qualitatively similar results to
the results of tests performed on embalmed biological
tissues but numerically very different with a very
marked effect of embalming on the mechanics of the
tissues.
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1. Introduction

During development, tissues undergo dramatic shape
changes to build and reshape organs. In many instan-
ces, these tissue-level deformations are driven by the
active reorganisation of the constituent cells. This
intercalation process involves multiple cell neighbour
exchanges, where an interface shared between two
cells is removed and a new interface is grown (Bertet
et al. 2004). The key molecular players involved in
neighbour exchanges, such as contractile motors pro-
teins and adhesion complexes, are now well-known.
However, how their physical properties facilitate the
process remains poorly understood. For example, how
do cells maintain sufficient adhesive contact while

actively uncoupling from one another? Then, how
does a new interface grow in a contractile environ-
ment? Many existing biophysical models cannot
answer such questions (Fletcher et al. 2014.1), due to
representing shared cell interfaces as discrete elements
that cannot uncouple.

2. Methods

Here, we develop a model where the junctional acto-
myosin cortex of every cell is modelled as a continu-
ous viscoelastic rope-loop, explicitly representing
cortices facing each other at bicellular junctions and
the adhesion molecules that couple them (Nestor-
Bergmann et al. 2022).

Namely, the cortex of each cell is represented by a
mechanical rod, forming a closed loop, and whose
energy is the sum of stretch and bending energy.
Following the theory of morphoelasticity (Goriely
2017), the elastic stretch a is relative to a virtual config-
uration. The virtual configuration is obtained by apply-
ing a pre-stretch c to the undeformed configuration
without taking into account the contingencies of mater-
ial continuity and external forces. The total stretch with
respect to the initial configuration is k¼ ac, see Figure 1,
taking into account the periodic boundary conditions
on each cortex and the adhesion forces cortices exert on
one another, modelled by discrete elastic bonds between
two points on neighbouring cortices. To this instantan-
eous elastic equilibrium, we add two relaxation

Figure 1. Morphoelastic approach of the ACAM model. Ŝ, S and s are curvilinear coordinates and h is the angle with respect to x
axis of the cortex (green curve). the prestretch c is an imposed field, symbolised by the blue highlight close to the cortex. E and
B are the stretch and bending moduli, f is the adhesion force exerted on one cortex by adhesion with other cortices (discrete springs
in the magenta regions).
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processes: a viscoelastic relaxation (time scortex) of elastic
stresses within the cortices, and a turnover time (time
sadhesion) of adhesion bonds which detach in a force-
independent fashion and rebind in a relaxed configur-
ation, thereby dissipating adhesion energy.

The model parameters thus relate directly to the
properties of the key subcellular players that drive
dynamics, providing a multi-scale understanding of cell
behaviours. The code is distributed as an open-source
free software (Nestor-Bergmann 2022) and allows to
reproduce and control the phenomenon of active inter-
calation, in which active pre-stretch (due to actomyosin)
drives the shrinkage of the junction between two cells
and is followed by a tissue-cell relaxation in which those
cells become separated by the two cells that were neigh-
bouring that junction (Bertet et al. 2004).

3. Results and discussion

We show that active cell neighbour exchanges can be
driven by purely junctional mechanisms. Active con-
tractility and cortical turnover in a single bicellular junc-
tion are sufficient to shrink and remove a junction.
Next, a new, orthogonal junction extends passively. Our
Apposed-Cortex Adhesion Model (ACAM) reveals how
the turnover of adhesion molecules regulates tension
transmission and junction deformation rates by control-
ling slippage between apposed cell cortices.

The model additionally predicts that rosettes,
which form when a vertex becomes common to many
cells, are more likely to occur in actively intercalating
tissues with strong friction from adhesion molecules.

4. Conclusions

Our approach allows to describe the process of cell
intercalation, akin to T1 transitions in foam mechan-
ics, using parameters which are relevant to the micro-
structure of epithelial tissue. In Nestor-Bergmann
et al. (2022), we show that the interplay of the two
timescales lead to nontrivial effects: indeed, the
shirnkage of the contracting junction is faster when
the adhesion turnover time is longer. This is due
to the emergence of long-range chains of forces
within the model tissue. It will be of interest to
explore this emergent effect and characterise it
in vivo.
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Figure 2. Mechanical balance during neighbour exchange in
large cell–cell friction conditions. The junction outlined in dark
blue is actively contracting. Black arrows, tension in the corti-
ces of each cell. Cortices interact via spring-like adhesions.
Observe that tension propagates across tissue, this is due to
adhesion resistance to shear.

COMPUTER METHODS IN BIOMECHANICS AND BIOMEDICAL ENGINEERING S55

https://doi.org/10.1038/nature02590
https://doi.org/10.1038/nature02590
https://doi.org/10.1016/j.bpj.2013.11.4498
https://doi.org/10.1016/j.bpj.2013.11.4498
https://doi.org/10.1371/journal.pcbi.1009812
https://doi.org/10.5281/zenodo.5838249


Hematocrit profile relaxation after a
T-shaped bifurcation

K. Useo, F. Risso, P. Duru and S. Lorthois

Institut de M�ecanique des Fluides de Toulouse, UMR 5502,
CNRS et Universit�es de Toulouse, Toulouse, France

1. Introduction

Blood circulation in capillary networks allows the
diffusion of oxygen to living tissues and the dis-
charge of wastes, including carbon dioxyde. In par-
ticular, O2 and CO2 are carried by the hemoglobin
contained in red blood cells (RBCs). A heteroge-
neous distribution of RBCs can impair the oxygen-
ation of tissues and is known to play a role in the
growth of conditions such as tumors (Bernabeu
et al. 2019). White blood cells (WBCs) as well, being
larger and stiffer than RBCs, sometimes occlude ves-
sels. The resulting flow modifications may contribute
to the redirection of RBCs and thus to an abnormal
spatial distribution of O2 which is involved in
Alzheimer’s disease development (Cruz Hern�andez
et al. 2019). In summary, heterogeneities in the dis-
tribution of both red and white cells at capillary
scale, impact the exchange of solutes between blood
and tissues and can play an important role in the
genesis of some pathologies.

In vivo and in vitro studies have allowed a better
description of the micro-channel flow phenomen-
ology, and in particular the segregation of cells at
bifurcations which leads to heterogeneities in their
distribution. This phenomenon, called phase separ-
ation, depends on the ratio of blood flow rates
between the mother and daughters branches, and
impacts the distribution of RBCs at the network
scale. However it is not sufficient to explain all the
heterogeneities observed experimentally (Merlo et al.
2022).

After each network bifurcation, the RBC transverse
concentration profile depends on the phase separation
effect, the RBC concentration profiles in the upstream
branch and the behavior of RBCs at the bifurcation
(cell-cell and cell-wall interactions). This leads to
downstream asymmetrical concentration profiles that
subsequently relax to symmetric ones along the chan-
nel. A better understanding of the physics of this phe-
nomenon is needed to explain the relationships
between the architecture of micro-vascular networks
and the dynamics of blood flows, at all scales.

2. Methods

2.1. Experimental method

We investigate the flow of dilute and concentrated
suspensions of RBCs (from a few to 25%), after
T-bifurcations of square cross-section microchannels
(20 mm). To do so, we re-suspend RBCs in phos-
phate-buffered saline (PBS) and Optiprep to obtain a
density-matched solution (Merlo et al. 2023). We
then inject the RBC suspension in a pressure-con-
trolled glass/PDMS microfluidic device, and record
the suspension behavior thanks to a high-speed cam-
era (PCO Dimax) connected to the microscope (Leica
DMRXA2). A typical image at a 5% RBC concentra-
tion is shown in the upper right panel of Figure 1.
One can notably observe some RBCs, that are brought
by the vertical mother flow, close to the wall facing
the incoming top channel. They linger close to the
bottom walls of the horizontal daughter microchan-
nels while moving downstream of the bifurcation, and
migrating laterally towards the center of the micro-
channels, under the effects of lift and shear-induced
forces. In the lower left panel of Figure 1, an image
obtained by averaging over all the images of a
recorded sequence is shown, for a 20% RBC concen-
tration. Asymmetry in the RBC distribution in the
daughter branches is clearly visible.

2.2. Determination of hematocrit profiles

Hematocrit profiles, i.e. RBC concentration profiles,
are measured to characterize this relaxation behavior.
First, the optical density is obtained by measuring the
ratio between an averaged image (over a sequence of
2000 images, Cf. lower left panel of Figure 1) and the
background image (without RBCs). Then the relation-
ship between optical density and local hematocrit is
obtained using Leja slides, which are microfluidic

Figure 1. Average image at H¼ 20% (lower left panel) and
snapshot at H¼ 5% (upper right panel) of RBC flow after a
T-shape bifurcation.
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Hele-Shaw cells allowing direct measurement of optical
density. If slowly filled and with a small RBC suspen-
sion volume, the hematocrit within the Leja slide is
homogeneous and equal to the known feed hematocrit.
Transverse hematocrit profiles can then be obtained
from local optical density values measured across the
channel width, owing to the calibration law.

2.3. Asymmetry ratio

To track the relaxation of the hematocrit profiles after
a bifurcation, we focus on the evolution of their
asymmetry downstream of the bifurcation. Each pro-
file is split into two parts, each one associated with
one half of the channel width and we compute the
ratio of the areas beneath these half-profiles along the
channel length.

3. Results and discussion

As we can see in Figure 2, the asymmetry ratio
decreases with increasing distance, in the daughter
channel, from the bifurcation. It reaches 1, showing
recovery of symmetry after 100 channel width for a
dilute case of H¼ 5%. This result is to mirror with
Losserand et al. (2019) experiments made on 17.5 mm
channel width, that show it takes over 1500 channel

width for an isolated red blood cell to relax toward
the center of the channel. Such a difference is cer-
tainly due to the interactions between RBCs that
occur in our experiments and suggests that collective
effects in a confined environment strongly accelerate
RBC relaxation after bifurcation.

4. Conclusions

We have developed an experimental method to char-
acterize the relaxation of hematocrit profiles after a
T-shaped bifurcation in confined cases and over a
wide hematocrit range. Experiments performed at
higher hematocrit still need to be analyzed to high-
light the variation of the relaxation distance with
respect to the hematocrit and to lay the foundation
for a model describing it.
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Figure 2. Example of an asymmetric profil (top panel) and
evolution of the asymmetry ratio along the channel (bottom
panel).
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1. Introduction

The motility of small intestine (SI) has a fundamental
role on the absorption of nutrients (Kisielinski et al.
2002) and the spatio-temporal organisation of gut
microbiota (Cremer et al. 2016). Furthermore, mixing
and propulsion of the chyme (digested food) at
macroscopic scales is achieved thanks to standing or
propagating contractions of circular and/or longitu-
dinal smooth muscles (Lentle and de Loubens 2015).

At sub-millimetric scales, small intestinal mucosa is
covered by finger-like or leaf-like structures, the so-
called villi. Further experiments have indicated that
the villi are moved by the transfer of mechanical
stress from the smooth muscles layers to the mucosa
layer (Lentle et al. 2013) and that their structure is
rigid (Lim et al. 2014). Furthermore, recent simula-
tions show that their motility could enhance mixing
and mass transfers (Lim et al. 2015). However, simu-
lations with realistic boundary conditions extracted
from experiments remain challenging.

At the organ level, various techniques have been
used to characterize in-vivo the contractions of the
smooth muscles using MRI (Ailiani et al. 2009).
Ex-vivo experiments has also been done using por-
tions of the SI submerged on Krebs while the move-
ment was recorded (Melville et al. 1975). However, it
is not well understood how this complex movements
may affect the movement of the villi and thus the
resulting flow and mixing conditions.

Our main objective is to develop an image tech-
nique that permit the quantification of the small
intestine motility at the scale of the organ and at the
scale of the villi in order to understand the interplay
between smooth muscle motility and villi movement.

2. Methods

2.1. Preparation of the duodenal segments

Adult male Wistar rats (300–400 g) were euthanised
by heart excision following an injection of
Pentobarbital (180mg/kg). An incision was then

made on the abdomen to access the intestine. The ini-
tial 15mm of the SI, corresponding to the duodenum,
was resected from the pylorus and immediately
immersed in a Tyrode buffer at room temperature.

The mesenteric part was then removed from the
excised segment and the duodenal digesta contain was
cleaned. Graphite marks were done on the duodenal sur-
face with a 25G needle to improve the contrast for image
analysis. The segment was then attached to the set up
and immerged in 80mL of oxygenated Tyrode buffer at
36 �Cwithout pre-load during 20min for stabilization.

2.2. Experimental set-up

A custom setup was developed for simultaneous
deformation measurements and imaging, Figure 1.
One end of the duodenum was connected to the sen-
sor that had a weight to produce a tension closer to
the physiological state, while the other end was fixed.
A macroscope was fixed over it to simultaneously
record the motion at the micro scale.

A pre-load of 0.25 g was added every 5min until
1.5 g was reached. Once this was achieved, another
5min were waited before finishing the experiment.

2.3. Image analysis

The image analysis was performed following a previ-
ous publication (Lentle et al. 2007). Briefly, we
tracked 20 sections (20� 20 px) of the frames by
cross-correlation to obtain the displacement versus
time data. The velocity of each portion was obtained
with central difference scheme and interpolated using
spline over the positions for which displacement were
calculated. The derivative of this interpolation gave us
the strain-rate.

3. Results and discussion

At macroscopic scale, strain-rate maps were done at
different pre-loads, an example is seen in Figure 2a.
ST maps shows cyclic contraction (red) or relaxation

Figure 1. Diagram of the set-up used to make the
experiments.

S58 ABSTRACTS 48th Congress of the Society of Biomechanics



(blue) of smooth muscles. Two patterns of organiza-
tion were observed. The first one is related to propa-
gating longitudinal contractions along the length of
the duodenum (e.g. between 45 and 60 s, box P1). In
the second one, contractions are organized into fixed
domains. Between 15 s and 30 s (box P2), ST maps
shows columnar organization which correspond to
localized domains of contractions.

Propagating contractions were correlated to higher
amplitude of the strain rate than localized contrac-
tions. The occurrence of localized contractions was
more evident when the applied load was small
(<0.5 g). The frequency (0.4560.03Hz) was inde-
pendent on the applied load. The strain rate ampli-
tude decreased when the load was larger than 1 g.

To assess the movement of the villi, a strip of small
intestine tissue was used instead of the closed duode-
num. The movement of each villi could be resolved and
tracked thanks to cross-correlation techniques, Figure 2b.

4. Conclusions

The set-up allowed to characterize the motility of the
duodenum in iso-tonic conditions. The spatio-tem-
poral organization was dependent on the applied
load. The set-up made possible also to track the
movements of the villi. Future experiments will focus
on the tracking of villi in ex-vivo situations and corre-
lated it to smooth muscle motility.
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Figure 2. (a) Strain-rate map showing the organisation of lon-
gitudinal contractions during 60 s at 1 g. The tissue length
analysed was less than 1 cm, where 0 is the closest point to
the sensor. Propagating contractions are visible in P1. Non
propagating (localized) contractions are visible on P2. (b)
Example of tracking of small intestine villi displacement
between two consecutive image, Dd after 1s.
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1. Introduction

Defecation is a complex physiological process involv-
ing multiple systems, including neural, muscular, hor-
monal, and cognitive functions (Heitmann et al.
2021). Abdominal and rectal contractions trigger defe-
cation, which is followed by rectal evacuation through
the anal canal. Defecation disorders, such as constipa-
tion or incontinence, affect approximately 15% of the
global population (Higgins and Johanson 2004).
Because of limited understanding of defecation, it is
challenging for physicians to distinguish aetiologies
from symptoms (Scott and Gladman 2008).

There are many possible causes of defecation disor-
ders, including slow bowel transit, structural obstruct-
ive phenomena, anal sphincter injuries. However, a
significant proportion of patients with impaired defe-
cation do not have a well-defined anatomic disorder
(Faucheron and Dubreuil 2000). Although many test-
ing tools are available to diagnose anorectal function
(e.g. manometry, video defecography, MRI), methodo-
logic issues limit physicians’ understanding of patho-
physiological defecation (Carrington et al. 2018).

To gain new insights on the biomechanics of
human defaecation, we developed patient-specific
simulations of rectal evacuation of yield stress fluids
based on X-ray video-defecographies with a neostool.
First, we segmented automatically X-ray videos with a
Convolutional Neural Network. Then, flow, pressure
and stress fields were simulated by lattice-Boltzmann
methods for yield stress fluids. Lastly, we applied the
model to simulate normal defecation, and impaired
defecations in absence or in presence of obstructive
phenomena (rectocele).

2. Methods

2.1. Video defecographies

X-ray video-defecographies were carried out with
the patient in sitting position, Figure 1. The rectum
was filled with a standardized radio-opaque neostool

(Faucheron and Dubreuil 2000). The neostool was
prepared by mixing barium sulfate with a suspen-
sion of potato starch and cooked to obtain a paste
with a yield stress s0 of 350 Pa, which matched to
the yield stress of soft regular human feces (de
Loubens et al. 2020). All the patients underwent
X-ray defecographies during their health care path-
ways. The procedures performed in this study com-
plied with the requirements of the ethical standards
research committee and with the Helsinki declar-
ation. Ethics approval is not required for this retro-
spective study.

2.2. Image segmentation

The RCNN (Region-based Convolutional Neural
Network) architecture, and specifically the R50-FPN
Mask R-CNN variant, was utilized for the automatic
segmentation of X-ray defecography images, Figure 1.
R-CNN works by generating region proposals,
extracting features using a convolutional neural net-
work, and then classifying the proposed regions and
refining their bounding boxes if necessary. Despite
the limited dataset of only 200 manually segmented
rectum instances, the R50-FPN Mask R-CNN model
achieved impressive results with an average precision
of 83%.

2.3. Lattice-Boltzmann solver

As the neostool was very viscous and the Reynolds
number very small, the flow was modelled using the

Figure 1. Automatic segmentation of the rectum from X-ray
video defecography by a region-based Convolutional Neural
Network (RCNN).
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incompressible Stokes equations in 2D for Herschel–
Bulkley fluid. The smoothed position of boundary
nodes extracted from the video and their velocity
were used as boundary conditions along the moving
wall of the rectum. The set of equations was solved
by lattice-Boltzmann methods for yield stress fluids
and moving boundary conditions, see details in
Ahmad et al. 2022. We computed flow, pressure
and stress fields and also the stress applied in the
normal direction by the fluid over the boundaries of
the rectum, i.e. the wall normal stress (WNS). By
integrating the WNS along the boundaries of the
rectum, we calculated also the effective evacuation
force F.

3. Results and discussion

We calculated flow, pressure, and stress in the rec-
tum for three types of patients: (i) normal evacu-
ation, (ii) impaired defecation without obstruction,
and (iii) anatomical obstruction. In Figure 2, we
provide an example of the rectum’s squeezing action
during defecation. The WNS was highest at the
proximal moving part and decreased at the static
anorectal junction. Similarly to high resolution man-
ometry (Scott and Gladman 2008), the spatio-tem-
poral evolution of the pressure along a mid-line
going from the anal to the proximal ends is shown
for one example in Figure 2. In this example, the
pressure dropped from 15 to 0 kPa between 5 cm
and 0 cm, and increased up to 10 s towards the ano-
rectal junction.

For normal patients, we found that viscous stress
was significantly higher than the yield stress of the
neostool in the anal canal and the anorectal junction.
The flow of the neostool was restricted by these ana-
tomical parts and governed by its shear-thinning
properties (see Ahmad et al. 2022 for details). The
relationship between the outlet velocity through the
anal canal and the evacuation force was strongly non-
linear due to the shear-thinning properties of the

neostool. In patients wiith impaired defecation with-
out any obvious anatomical disorder, the WNS and
the applied force were only half of what they were in
normal patients. This led to a dominance of the yield
stress on the flow of the neostool, resulting in a flow
rate that was 10 times smaller than for normal
patients. Lastly, in patients with an anatomical dis-
order such as rectocele (Figure 2), the initial phase of
defecation had a normal development of the WNS.
However, it was unable to sustain the maximum force
(pressure) during the second phase of defecation,
leading to partial evacuation.

4. Conclusions

In this study, a fluid mechanics analysis of video defe-
cography was introduced as a potential tool to com-
plement clinical investigations of anorectal function.
This approach could help better understand normal
and pathologic defecation, and identify the origin of
disorders such as rectoanal discoordination. By com-
bining medical imaging and fluid dynamics, a new
pathophysiological classification of evacuation disor-
ders could be established.
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1. Introduction

The spread of malignant cells from the primary
tumor is the principal cause of cancer-related deaths.
The initial stage of this invasive process is character-
ized by the formation of specific membrane protru-
sions known as invadopodia. (Murphy and
Courtneidge 2011). These micrometric structures are
capable of breaching and degrading the extracellular
matrix (ECM), thereby facilitating the invasion of
cells into the adjacent tissues surrounding the tumor
(Wolf et al. 2007). This study proposes a method to
analyze the mechanical fields inside and outside cells
that are responsible for invadopodia formation. For
that, we proposed an original approach by using com-
plementary methods:

� Confocal microscopy coupled with Digital Volume
Correlation (DVC) to measure displacement fields;

� Scanning Ion Confocal Microscopy (SICM) to
identify mechanical properties of cells and
substrate;

� Specific Finite Element (FE) model to compute
strain and stress fields in cell structures.

2. Methods

2.1. Cell preparation and observation

The study was performed on a human glioblastoma
cell line, specifically Ln229 cells, acknowledged for
their high invasiveness and ability to create invadopo-
dia. A red lipophilic fluorochrome was used to label
the plasma membrane of the cells before they were
seeded on Oregon Green 488 conjugated gelatin, a

green fluorescent ECM. The development of invado-
podia was monitored using a confocal microscope
(Olympus FV3000) by taking volume images of the
cells and ECM every 6min during 20 h, correspond-
ing to the development of tumor invasion.

2.2. Displacement field measurement

The Digital Volume Correlation (DVC) method
(XDVCorrel) (Bokam et al. 2020) was used to evalu-
ate the displacement fields in volume images of the
ECM damaged by invadopodia, as well as the cell in
each image voxel. This method consists in analyzing
and comparing grey levels in sub-volume domains
between images acquired at different transformation
states. The voxel size of the images was 0.4 mm �
0.4 mm � 0.4 mm. Full-field displacements were meas-
ured with a subset size of 323 voxels in each voxel to
obtain a full spatial resolution. Finally, the strain
fields were calculated from the displacement fields.

2.3. Mechanical characterization of cell and
substrate

The mechanical properties of both glioblastoma cells
and substrates can be retrieved locally using scanning
ion confocal microscopy (SICM) (Zhu et al. 2021). In
this method, the height between a hopping probe and
the substrate or cell membrane is measured by con-
trolling an ion current passing from the probe to a
sensor located in the cell culture medium. By apply-
ing different pressures and measuring the local
deformation, it is then possible to identify the stiff-
ness properties of the materials analyzed. Based on
this technique, the assumption of a linear behaviour
law was considered for the measurement of Young’s
modulus.

2.4. FE simulation

The geometries of cells and substrates were extracted
from confocal microscopy images using segmentation
techniques. A hexahedral mesh of voxel size was
applied to these geometries in order to put the results
from DVC as boundary conditions of the model. The
behavior laws obtained from SICM were also inte-
grated into the modelling. By using FE simulation
techniques, it becomes possible to compute stress and
strain fields on the cell and substrate from this model.

3. Results and discussion

Figure 1 shows an example of volume displacement
fields measured by DVC on a cell at the beginning of
the transformation involved by culture. The internal
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displacements vary in the volume with continuous
evolution. The mean and maximum values were
respectively 2 mm and �2.1 mm for this first step. The
strain fields were calculated from the FE analysis. It
can be observed that the strain of the cell is localized
at the boundaries, with relatively less strain in the
center. This observation is consistent with the con-
focal microscopy images obtained, which revealed the
presence of the nucleus of the cell at its center.

Figure 2 shows an example of Young’s modulus
measured by SICM on a 2D profile of the cell. Results
are summarized in Table 1. Both the cell and the sub-
strate show a slight flattening according to pressure.
SICM provides a local value of Young’s modulus, which
is relatively constant for the substrate. In contrast, the
cell presents variations probably due to its constituents.

Displacement measurements performed by DVC
inside the cells are in accordance with the results
reported in previous studies that used Traction Force
Microscopy (TFM) to measure displacement fields at

the cell and substrate interface (Maskarinec et al.
2009).

Regarding the measurements of mechanical proper-
ties, the observations are also consistent with previous
studies that used SICM (Pellegrino et al. 2012), AFM
(Shan-Shan et al. 2021) and confirmed that the stiff-
ness of the cell is influenced by its internal organiza-
tion and the stiffness of the substrate.

In this preliminary study, only kinematics results
have been presented. However, from the displacement
fields, image processing and measurements of mechan-
ical properties, it is possible to perform a full FE analysis
to compute the stress fields within the cells and substrate
and the reaction forces at the interface between the two.

4. Conclusions

This study demonstrated the possibility to characterize
mechanical fields in cells during tumor invasion using
confocal microscopy and DVC techniques. We visual-
ized and quantified displacement and strain fields at
the cell/ECM interface, within the cell and ECM. These
measurements can then be coupled with finite element
methods to create a digital twin of the cell. The integra-
tion of the material properties measured by SICM can
lead to the development of a cellular model that is very
useful for reproducing cell evolution.
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1. Introduction

The tunica albuginea is the fibrous connective mem-
brane that surrounds the cavernous tissue of the
penis; its mechanical rigidity contributing to the erec-
tion mechanism. Its integrity and its mechanical role
can be compromised by various conditions (cancer,
Peyronie’s disease, trauma) (Chung 2020); its recon-
struction could also be required for some specific
interventions (phalloplasty) (Harris et al. 2020).
Beyond these clinical observations, the mechanical
behavior of the albuginea has been little quantified.
Only (Bitsch et al. 1990) reported values of elastic
modulus and ultimate stress obtained by inflation
tests, while (Hsu et al. 1994) measured ultimate stress
by punching. The microstructure of the human albu-
ginea has already been described from light and elec-
tron microscopy (Bitsch et al. 1990; Hsu et al. 1994;
Loreto et al. 2012); it is a bilayered structure with an
inner circular layer and an outer longitudinal layer of
collagen bundles, with elastic fiber inside and outside
collagen bundles. Yet, these studies did not detail pre-
cisely these layer’s arrangement and thicknesses. The
aim of the work reported here is to quantify the
mechanical behavior of the tunica albuginea under
uniaxial tensile load and to illustrate the thicknesses
and the microstructure of the layers that may play a
role in the mechanical behavior of the TA.

2. Methods

2.1. Material

Two tunica albuginea (TA) were collected from two
Post Mortem Human Subjects, respectively for mech-
anical tests (#248, 90 yo male) and histology analysis
(#212, 85 yo male). Each TA was cut along the corpus
spongiosum path, the septum and the cavernous tissue
were removed as much as possible. Each TA was then
kept frozen at �18 �C. For mechanical tests, when the
TA #248 thawed, Buck’s fascia was removed and 8

samples were cut using die-cut with two different I-
shapes according to the cut map given on Figure 1a): 4
samples were cut in the longitudinal direction of the
penis and 4 in the circumferential direction. For histo-
logical analysis, biopsies were taken from the TA #212
and placed in histology cassettes with a special care
regarding direction and side of the biopsies.

2.2. Tensile tests

Tensile tests were performed using an INSTRON
8802 (High Wycombe, England) machine. In order to
prevent any slippage, the shoulder part of the samples
was first martyrized and then clamped with emery
cloth. Before clamping in the lower grip, a 3D scanner
of the sample was used to measure an average of its
section area along its gauge length (15 sections meas-
ured) (Figure 1c). To avoid accommodation effect, no
cycling was applied and a stretch of the sample was
applied at 0.01 s�1 strain rate, up to failure.

The stretch of the samples was measured using
video and the tracking of points marked at the
extremities of their gauge length. Load was measured
using a 250N cell.

2.3. Microstructure observations

Rectangular biopsies were taken from the frozen TA
#212 at various locations (proximal, distal, right, left).
They were directly immersed 24-h in 10% buffered
formol for fixation. Then, these biopsies were

Figure 1. (a) Cut-out plan of the TA samples for tensile tests
(subject #248, view of the internal side) and main dimensions
of samples, (b) 3D reconstruction of a sample realised with a
go!Scan3DTM system, (c) a sample during test.
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embedded and 5 mm slices were cut along the trans-
versal or the longitudinal planes of the TA. Some sli-
ces were stained with Picrosirius red stain for
collagen observation. Slices were observed at various
magnification and mosaics of images were recon-
structed in order to illustrate the whole section of
each biopsy. These mosaics where acquired under
white light microscopy and also under circular polar-
ized light to highlight the orientation of collagen
fibres.

3. Results and discussion

3.1. Mechanical behaviour

Stress-stretch curves show J-shapes, typical of the
nonlinear mechanical behaviour of biological fibrous
membranes (Figure 2a). A larger variability of the
curves is observed in the transversal direction com-
pared to the longitudinal one. On these two sets of 4
samples, no clear difference of the mechanical behav-
iour is observed between the two directions of load-
ing. The average modulus in the linear parts of the
curves and the average maximal nominal stress are
respectively equal to 82 ± 43MPa and 7 ± 2MPa in the
circumferential direction and to 70 ± 36MPa and
7 ± 5MPa in the longitudinal direction.

3.2. Microstructural arrangement

The images of a TA section in a transversal plane are
shown in Figure 2b. The remaining cavernous tissue
is easily identified on both views under ordinary or
polarized lights, at the bottom of the images. Despite
its removal in the TA preparation, its thickness is not
negligible according to the whole section thickness.
The external and internal layers, described respect-
ively as made of longitudinally oriented and circum-
ferentially oriented collagen fibres are not easily
discriminated on PS stained section images. The
stronger refractivity of the circumferential fibres of
the internal layer on images under circular polarized
light allows to identify it. This stronger refractivity is
due to the higher density and the specific orientation
of the circumferential collagen fibres along the hori-
zontal direction on this transversal section image.

4. Conclusions

This preliminary study is a first step towards the
evaluation of the TA mechanical behaviour up to fail-
ure. A large variability in the stress-stretch curves is
observed and the expected mechanical anisotropy is
not clearly seen. Images of the microstructure showed
the difficulty to characterize the isolated TA, as the
cavernous tissue is difficult to remove. This suggests
that a characterization of the mechanical behaviour of
the cavernous tissue would be useful, and that for fur-
ther tensile tests, the observation of the microstruc-
ture of each tested sample will be essential.

Additional work will also be pursued to complete
the analysis of the arrangement of the TA microstruc-
ture and its mechanical behaviour under different
types of loading.
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1. Introduction

Over the past 2 decades, the number of bariatric sur-
geries in France has significantly increased from 2800
in 1997 to 52,500 in 2018 (Oberlin and de Peretti
2020), with a majority of sleeve gastrectomy.
However, sleeve gastrectomy induces post op compli-
cations linked to the stomach mechanics. Therefore,
to understand these complications, a FE model using
gastric material properties needs to be developed.
Although several studies have investigated this mater-
ial behavior using various specimens (e.g. cadaveric or
fresh human/porcine) and different testing methods
(e.g. uniaxial and biaxial tensile test, membrane
indentation, inflation… ) (Zhao et al. 2008; Toniolo
et al. 2022), there is no consensus on the most effect-
ive way to model its material mechanical behavior.

Indeed, once experimental data is recovered, an
actual challenge is to select the most appropriate com-
putational law to fit the observed mechanical behavior
during testing, such as hyperelastic isotropic or aniso-
tropic models, with or without viscosity.

In this preliminary study, our aim is to present a com-
plete workflow, from experimental to numerical to deter-
mine the mechanical characteristics of porcine stomach
tissue using uniaxial tensile test and compare two compu-
tational models, using an inverse analysis from Fung and
Ogden’s third order strain energy functions.

2. Methods

2.1. Materials

Eight porcine stomachs were collected at the Centre
d’Enseignement et de Recherche Chirurgical (CERC)
at Aix-Marseille University, France (sus scrofa domes-
ticus, 30–34 kg, 5months old). All experiments took
place within 12 h after euthanasia.

They were first emptied and cleaned with water. A
total of 29 strips were taken from these resected
stomachs, 16 circumferential (in the fundus region)
and 13 longitudinal (in the corpus region). Each sam-
ple was cut to have a size of 105� 25mm
(65� 25mm after clamping). It was decided to keep

intact the samples as a first approach and not split
muscle and mucosal layers, as they might be harder
to split with human tissue.

2.2. Uniaxial tensile test

For each sample, the testing protocol was a preload of
around 1N(0.01 ± 0.002MPa) defining zero-strain
state, a sinusoidal preconditioning (10 cycles, 10mm/s
and 6mm amplitude) and the tensile test, at 10mm/s,
for a maximal displacement of 100mm (stretch
around 2.4 depending on the sample). Force and
crosshead displacement were measured with a fre-
quency of 128Hz.

2.3. Computational law

Two strain energy functions were used to fit experi-
mental data, leading to two different expressions for
first Piola–Kirschoff stress along the first axis (tensile
test direction). Both models are hyperelastic isotropic
models, as used by Zhao et al. (2008).

For Fung model (Fung 1993):

P11 ¼ 1
2
c kexp 2a1 k2 � 1ð Þ þ a10

1
k
� 1

� �� �	

� 1

k2
exp 2a9

1
k
� 1

� �
þ a10 k2 � 1ð Þ

� �

And for third order Ogden model (Ogden 1972):

P11 ¼ 3
X3

k¼1
lk k ak�1ð Þ � k �1

2ak�1ð Þ� �
With 4 materials parameters for Fung model (c, a1,

a9, a10) and 6 for third order Ogden model
(lk  and ak,  k ¼ 1; 2, 3).

2.4. Post processing and fitting

Computational models were fitted on nominal stress
(or PK1 stress)-stretch curve.

As described by Toniolo et al. (2022), two sections
were identified on the stress-stretch curves: a linear
toe region and a stiffer linear region before the begin-
ning of damage. A bilinear law was identified on each
curve giving two elastic moduli per sample. Corridors
were obtained with a mean curve, and plus or minus
standard deviation. The same linear fitting process
was done on corridors to detect beginning of damage,
which corresponds to the loss of linearity after the
stiffer linear region. Once damage detected, computa-
tional laws were fitted using an interior-point algo-
rithm on corridors, until damage.

A comparison of linear fitting parameters between
longitudinal and circumferential samples was done
using a Welch two sample t-test.
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3. Results and discussion

Within 29 tests done, 27 were considered valid and
post processed (14 circumferential and 13 longitu-
dinal). One excluded test did not go until damage,
and one slipped from the clamps.

Material parameters were determined for each
computational laws, for longitudinal and circumferen-
tial corridors (Table 1). Experimental and fitted corri-
dors are presented on Figure 1 up to the point of
initial damage. The correlation coefficients (R2) for
each fitted curves and each model are provided, ena-
bling a performance comparison. A mean thickness of
4.09 ± 0.75mm was measured on samples, using a
laser probe. Tensile tests were carried out at a mean
strain rate of 0.15 ± 0.02/s.

Toe and linear elastic moduli, toe and damage
elongations and toe stress means were found to be
statistically different for longitudinal (from the corpus
region) and circumferential (from the corpus region)
samples (respectively, t(17)¼ 2.7 p< 0.015; t(17)¼
7.3 P< 1e-5; t(19) ¼ �5.6 P< 1e-4; t(22) ¼
�7.3 P< 1e-6; t(17) ¼ �2.3 p< 0.03). We didn’t find
a significant difference between circumferential and
longitudinal damage stress (t(21) ¼ �0.5 p¼ 0.637).

Since elastic moduli are statistically different depend-
ing on orientation and location, samples from differ-
ent orientations need different material parameters to
model them properly.

Fitting of both Fung’s and Ogden’s third order
computational models revealed that they can both be
used to model hypereslastic mechanical behavior of
porcine stomach.

However, we observed several areas for improve-
ments. First, during testing, samples were taken in
one direction only for each selected region of the
stomach. A complementary study on the opposite dir-
ection for each region should be conducted to com-
pare anisotropy for each region. We also decided to
fit two phenomenological laws, which does not
include any consideration regarding tissue microstruc-
ture. It could be interesting to compare this modeling
to a structural based modeling, using fiber reinforced
models for example.

4. Conclusions

In this study, we first proposed a method on tensile
testing and model fitting, identified material parame-
ters of two commonly used hyperelastic isotropic
material models and compared their efficiency in the
conditions described above. We also compared the
mechanical response of samples from two orthogonal
orientations. We showed that both models are fitting
well stomach wall behavior. We also showed different
material parameters has to be used for each couple
region-orientation.
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1. Introduction

Biofidelic modeling of spinal nerve roots (NR) located
within the subarachnoidal space are critical to study
spinal cord trauma as well as cerebrospinal fluid
dynamic (Beaus�ejour et al. 2022; Heidari Pahlavian
et al. 2014; Tangen et al. 2015). In most studies, NR
have been modeled as linear springs with no differen-
tiation of their mechanical properties between cervical
spinal level. To alleviate this possible limitation, a
mechanical characterization of cervical NR has been
performed to better understand their mechanical
behavior along the cervical spine and to potentially
provide comprehensive mechanical properties to
improve their modeling, notably at failure.

2. Methods

2.1. Sample preparation

Thirty-five NR samples (Table 1) were collected on
six porcine spinal cords (pigs aged 3–6months,
weighing 36–96 kg). Bundles of fibers of 0.62mm
±0.24mm diameter and 12.72 ± 4.90mm length were
excised from the subarachnoidal space, conserved in
saline solution at 20 �C and tested within 12 h after
extraction. The initial length and the diameter of each
sample were measured with a caliper and an optical
microscope respectively in order to compute the
engineering stress and strain.

2.2. Mechanical test set up

Tensile tests comprising 10 sinusoidal cycles of pre-
conditioning at a frequency of 0.125Hz and a dis-
placement of ±1mm (approximatively 8% of strain)
followed by a final stretch up to failure at a strain
rate of 0.1 s�1 (quasi-static) were performed on a
Mach-1 V500cst mechanical tester (Biomomentum,
Canada) equipped with a 17N load cell (Figure 1). A

preload of 0.1N (approximatively 0.03MPa) was
applied to the specimen prior to testing. NR were
fixed to the testing device using needles and suture
thread with a drop of cyano-acrylate glue.

2.3. Post-processing and statistical analysis

Failure stress (rf), failure strain (ef) and modulus of
elasticity were extracted from the engineering stress-
strain curves and used to compute the mean values by
cervical level. Strain was reset to zero after precondi-
tioning. The resulting curves were typical of biological
soft tissues. A toe region was observed in which fibers
align in early loading followed by a linear region in
which the fibers straighten. The modulus of elasticity
was defined as the slope of the second portion of the bi-
linear fitted curve (Matlab algorithm, Maltab R 2020b)
that results from each stretched specimen. Kruskal-
Wallis tests have been performed with R (RStudio
V1.2.1335) in order to test if cervical levels have an
influence on the elastic moduli, the failure strain (rf)
and the failure stress values (ef).

3. Results and discussion

The mean values for the elastic modulus vary from
1.00MPa at C6/C7 to 3.45MPa at C2/C3 level. The
average failure strain goes from 0.09 for C2/C3 to
0.14 for C5/C6 and the mean of failure stress varies
between 0.16MPa for C6/C7 to 0.32MPa for C5/6.
For all the other samples it is around 0.20 (Table 1).

No significant influence was found between the
elastic modulus, the failure strain nor the failure stress
at the different cervical levels : all pvalue were above
0.05 (respectively 0.36, 0.43 and 0.74).

Elastic moduli ranging from 0.9 to 1.4MPa have
been reported for murine NR at the lumbar level
under quasi-static tensile conditions (Singh et al.
2006). Elastic moduli of 13.8 and 13.2MPa were also
reported for cervical and lumbar porcine NR, respect-
ively, under similar conditions (Tamura and Sakaya
2018). The results of this study are within the range
of literature with a global elastic modulus of
2.76MPa. Previous studies on NR did not show a

Figure 1. (A) Mechanical setup. (B) test protocol. (C) Typical
mechanical response of a sample subjected to uniaxial stretch.
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statistically significant difference between the mechan-
ical properties of NR between the cervical, thoracic
and lumbar levels. However, they suggest an associ-
ation between NR location and mechanical strength
of the bundles. A trend implying that lumbar NR are
weaker than cervical NR in term of tensile strength at
failure has been highlighted (Tamura and Sakaya
2018). While our results did not show any difference
in the mechanical properties of the different cervical
levels, trends could be highlighted with higher values
of elastic moduli at the C2/C3 level. Such variations
could be explained by the range of motion of the cer-
vical spine, which varies significantly between its
lower and upper segment (Yang et al. 2000).

4. Conclusions

While not reaching significance in their differences,
the elastic modulus of NR within the subarachnoidal
space presented trends at the different cervical levels,
with upper level having a higher modulus.
Viscoelastic characterization and constitutive model-
ing of these structures should be the subject of future
research to further improve their biofidelity in
numerical models.
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Table 1. Mechanical parameters per spinal level (mean ± SD).
N Elastic Modulus (MPa) ef rf (MPa)

Global 33 2.25 ± 1.56 0.12 ± 0.04 0.17 ± 0.13
C1/C2 6 3.45 ± 2.27 0.11 ± 0.05 0.19 ± 0.12
C2/C3 4 3.02 ± 1.99 0.09 ± 0.02 0.16 ± 0.86
C3/C4 4 2.15 ± 1.33 0.09 ± 0.02 0.11 ± 0.04
C4/C5 6 2.23 ± 145 0.12 ± 0.04 0.20 ± 0.16
C5/C6 4 1.48 ± 0.74 0.13 ± 0.06 0.18 ± 0.20
C6/C7 3 1.00 ± 1.15 0.12 ± 0.02 0.32 ± 0.11
C7/T1 6 2.22 ± 1.63 0.13 ± 0.03 0.17 ± 0.13

N is the number of samples.

Figure 2. (A) Plot of the stress-strain curves for all samples,
samples from the same animal have the same line style. (B)
Boxplot of the elastic modulus per spinal level.
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1. Introduction

Numerical modelling of human tissues is increasingly
used in research, both for clinical applications and for
the improvement of safety systems. It is therefore
essential to continue to develop models to better
understand the biomechanical behavior of these tis-
sues, for both physiological and non-physiological
loading. The biomechanical behavior of the fascia fata
is still poorly understood. However, this connective
tissue surrounding the thigh muscles has a function
as a stabilizer of the lateral cavity (Peabody and
Bordoni 2022) making muscle contraction more
efficient.

Few mechanical characterization tests have been
performed on this tissue, mostly with unphysiological
boundary conditions (Pancheri et al. 2014; Otsuka
et al. 2018). Bulge inflation tests could reproduce
in vivo loading of fascia lata, and such tests showed
promising results for the characterization of aniso-
tropic tissues (Jayyosi et al. 2016). In a previous study,
Muth-Seng et al. (2017) proposed a Discrete Element
Modelling (DEM) approach to simulate the fascia
under uni-axial tensile tests.

Based on this previous work, the objective of this
study is to develop the DEM approach for bulge tests
of the fascia lata for its elastic behavior.

2. Methods

2.1. Microstructure of the fascia lata

The fascia lata is a well-organised tissue consisting
of bundles of collagen fibres bound together by a
soft proteoglycan matrix. The fibres are organised
into two layers called the longitudinal and trans-
verse layers, each oriented in a distinct fibre direc-
tion. The angle between the two fibre directions is
approximately 70� and the longitudinal fibres are
about four times larger than the transverse fibres.

The collagen fibre bundles are wavy when the tissue
is relaxed.

2.2. Discrete element model – geometry

Based on this microstructure, a discrete element
model was developed, adapted from previous work on
living tissues (Roux et al. 2015; Muth-Seng et al.
2017). A 6mm diameter disc of fascia lata was imple-
mented in the model. The distance between the layers
was 0.335mm. The model consisted of two types of
nodes and three types of links.

The first type of node was longitudinal. These
nodes had a diameter of 246mm, which corresponds
to the average fibre diameter measured by Pancheri
et al. (2014). The second type of node was the
transverse node, which had a diameter of 61.3 mm.
The distance between the centre of two nodes of
the same fibre was set to 0.8 times the diameter of
a node. The distance between the centre of two
fibres was set at 0.05mm plus the diameter of the
nodes of the layer. The angle between the two fibre
families was 70�.

The three types of links were the matrix links
connecting both layers and the fibers of the same
layer and the longitudinal and transverse links.
Matrix links were generated using three different
Delaunay triangulation algorithms. Two of these
algorithms were used to realise a 2D triangular mesh
on both layers. The third Delaunay was used to con-
nect the two layers. The geometry was generated
using Python.

2.3. Discrete element model – material properties

The links were modelled as springs. The collagen fiber
springs had a randomly distributed slack strain. The
spring stiffness of the matrix was equal to the spring
stiffness of the collagen fibers when two fibers were
in contact. The collagen properties were taken from
the literature (Muth-Seng et al. 2017) and the proteo-
glycan behavior was taken from previous studies
(Roux et al. 2015). The mechanical parameters are
shown in Table 1.

2.4. Boundary conditions and simulation

The simulations were performed on the software
GranOO (Granular Object Oriented, www.granoo.org).

Table 1. Mechanical parameters of the fibers.
Parameters Stiffness (Nm) Slack strain Max strain

Longitudinal 132830 0.02 ± 25% 0.20
Transverse 33477 0.02 ± 25% 0.20
Matrix 1506 0.30
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To simulate a bulge test, the perimeter of both layers
was fully constrained so that they did not move, like it
occurred in the experiments.

The sample was loaded by computing a force nor-
mal to each triangular face of the inner layer. A third
of the computed force was then applied to the three
nodes of the considered triangle. Thus, the actual
force applied to any given node was the sum of the
third of the force applied to each face around the
node. The pressure applied to the sample started at
atmospheric pressure and gradually ramped up to 2.5
bars.

2.5. Model evaluation

To assess the model validity, we compared qualita-
tively it to the experimental bulge tests pretest data
conducted. The first point of validation was the
deflection induced by the anisotropy. As the longitu-
dinal fibers are stiffer than the transverse one, the
deflection should be greater in the transverse direc-
tion than in the longitudinal direction. The second
point of validation was the distribution of the superfi-
cial displacement and the max deflection obtained in
both the experiment and the simulation.

3. Results and discussion

The model, shown in Figure 2, was made up of 9245
nodes and 41,820 bonds. Preliminary bulge tests were
simulated on the sample. The bulge of the sample
exhibited heterogeneous deflection as expected. The
displacement field was similar to the one obtained
during the pretests. The maximal deflection was
0.6mm.

During the pretest the maximal deflection was
4mm for a 6 cm sample. The simulation returned us
a 0.6mm deflection for a 6mm sample. Although
both deflections are close, the main difference
between the tests are the loading time. The simulation
loaded the sample with 2.5 bar in 0.01s in order to
keep the computation time low and not in 30s like in
the pretest. The absence of relaxation in the springs
may explain the difference in the results. By keeping
the experiment time in mind preliminary simulation
model can be validated.

4. Conclusions

The results obtained from the preliminary tests are
promising. The method developed during this
research should be adaptable to any human fibrous
and layered tissue. As long as the mesostructure of a
tissue is known, this modeling technique is possible
and could contribute to a better understanding of its
biomechanical properties.
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1. Introduction

Cancer tumours are synonyms of poor vital prognos-
tic and vary in size and aspect, depending on the
location, cell invasiveness and neighboring tissues.
They can also contain extracellular matrix (ECM) in
different amounts, while cells can possibly synthesize
their own matrix. Recent research has focused on
tumour models, known as spheroids, obtained using
cell culture in controlled conditions. They are good
models since they are simple to obtain, have a round
geometry and allow to test various drugs. Previously
several authors tried to understand the effect of
internal stresses within the spheroid (Ambrosi et al.
2017; Guillaume et al. 2019) and others studied the
effect of an osmotic pressure (Dolega et al. 2021)
applied to the spheroid. An important aspect of such
spheroids is to determine their macroscopic behav-
iour, i.e. whether they can be considered as simple
elastic media or poro-visco-elastic systems. Recently
data on the viscoelastic properties of spheroids con-
taining various collagen content was obtained
(Tsvirkun et al. 2022) and reinforcement of the visco-
elastic properties was observed. Here we analyze this
data further and present an emulsion model (Palierne
1990) capable of predicting the global rheology of the
spheroid based on the individual components, e.g.
cells and the collagen matrix.

2. Methods

2.1. Cells, collagen and spheroids

Cells were epithelial bladder cancer cells (invasive
type, ATCC, HTB-4, Manassas, VA). They were cul-
tured in T25 flasks using RPMI 1640 medium (Gibco,
St Aubin, France) in an incubator at 37 �C, in a 5%
CO2 humid atmosphere. Note that they had been
transfected for actin-GFP using a plasmid, therefore
they can be visualized when using fluorescence.

Collagen I gels (2mg/mL) were prepared from rat
tail solutions (BD Biosciences) and mixed with culture
medium. NaOH (0.1M) was added to adjust the pH
at 7.4 at 4 �C. Then polymerization was achieved at
37 �C during 30min.

Spheroids were prepared as described previously
(Tsvirkun et al. 2022) in hanging droplets of culture
medium. Rat tail collagen (type I) was also included
in the RPMI medium at lower concentrations (from 0
to 0.03mg/mL) until 5000 cells were added to the
solution. Spheroids formed after 3 days with a nice
round shape, although it seemed that spheroids were
more difficult to prepare without collagen. A charac-
teristic confocal microscopy image is shown in
Figure 1 where the spheroid showed a compact
shape with fluorescent cells in green and collagen
(0.01mg/mL) could be observed in the red channel,
using reflectance confocal microscopy. This showed in
particular that cells could collect the collagen to make
bonds like in a scaffold.

2.2. Rheology characterization

Rheological data of collagen gels was gathered from
previous works using low frequency (0.1Hz–10Hz)
classical plate-plate rheometry (Iordan et al. 2010)
and complementary AFM experiments in the higher
frequency range (1Hz–1 kHz). AFM force modulation
mode (JPK, Nanowizard NWII, Berlin, Germany) was
used as described previously (Abidine et al. 2021).
Pyramidal tips (Bruker, MLCT, half angle 20�) were
chosen to obtain pyramid-plane contact using Hertz
model. Altogether, this allowed to cover several deca-
des in frequency from 0.1Hz to 1 kHz. The data is
typical of a gel behavior with a plateau at low

Figure 1. Confocal microscopy image of a spheroid prepared
in culture medium containing 0.01mg/mL collagen. T24 cells
are in green, collagen in red.
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frequencies and a slowly increasing behavior as a
function of frequency. This rheology was predicted
using power-law behaviours (data not shown).

Cell microrheology was also carried out using
AFM as well and exhibited also power law behaviours
as reported before (Abidine et al. 2018).

Finally spheroids at three initial collagen content
were characterized (0–0.01mg/mL–0.03mg/mL). In
this case, large flat cantilevers (TL-NCL, Nanosensors,
38 mm width) were put in contact with the spheroids
(Tsvirkun et al. 2022). Here we only show the data
for spheroids with these initial collagen contents in
Figure 2. Full points represent the elastic shear modu-
lus (G') whereas open symbols correspond to the loss
shear modulus (G").

2.3. Emulsion model for viscoelastic systems

From the knowledge of viscoelastic data for collagen
and cells, we can assume, based on the images
obtained (Figure 1), that there are two phases, one is
the collagen one (similar to a gel), and the other one
consists of the cells with radius R. Previous work on
viscoelastic emulsions are available and have been con-
sidered to predict accurately the behaviour of such sys-
tems. In particular, Palierne (1990) proposed a model
based on the rheology of both phases and interfacial
tension was also included. The model reads as follows,
in the large concentration case:

G�ðxÞ ¼ ð1þ 3/H�ðxÞÞ=ð1� 2/H�ðxÞÞ where

H� ¼ f4a=R 2G�
m þ 5G�

ið Þ þ G�
i � G�

mð ÞD�g=
f40a=R G�

m þ G�
ið Þ þ 2G�

i þ 3G�
mð ÞD�g

and D� ¼ 16G�
m þ 19G�

i:

G�m(x) and G�i(x) are respectively the viscoelastic
properties of the matrix and the cells, whereas a is
the adhesion energy per unit area, and R the cell
radius.

3. Results and discussion

Based on this model, we tested our system using sin-
gle cell viscoelastic properties, as well as collagen
ones. Interfacial tension a was found to have little
effect therefore a typical value of the adhesion energy
was used (30mN/m) for the simulations. On the con-
trary, G�m(x) plays an important role and an optimal
collagen concentration was found to be around
2mg/mL, which could be related to the one in the
extra-cellular space. Then the effect of cell content /
was studied and showed to play an important role.
The best fits are found below.

Cell concentration was found to be optimal at
respective values / ¼ 0.82, 0.95 and 0.97, and the ini-
tial collagen content was increased to 	2mg/mL.
Thus it seemed that collagen addition reinforced the
bonds between cells and reduced the intercellular
spacing, which is an important finding of this work.

4. Conclusions

A viscoelastic emulsion model was used to predict the
rheology of different spheroids. It was shown to be in
good agreement with data obtained using AFM, after
taking into account the properties of both phases
measured separately. It could be a useful tool for fur-
ther studies on the influence of the Extra-cellular
matrix within tumours.
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1. Introduction

Predicting and understanding cancer cell migration in
the extracellular matrix is one of the most exciting
and difficult problem in biophysics, biology or in
medicine. For that purpose, 2D analyses of cell migra-
tion on collagen-coated substrates have been exten-
sively carried out (Dembo and Wang 1999), but 3D
studies represent a major technological and scientific
challenge today. The first step is to characterize the
collagen gels from morphological and mechanical
standpoints. For example, Roeder et al. (2002) investi-
gated how the collagen morphogenesis could be
altered by the incubation temperature: some of the
microstructural changes were detected such as fibril
diameter or length observed using confocal reflection
microscopy (CM), and related to the mechanical
behavior of the collagen gels. However, the evolution
of the microstructure (collagen volume fraction or
fibril orientation) during mechanical testing of the gel
still needs to be analyzed. Therefore, this study aims
to process various synthetic collagen gels, and to ana-
lyze their 3D microstructure using confocal micros-
copy in order to determine precisely collagen volume
fraction and fibril diameter for gels prepared at two
different polymerization temperatures.

2. Methods

2.1. Collagen gels preparation

Collagen gels were prepared using type I collagen
from rat tail collagen solution (Corning, USA) at a
concentration of 2mg/mL to mimic human ECM. To
ensure the gelation process, the solution was homo-
genized at 4 �C by slow stirring to obtain a pH of 7.4.
Two temperature conditions were used during the
collagen network morphogenesis: 37 �C and 23 �C.
These two conditions are prone to induce different
microstructures (Yang 2009), therefore they present
an interest for this study. The gels were incubated for
1 h in a humid chamber (approximately 99% humid-
ity). Two samples, of 25 mL each, were analyzed for
each condition.

2.2. Confocal microscopy

Confocal reflectance microscopy (Leica TCS SP8) was
used to visualize the microstructure of the collagen
gels with the 63X magnification objective (Iordan
2010). The 633 nm HeNe laser was used for reflect-
ance. For each sample, two stacks of images were
acquired at two different spatial resolutions (2X and
4X) to analyze the distribution of the volume fraction
of collagen fibrils, i.e. with voxel sizes of
0.18� 0.18� 0.36 mm3 and 0.09� 0.09� 0.36 mm3

respectively.

2.3. Image processing

The images obtained with the collagen gels were very
noisy (Figure 1), and the standard segmentation tools
(based on a fixed greyscale threshold) were not able
to achieve proper fibril segmentation. Instead, we
used the Trainable Weka Segmentation 3D plugin of
Fiji, based on machine learning algorithms (Arganda-
Carreras 2017). No preatreatment of the images was
done before using Weka. By manually training the
plugin to segment objects with various contrast and
diameters, we could isolate the fibrils from the rest of
the gels. We could then estimate the volume fraction
of collagen fibril, obtained by dividing the number of
voxels of the fibrous phase by the total number of
voxels in the regions of interest. As a first rough
approximation, we validated this value by comparing
the diameter of the fibrils in the binary image and the
CM image.

Figure 1. 2D in-plane slices of the collagen gels observed at
two different scales and two gelation temperatures.
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3. Results and discussion

3.1. Visual morphological analysis

Figure 1 shows typical 2D slices obtained by using
confocal microscopy, emphasizing rather well the
multiscale architecture of the synthetized nanoscale
collagen fibrils, assembling to form micron-scale fibril
bundles (or fibers). We showed the grayscale images
because observing the fibrils is easier for the eye than
with the binary images. The top image shows a gel
sample incubated at 37 �C at two different scales. The
bottom image shows the gels incubated at 23 �C. The
collagen gel polymerized at 37 �C contain short and
individual fibrils, homogeneously distributed in the
gel. At 23 �C, collagen fibrils are longer and thicker.
These results are in agreement with the literature
(Yang 2009). The typical diameters of fibrils were
measured around 371 ± 53 nm and 488 ± 57 nm for
37 �C and 23 �C (meanþ std), which is coherent with
the literature data (Roeder 2002).

3.2. Quantification of volume fraction

Figure 2 shows the evolution of the mean volume
fraction of collagen fibrils (um) along the thickness of
the gel, for the two imaged samples at two different
scales, i.e. with two different ROIs: um is higher for
the gels polymerized at 23 �C, whatever the ROI. Note
that variations obtained around the mean values at
either 23 �C or 37 �C are small.

In addition, we observe a difference between the
observation at 2X and 4X for each condition. For
example, at 37 �C, um is close to 0.016 at 2X, while it

is 0.028 at 4X. There are two hypotheses to explain
this effect. First, the segmentation itself may be the
source of the problem. The image quality at 2X is not
the same as at 4X, so the trainable Weka segmenta-
tion method could have an effect. Indeed, the major
limitation of this technique comes from the user, as
the thinner and lighter fibrils are lost in the training.
The second hypothesis is that the volume fraction dis-
tribution is highly heterogeneous. Such a heteroge-
neous spatial distribution could have an impact on
the mechanical properties of the gels and requires a
deeper study of the volume fraction distribution at
different scales, and the use of more relevant struc-
tural descriptors.

4. Conclusions

In this study, we prepared collagen gels at two differ-
ent polymerization temperatures and proposed a
method to analyze their 3D microstructure through
image processing techniques. The results show signifi-
cant differences in microstructure. At 23 �C, the colla-
gen gels have longer and thicker fibrils with a high
fibril content. At 37 �C, the fibril bundles are thinner,
shorter and exhibit a lower fibril content. We also
observed an improved fibril distribution at a smaller
scale and need further analysis to determine the size
of the Representative Elementary Volume (REV) to
later analyze the macroscopic mechanical properties.
Work is currently on-going to complete such analyses
and probe other microstructural observables such as
length distribution and 3D orientation of fibrils. Next
step will be to subject these fibrous media to various
physiological loadings and to study the strain-induced
variations of all these 3D microstructural descriptors.
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1. Introduction

Characterization of the dura mater is needed in order
to provide accurate material properties for numerical
simulations in both traumatic and physiological appli-
cation especially in the spinal cord (Bailly et al. 2020;
Beaus�ejour et al. 2022). Biaxial mechanical character-
ization of the dura mater has been reported in human
brain dura samples by De kegel et al. (2018) using an
anisotropic Gasser–Ogden–Holzapfel (GOH) model
and in ovine spinal cord dura by Shetye et al. (2014)
using transverse isotropic Gasser and anisotropic
Gasser model. Both studies used three different tested
ratio of strain rate between axis (1:1,1:0.5,0.5:1 and
1:1,1:2,2:1 respectively). Comparison of constitutive
model on an equi-biaxial tensile test study has also be
provided in the spinal cord (Evin et al. 2022).

While identification of constitutive model coeffi-
cient is using optimisation methods which has been
greatly optimised in the recent years (Roux et al.
2020), analysis of biaxial tensile test with different
strain ratio between axis is rarely described in the lit-
erature apart from its use in constitutive model
identification.

This study provides preliminary results of biaxial
tensile testing of porcine brain dura mater with iden-
tification of anisotropic Gasser constitutive model.

2. Methods

2.1. Samples preparation and thickness
measurements

Extraction of dura mater from one porcine brain
(domestic pig, 90–100 kg, 8months) was performed
with care in removing the top part of the skull bone
avoiding ear structures.

Thickness measurements was performed according
with Sudres et al. (2020) as measurement of the side
of the cut sample included in agar at three location of
the dura (posterior, center and anterior) at an equal
distance from the crania fossa (15.4 ± 3.1mm, 12�10
thickness measurements).

2.2. Biaxial tensile tests

Biaxial tensile test system consists in four step motors
(Zaber, Vancouver, Canada) attached to 5 rakes and
four load cells (50N, sensitivity 0.001N) controlled by
a HBM PMX system (HBM).

Biaxial tensile testing consisted in tensile velocity
of 0.1mm/sec with 5 different axis ratio tests: 1:1, 1:2,
2:1, 1:4 and 4:1 (c11, c12, c21, c14, c41), randomized
for each sample and with a threshold of 0.6mm
(8.57%) for each axis. Initial length between rake is
7mm resulting in strain rates between 0.014 to
0.057 s�1.

2.3. Data post-processing and statistical analysis

Piecewise bi-linear fit was performed on each of the
strain-stress curves computed as engineering strain and
stresses insuring maximum of r2 criteria for both part
of the fit. Elastic modulus is then computed as the slope
of the second linear fit (the first depicting the toe
region). The engineering stress and strain were com-
puted respectively computed as the ratio of the tensile
force and the initial cross-section area taking into
account the thickness of the sample and the elongation
at time t along one axis direction divided by the initial
length in this direction. Definition of the anisotropic
Gasser model is reported as per (Shetye et al. 2014) two
fibre populations are considered with ðb, cÞ describing
the orientation of the fibres with respect to circumfer-
ential axis and (j1, j2) the degrees of fibre dispersion
for each population. Additionally, invariants of the
right Cauchy Green tensor are defined as follows:
I4 ¼ k21cos

2bþ k22sin
2b; I6 ¼ k21sin

2cþ k22cos
2c: The

strain energy function of the constitutive model is
defined as follow:

W ¼ C10 I1 � 3ð Þ þ C20 I1 � 3ð Þ2

þ k1
2k2

ek2 j1 I1�3ð Þþ I1�3j1ð Þ I4�1ð Þf g2

� 1

h i

þ k3
2k4

ek4 j2 I1�3ð Þþ 1�3j2ð Þ I6�1ð Þf g2

� 1

h i
(1)

Figure 1. Sampling preparation (a), biaxial tensile test set up
(B) and sample on the test system (C).
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The matrix part of the constitutive model is a Yeoh
hyperelastic model characterized by C10 and C20 in
the anisotropic Gasser model (1) (Shetye et al. 2014).
Coefficient identification was performed using
lsqcurve fit from Matlab (Mathworks, Natick, USA).

3. Results and discussion

Thickness measurements ranged from 0.04 to 0.1mm,
mean value of 0.07 ± 0.02mm. This was 3–6 time
smaller compared to the reported 0.3mm in dura spi-
nal cord (Sudres et al. 2020). According to De Kegel
et al. (2018), human brain dura mater thickness varies
according with distance to the crania fossa tissue and
was found 10 times higher than the reported values
in swine. Thickness measurements should be furtherly
investigated on several specimens.

Seven specimen were tested with the c11 (1:1)
biaxial tensile testing condition and six with all five
conditions resulting in 30 tests. Table 1 depicts the
averaged coefficient value for anisotropic Gasser con-
stitutive model fitted for all of the biaxial test.

Strain stress curves of the equi-axial tested condi-
tion are depicted in Figure 2 highlighted variability of
the sample behavior. Constitutive model coefficient
also presented in Table 1 resulted of the average of all
fit of constitutive model for all tests. Differences in
elastic modulus between axis should be noticed as
well as changes in value depending on the tested
strain rate applied to the other axis.

The changes in elastic modulus according with the
tested condition and the non symmetry of the condi-
tion (c12 vs c21 and c14 vs c41) is highlighting the
anisotropy of the material which should be furtherly
investigating in both micro-structures and mechanical
behavior. Additionally, viscoelasticity of the dura
mater should be questioned and considered for fur-
ther modelling of such structure.

Limitations of this work consist in the identifica-
tion of constitutive model coefficient which depends
on initial parameters and could depict local min-
imum. The number of samples is also a limitation of
this study.

4. Conclusions

This work provides preliminary findings on bi-axial
mechanical characterization of bovine dura mater.

Changes in elastic modulus according with strain
rate used in the opposite ratio highlight the anisot-
ropy and the viscoelasticity of the dura mater.
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1. Introduction

In 2020, there were an estimated 19.3 million new
cases of cancer worldwide (Sung 2021), and around
80% of patients with malignant tumors will develop
a bone metastasis (Du et al. 2010). Bone metastases
affect the strength of bone, which may lead to frac-
tures during daily activities. Accurate fracture risk
assessment is crucial to give patients with bone
metastases the best treatment. The current clinical
gold standard for fracture prediction is the Mirels’
score (Mirels 1989). However, this score has been
proven to lack specificity (Piccioli et al. 2014).
Hence, other failure prediction methods have been
evaluated, mostly within the context of femoral
metastases. Among these is CT-scan based finite
element (FE) analysis, which allows for computation
of failure load based on the geometry and bone
density of the patient’s femur. Most published FE
models give good predictive results, though few have
endured a reproducibility study (Gardegaront 2022).
As FE models may be sensitive to operator-depend-
ant variables and uncertainties in their experimental
validation (Taddei et al. 2006; Amini et al. 2023),
this study aims to explore the inter-institutional
reproducibility of a FE model previously validated
for prediction of femoral fracture under torsional
load (Johnson et al. 2020).

2. Methods

Irregularly shaped defects were created in a series of
eleven ex vivo, cadaveric specimens to mimic lytic
femoral metastatic lesions. All femurs were scanned
using a SOMATOM CT-scanner (Siemens Medical
Systems, Forchheim, Germany, 120 kVp, 52mA, field

of view 11.5 cm, pixel size 0.2246mm, slice thickness
0.75mm) together with a calibration phantom to
convert Hounsfield units to hydroxyapatite equiva-
lent densities. Femurs were tested to failure in tor-
sion, and a linear FE model with failure criteria was
created and cross-validated using these femurs and
associated experimental data (Johnson et al. 2020).
FE models of these experiments were reproduced by
an external lab using the information contained in
the paper.

Some changes were made as some software and
methods could not be strictly reproduced as men-
tioned below:

� CT segmentation was performed in different soft-
ware (3D Slicer vs Mimics).

� Diaphysis constraint was modelled as null dis-
placement for distal femur nodes vs in contact
with a constrained distal support.

� Models were loaded with a constraint of nodal
load to the nodes of the femoral head vs displace-
ment of femoral head nodes in contact with the
loading platen. The rigid rotation of these nodes
was not constrained.

� The orientation method was different (diaphysis
and neck axes were defined differently).

� The FE software was different (Ansys vs Abaqus).

The results of the original model were then com-
pared to the results of the reproduced model.
Furthermore, two different segmentations of each
femur from two different operators were used with
the reproduced model to quantify the influence of the
inter-operator variability of the segmentation.

Agreement between experimental failure loads
from each model were evaluated with the coefficient
of determination (r2). Accuracy between model and
experimental failure loads was quantified with the
mean of differences. Precision between each model
(original and reproduced) and experimental failure
loads was quantified with the standard deviation of
the differences.

3. Results and discussion

There was a strong relationship between the predicted
failure loads of the original models and those of the
reproduced models (r2 > 0.84, Figure 1 and Table 1).
However, both operators of the reproduced model
obtained systematically higher failure loads than the
original models. There was good agreement in failure
loads computed by both operators using the repro-
duced model (r2 ¼ 0.98, cf. Table 1).
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The accuracy of the original model was �108N,
while for operators 1 and 2 of the reproduced model,
it was 539N and 419N, respectively. The precision of
the original model was 202N, while for operators 1
and 2 of the reproduced model, it was 366N and
348N, respectively (Figure 2).

In a previous study (Gardegaront 2022), a non-lin-
ear model of femur failure load was reproduced with
strong agreement between the original and repro-
duced models on the same dataset (r2 ¼ 0.95). The
regression slope in that comparison was closer to 1
(slope ¼1.07) than for this study (slope >1.56,
Figure 1). Even if there are methodological

discrepancies between original and reproduced mod-
els (orientation, segmentation, etc.) in both studies,
the previous study was done in compression and cur-
rent one in torsion. This suggests that torsional load
tests may be more sensitive to segmentation and
orientation methods, and boundary conditions.

The results from both operators of the reproduced
model suggests an operator dependent segmentation
method gives variations on the predicted failure load
(there is a difference of 14% between the regression
slopes of both operators). However, both operators
still obtain systematically higher failure loads than
the original model, hinting at a significant contribu-
tion of other parameters such as the orientation
method or the boundary conditions, on the model
predictions.

4. Conclusions

This study aimed to reproduce a linear FE model of
the torsional loading of the femur. A relationship
between failure load from the original and reproduced
model was found, but failure loads of the reproduced
model were systematically higher. This suggests that
the model may be sensitive to divergent modelling
methods of the boundary conditions, segmentation,
orientation methods or even the software used. In
addition, variations of the predicted failure loads were
found when using segmentations from different oper-
ators on the reproduced model. A global sensitivity
study may explain which variables most affect the
predicted failure load of the model, and thus yield
information about which variables have to be carefully
chosen to avoid inter-institutional reproducibility
issues.
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1. Introduction

Fasciae are collagenic tissues permitting a large but
finite sliding between organs, but also between skins
and its underlying elements (Camomilla et al. 2017).
These tissues can be found at many scales, and in par-
ticular directly underneath the skin. Testing such
materials remains a challenge due to high softness
and hasty dehydration. The suction testing may con-
stitute a suitable experimental procedure to character-
ize such tissues. However, the separation of these
fibrous tissues contribution from the skin’s is not sim-
ple at first and performing ex vivo experiment
upstream is required. Although the peeling test is cur-
rently used in the industry, it has been rarely
employed to assess the adhesion strength between two
living tissues until recently (Larose et al. 2020) and on
aorta (Brunet et al. 2021). Despite the strong interest
in the modelling in these ubiquitous fibrous tissues,
they remain mainly considered as a continuum media
(Ganghoffer et al. 2022), or neglected. However, closer
observations show a web-like structure and motivate
the need of a more descriptive approach
(Guimberteau and Delage 2012). The objective of the
present study is threefold: we firstly show the feasibil-
ity of using a destructive peeling test as a new route
to measure the skin-to-bone interaction. Secondly, we
propose a geometric and computational approach to
model the experimental peeling response of the tested
biological tissues, with the help of an associated finite
element (FE) model. Lastly, with the use of the pro-
posed skin-to-bone model, we suggest the feasibility
of using a non-invasive suction experiment to assess a
in vivo quantification of the outermost fasciae rigidity.

2. Methods

2.1. Destructive experiments: peel tests

The developed peeling device consists in an ad hoc
PMMA (Polymethyl methacrylate) translatable tank

mounted on a tensile machine (Zwicki Z0.50 TN).
The excised specimen of porcine scalps were thin
bands composed of three different layers, the skin, the
underlying tissues and the skull, and were harvested
from two fresh pig heads coming from a local butcher
shop. The excision zone was the region between ears,
from the back of the head to the nose of the animal.
The skull layer of each specimens was fixed at the
bottom of the tank, and the skin layer was pulled
upward by the tensile machine cross-head, at a speed
of 1mm s�1 till the total separation of skin from skull
(see Figure 1A)). Two different specimens’ widths and
lengths were used, permitting to modify the skin-to-
skull interface. The peeling force needed to separate
the skin and skull layers was then assessed as a func-
tion of the prescribed displacement. These experimen-
tal data were then used in the geometric and
computational approach to model the skin to bone
interaction described below.

2.2. Geometric and computational approach

The proposed geometric model took its essence in the
peel-zone model (Pesika et al. 2007) where the adhe-
sion strength is given by the zone where the separ-
ation occurs. We assumed that this adhesion strength
was due to a population of spring-like elements whose
behaviours were constituted of two intrinsic parame-
ters, their stiffness and their length of failure. These
two later parameters were identified with the help of
an associated FE model (Abaqus/implicit, Figure 2A))
associated to the peeling test and with the help of the
experimental dataset. The spring-like elements were
modelled by a population of connectors (CONN3D2

Figure 1. (A) Peeling test performed on porcine scalp. Scale:
20mm, inset scale: 10mm. (B) Suction test image. Scale:
10mm.
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elements) randomly generated via an ad hoc
MATLABVR code. These elements lied between two
solid parts representing the scalp’s skin and the skull.
The two identified parameters were then used in a FE
model associated with the non-invasive suction tests
described below.

2.3. Non-invasive experiments: suction tests

The suction experiments were done with the help of a
dedicated device made of a transparent PMMA cylin-
der emptied by a 60mm diameter (coaxial) hole.

The pressure differential was established and main-
tained few seconds to permit the reading of its value
on a manometer (RS PRO, Germany). The deflection
of the sucked tissues was filmed aside with a camera
(Allied Vision, Germany) and then assessed manually
from the processed images (MATLABVR ).

2.4. Finite element modelling of the scalp’s
suction

The feasibility of the non-invasive characterization of
the skin to bone interaction was assessed through the
use of an associated FE model of the suction experi-
ment, which included a population of connectors ele-
ments with their two identified intrinsic parameters.
The model was composed of two rigid parts repre-
senting the porcine’s skull and the suction device,
together with the deformable scalp’s skin. The con-
nectors lied between the later solid and the skull. The
material properties of the porcine scalp’s skin were

identified once separated from the skull using an
Ogden constitutive law (order 1, with parameters
identified from subsequent destructive tensile tests). A
differential of pressure was applied to the skin and
the deflection (i.e. numerical) was compared with
experimental data.

3. Results and discussion

The separation of skin and bone induced a progres-
sive tear at the skin interface or within the conjunc-
tive tissues (as seen on Figure 1A)). To compare the
results from both campaigns, the measured peeling
force was normalized by the specimen width while
the cross-head displacement was normalized by the
skin-to-bone interface length (Figure 2A)). The vari-
ability of the experimental data measured may be
attributed to the different specimen locations (i.e. in
the scalp region), or the tearing point that varied
within the thickness of the conjunctive tissues. The
identification of the two connector parameters led to
a good prediction of the normalized plateau-like
experimental curves, commonly reported for adhesive
interfaces. The experimental suction test on the por-
cine head led to a measured deflection of 7:1 mm
(Figure 1B)), while the associated FE model (Figure
2B)) predicted 7:87 mm: Despite the errors associated
with manual deflection measurement and from the
identification of the connector’s two parameters,
the proposed FE model satisfyingly reproduced the
experimental data.

4. Conclusions

By performing an upstream destructive experiment to
fuel a geometric and computational modelling of the
skin-to-bone interaction, a method for the non-inva-
sive in vivo quantification of the underneath soft tis-
sues contribution has been proposed and confronted.

Acknowledgements

The authors would like to thanks Maison Wagner from
Marange-Zondrange, FRANCE for providing samples.

References

Brunet J, Pierrat B, Badel P. 2021. Review of current advan-
ces in the mechanical description and quantification of
aortic dissection mechanisms. IEEE Rev Biomed Eng. 14:
240–255. doi:10.1109/RBME.2019.2950140.

Camomilla V, Dumas R, Cappozzo A. 2017. Human move-
ment analysis: the soft tissue artefact issue. J Biomech.
62:1–4. doi:10.1016/j.jbiomech.2017.09.001.

Figure 2. (A) Peeling simulation results exemple. CTF:
Connector force (N). (B) Computational result of the suction
test including the skin-to-bone interface. U2: nodes displace-
ment along Y axis.

S90 ABSTRACTS 48th Congress of the Society of Biomechanics

https://doi.org/10.1109/RBME.2019.2950140
https://doi.org/10.1016/j.jbiomech.2017.09.001


Ganghoffer J-F, Reda H, Berkache K. 2022. 3 – Generalised
continuum mechanics of random fibrous media. In:
Silberschmidt VV, editor. Mechanics of fibrous networks.
Amsterdam: Elsevier; p. 49–73. doi:10.1016/B978-0-12-
822207-2.00003-9.

Guimberteau J-C, Delage J-P. 2012. Les tendons et le
syst�eme de glissement multifibrillaire. Ann Chir Plast
Esthet. 57(5):467–481. doi:10.1016/j.anplas.2012.07.002.

Larose AE, Dakiw-Piaceski A, Barbier MA, Larouche D,
Gauvin R, Caruso M, Pope E, Germain L. 2020. Peel
test to assess the adhesion strength of the dermal–epi-
dermal junction in tissue-engineered skin. Tissue Eng

C Methods. 26(3):180–189. doi:10.1089/ten.tec.2019.
0268.

Pesika NS, Tian Y, Zhao B, Rosenberg K, Zeng H,
McGuiggan P, Autumn K, Israelachvili JN. 2007.
Peel-zone model of tape peeling based on the gecko
adhesive system. J Adhes. 83(4):383–401. doi:10.1080/
00218460701282539.

KEYWORDS Soft tissue testing; skin-to-bone modelling; peeling;
suction; fasciae

yves.vallet@univ-lorraine.fr

COMPUTER METHODS IN BIOMECHANICS AND BIOMEDICAL ENGINEERING S91

https://doi.org/10.1016/B978-0-12-822207-2.00003-9
https://doi.org/10.1016/B978-0-12-822207-2.00003-9
https://doi.org/10.1016/j.anplas.2012.07.002
https://doi.org/10.1089/ten.tec.2019.0268
https://doi.org/10.1089/ten.tec.2019.0268
https://doi.org/10.1080/00218460701282539
https://doi.org/10.1080/00218460701282539


Spatial resolution and repeatability
of the human brain magnetic
resonance elastography

S. Kurtza,b, C. L. Johnsonc, D. R. Smithc,
E. E. W. Van Houtenb and B. Wattrissea

aLaboratoire de M�ecanique et G�enie Civil, CNRS, Universit�e de
Montpellier, France; bD�epartement de G�enie M�ecanique,
Universit�e de Sherbrooke, Sherbrooke, Canada; cDepartment
of Biomedical Engineering, University of DE, Newark, DE, USA

1. Introduction

Magnetic Resonance Elastography (MRE) is a non-
invasive, in-vivo, phase contrast MRI-based technique
used to quantify material properties of soft tissues.
Over the past decade, MRE has shown promising
results in using stiffness as a biomarker of the brain.
It captures small changes in the viscoelasticity of the
tissue structure caused by neurodegenerative condi-
tions such as multiple sclerosis (Millward et al. 2015)
and Alzheimer’s disease (Hiscox et al. 2020).

Estimates of heterogeneous material properties are
provided using a nonlinear inversion (NLI) method.
The associated algorithm uses a subzone decomposition
to handle parallel computing and stabilization of the
material properties estimates (Van Houten et al. 1999).
This iterative identification method has been recently
updated to a novel formulation where the indirect influ-
ence of noise through applied boundary conditions is
avoided (Kurtz et al. 2023). The method has shown
promising results on simulated and in-vivo data, dem-
onstrating a significant improvement in the ability to
obtain viable property maps in difficult configurations.

The aim of this study is to investigate the nearly-
incompressible viscoelastic, isotropic mapping of the
human brain using MRE and to provide updates on
shear stiffness quantification with improved spatial
resolution and repeatability using the novel, BC-free,
isotropic NLI formulation. This study discusses opti-
mal parametrization of the method and the outcomes
for detecting smaller heterogeneities.

2. Methods

2.1. Data acquisition

The dataset from a previous study (Smith et al. 2022)
was used in this study. The same healthy subject (F, 21 y)
completed imaging sessions on a Siemens 3 T Prisma
MRI scanner, with multi-excitation MRE scans per-
formed in both anterior-posterior (AP) and left-right

(LR) directions. Vibrations of each excitation were
applied at 50Hz. MRE acquisition used a 3D multiband,
multishot spiral sequence (Johnson et al. 2014) with a
2.0� 2.0� 2.0mm3 isotropic resolution grid and a
field-of-view of 240� 240 x 128mm3. The acquisition
protocol was repeated three times for each excitation
direction scan. Shear wave displacement fields were cal-
culated by unwrapping phase images and filtering with a
Fourier transform. Further details regarding the acquisi-
tion, excitation protocol, and displacement calculation
can be found in the study by Smith et al. (2022).

2.2. Biomechanical property estimation

Viscoelastic material properties maps (	3.2�106
points) associated to shear stiffness (m) and damping
ratio (n) were estimated for each dataset using the
BC-free, isotropic NLI formulation. To investigate
spatial resolutions gains, reconstructions were proc-
essed using two different regularization strategies:
total variation (TV) minimization and spatial filtering
(SF) smoothening. TV acts as a direct influencer dur-
ing the inverse problem minimization process by
assuming local homogeneity of the tissue which leads
a softening of the sensitivity to noise without penaliz-
ing large gradients (Goenezen et al. 2011). On the
other hand, SF has an indirect impact on the recon-
structions process: it stabilizes the iterative progres-
sion by applying a Gaussian smoothening on the
identified material properties (Van Houten et al.
1999). Regularizations were realized by coupling four
sizes of SF sizes (rSF), and seven TV weights (aTV).
Optimal regularizations parameters are obtained using
both statistical and visual assessment.

3. Results and discussion

The optimal TV parameter is first selected through visual
assessment, by fixing the SF size to its minimum value for
each reconstruction of a single dataset. When the TV
weighting is low, reconstructed regions tend to overesti-
mate stiffness (m > 6 kPa), while highly TV-weighted
maps exhibit abnormally high levels of homogeneity due
to over-regularization. An intermediate parameter (aTV
¼ 1�10�16) is chosen. This investigation is extended by
analyzing the SF influence, as shown in Figure 1.
Individual reconstructions of SF sizes lead to satisfying
repeatability. Indeed, in this case, with a fixed SF size, the
maximum absolute difference of the identified shear
modulus averaged over the entire volume between repeti-
tions is less than 25Pa. The highest SF size presented in
the figure (rSF ¼ 1.5mm) is selected because it provides
clear distinctions of heterogeneities while being coherent
with the brain’s structural topology. Figure 2 shows a
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visual synthesis of the identified moduli between the pre-
vious and updated parametrization. In the previous par-
ametrization, the stability of the identifications was
ensured by a large SF size (rSF ¼ 3mm). The updated
parametrization reduces the SF by a factor of 2, indicating
better tolerance to small gradients while limiting the pres-
ence of overestimated regions. These visual results allow
for sharper stiffness-based distinctions of cortical and
subcortical gray matter.

4. Conclusions

This study builds on stability gains achieved through
recent updates in MRE data acquisition and NLI

methods, to propose a new set of regularization
standards that guarantee satisfying repeatability
between reconstructions. Sub-centimeter heterogeneity
appears to be detectable with high stability in this
configuration. Analysis of noisier data could extend
the scope of this study and allow for the eventual
implementation of different regularization setup scen-
arios. Segmentation of brain regions of interest could
greatly enhance the precision of these analyses.
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Figure 2. Reconstructed material properties of a single dataset
using previous (left) and updated (right) regularization
parameters.

Figure 1. Reconstructions of shear stiffness for 3 SF sizes at
the selected TV weight. (a): averaged maps. (b): mean and
standard-deviation of each 3 AP excitations individual recon-
structions (entire volume).
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1. Introduction

Optical Coherence Tomography (OCT) is an observa-
tion technique that has many applications in medicine
such as gastroenterology, dermatology, gynecology or
neurosurgery. Ophthalmologists are increasingly using
this device to observe the retina and detect changes
associated with the onset or treatment of pathologies
such as age-related macular degeneration, diabetic ret-
inopathy and glaucoma. This device provides a series of
cross-sectional images of the retina which creates a 3D
image and gives a volume representation of the retina.
It is then possible to use Digital Volume Correlation
(DVC) to measure displacement and deformation fields
inside the retina. There are some studies in the litera-
ture about the use of DVC with OCT images but trans-
fer this measurement technique to image series
obtained from a commercial OCT device commonly
used by ophthalmologists was not done. The proposed
3D strain measurement opens the possibility to enrich
medical examinations with a quantitative evaluation of
local strains of retinal tissues allowing (i) to finer detect
transformations of tissues initiating a pathology, (ii) to
know the mechanical state of tissues. The determin-
ation of the geometry and the thickness of the retina
layers on slices are currently available on OCT but they
do not provide this data.

DVC was adapted to the morphology and local
contrasts of retinal layers and applied to images from
the commercial device used by ophthalmologists at
Poitiers hospital. The first results showed the potential
of the approach and quantified mechanical solicita-
tions due to a surgery.

2. Methods

2.1. OCT, samples and volumes acquisition

The tests have been realized with HRAþOCT
SPECTRALIS device from Heidelberg Engineering

company (Marcel 2021). This system allows to
observe the retina around the fovea on an area of
9� 9 mm2 and a depth up to 2mm.

2.2. Strain measurement inside the retina

Displacement and strain measurements of retina are
made using DVC technique (Tran 2013). As the ret-
ina has a basin-shaped morphology and these tissues
are a stack of layers with different contrasts, DVC has
been adapted to ensure a possible and reliable meas-
urement. The developed technique includes a prelim-
inary detection of lower and upper retinal layers in
both images (initial and deformed, Figure 2a,b) and
allows to automatically determine the area of interest
between these two lines, the measurement points and
the initial displacement values necessary for DVC.

3. Results and discussion

3.1. Measurement performance

The technique has been applied in-vivo to healthy ret-
inas as shown Figure 1a. Two volumes are succes-
sively recorded without motion. Figures 1b and c
show an example of displacement fields obtained by
DVC with and without adaptation. The adapted
method gives a more regular displacement field than
with usual DVC. The obtained field is not a random
field centered on zero because of the motion of the
patient during the acquisition. Nevertheless, it is

Figure 1. (a) Measurement points in a slice, displacement field
(in voxels, 1 voxel ¼6mm) obtained (b) by adapted DVC (c) by
usual DVC.
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possible to evaluate the absolute strain uncertainty
(strains supposed null for two successive scans). of
the same order in the three directions, about 3%.

3.2. An example of application

Figure 2a shows the case of vitreo-macular traction,
a pathology that deforms the retina and therefore

leading to a distorted image for the patient. In this
case, this traction could have been eliminated by
vitreo-retinal surgery (Figure 2b). Figure 2c shows
vertical deformations (Ascan direction) between
both states in the median plane. We are then able
to quantify thickness variations in this slice: in the
center the retina shrinks (negative deformations of
21%) and resumes a normal thickness while on the
edges the thickness of the retina increases more
weakly (positive deformations of 10 to 15%). This
analysis shows that the surgery has freed the ten-
sion stresses in the retina, the architecture of the
tissue is modified and the thickness is more
homogeneous.

4. Conclusions

This first work on 3D strains measurement inside the
retina shows that adapting DVC to OCT images
makes measurement possible and reliable. The preci-
sion obtained by each direction allows, for example,
to quantify the transformations that retinal tissues
undergo following repair surgery. This approach is
then currently applied to know mechanical state of
tissues after surgery and will be soon used to monitor
the stretching of tissues for exudative age-related
macular degeneration.
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Figure 2. median plane of retina, (a) before surgery and (b)
after surgery, detection of layers (blue RPE, red ILM), (c) verti-
cal deformations.
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1. Introduction

Abdominal wall (AW) incisional hernia (AWIH) is one
of the most frequent complications in visceral surgery.
This condition, associated with poor incisional healing,
has been correlated with environmental and genetic
risk factors (Liang et al. 2017) (e.g. diabetes, obesity),
but also with the surgical closure technique. In add-
ition, the use of a prophylactic mesh has become the
standard of care. Despite tremendous advances in treat-
ment, complications remain and reported recurrence
rates are still high for high-risk patients, up to 30%
(Gignoux et al. 2021). To better understand the causes
of occurences and improve treatment outcomes, this
study investigates the mechanical behaviour of mesh-
reinforced AWs after midline laparotomy closure.
There are still significant gaps in our understanding of
the causes of occurence and the factors that contribute
to repair failure, which involves damage mechanics.
Furthermore, the success of the midline closure
depends on both patient-specific factors (e.g. body
mass index (BMI), age, risk factors such as diabetes)
and surgical decisions (e.g. use of a mesh, suturing tech-
nique). To address this challenge, this study proposes a
parametric computational model of a repaired AW
based on the finite element (FE) method. We assume
that the development of incisional hernia is directly
related to damage phenomena in the tissue or mesh,
and since weak areas are not known a priori, a phase-
field damage formulation is used to predict possible ini-
tiation sites. Previous studies have provided mechanical
data to identify the mechanical parameters of the intact
AW (Astruc et al. 2018). However, damage and rupture
of these tissues have not been studied experimentally.
As our model requires such data, the mechanical
parameters were determined by an extensive experi-
mental campaign including an animal study. Tissues

were collected and tested at different times after surgery
to obtain the necessary data.

The objective of this study is to better understand
the mechanical behaviour of mesh-reinforced AWs
after hernia repair and to identify potential factors
that contribute to recurrence. This research is signifi-
cant in improving the current understanding and
treatment of AWIH, and ultimately in reducing the
rates of recurrence and associated complications.

2. Methods

2.1. Mechanical characterization

An ex vivo animal study was designed to replicate as
closely as possible the conditions of midline laparot-
omy closure. The study was conducted on female
white pigs (weight range: 43–47 kg). The pigs were
divided into four groups (N¼ 23): a first control
group did not undergo any surgery. A 15-cm incision
of the midline was performed on all other animals as
well as the dissection of a 12� 12 cm retro muscular
space. These animals were divided in three groups: a
group with an unrepaired ventral hernia, and 2 repair
groups. The first repair group was sutured with the
short bite technique, while the second group had an
23� 8 cm additional mesh implanted in onlay.
Mechanical characterisation was performed at three
different time points: 2 days, 4 weeks, and 12weeks
after surgery. Tensile and peeling tests were carried
out to quantify the mechanical properties of the AW
tissues and the repair. The different components of
the wall were tested: lateral and rectus muscles, Linea
Alba (intact and sutured), the original and integrated
mesh, the neo-tissues. Mechanical quantities, such as
maximum load, tangent stiffness, cohesive and frac-
ture energies, were extracted from the tests and ana-
lysed between the different groups at each time point.
Assuming that the mechanical behaviour of the tis-
sues is not species dependent, these properties were
used to feed an FE model of the AW.

2.2. Finite element modeling

The repaired AW model consists of a region of inter-
est including the Linea Alba (LA), segmented from
the Visible Human Project, surrounded by the rectus
muscles (RM). The different components (LA, RM,
mesh, neo-tissues) of the AW were modelled using a
hyperelastic anisotropic formulation. Damage was
included using a phase field approach. The model was
implemented in 2D in the Fenics FE framework.

The geometry was parametrised to describe differ-
ent populations and surgeries. In the first category,
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LA size and thickness as well as constitutive parame-
ters can effectively represent different virtual patients
(e.g. different BMIs). In the second category, four sur-
gical cases can be generated: healthy, incision repaired
with suture or mesh, and unrepaired incision. Initial
suture tension, incision length, bite depth and bite
width were also parametrised.

The loading scenario consisted of a preliminary
closure of the AW incision by increasing the suture
tension for sutured cases, followed by the application
of longitudinal and transverse tensions to the bounda-
ries of the model. These tensions were extracted from
a full-scale 3D AW model for three loading condi-
tions (supine, standing and coughing) which were
simulated by increasing the abdominal pressure and
activating the muscles for the latter case.

3. Results and discussion

Mechanical characterisation revealed the following
highlights:

� The anisotropic nature of the intact LA was
confirmed (stiffer in the transverse direction). No
significant differences between supra- and infra-
umbilical were found.

� The repair technique had a significant effect on
the strength of the repaired LA, as shown in
Table 1. Indeed, both ultimate transverse tensions
(i.e. ultimate tensile force divided by sample
width) and rupture energies were higher with the
use of a mesh than with sutures alone at 2 days, 4
weeks and 12 weeks postoperatively.

� Peeling tests between the mesh and the underlying
tissues showed that cohesive energy increased from
2 days to 4 weeks after surgery and then remained
stable. This shows that integration is already
almost complete at 4 weeks post-op.

Using this data, the FE model was used to observe
the location and magnitude of the damage field, as
shown in Figure 1. None of the cases resulted in a
complete rupture for the simulated daily physiological

activities. We found that the large-bite suture tech-
nique resulted in more damage than the small-bite
technique, confirming clinical studies indicating
higher recurrence for the former (Liang et al. 2017).
The damage patterns found near the suture holes
(Figure 1) were consistent with the comet’s tail phe-
nomenon due to suture migration. The use of a mesh
helped to reduce damage in the covered area, although
damage remained at the mesh-tissue interfaces.
Finally, high BMI was associated with significantly
higher damage at all postoperative time points, as
reported in the clinical literature (Liang et al. 2017).

4. Conclusions

This work provides the necessary tools and data to
evaluate surgical techniques in terms of potential dam-
age initiation in the AW tissues. The originality lies in
the complete preliminary characterisation of the tissue
behaviour, in particular during rupture, and the absence
of a predefined failure path. This fully parametrised

Table 1. Ultimate transverse tension Tmax obtained from uni-
axial tension for the different repair modalities at different
integration times.
Tissue Post-op. time Tmax (N/mm)

LA Intact 6.0 ± 2.2
Sutured LA 2 days 1.5 ± 1.2

4 weeks 6.2 ± 2.7
12 weeks 2.6 ± 1.5

Sutured LAþmesh 2 days 4.5 ± 2.2
4 weeks 7.7 ± 1.0
12 weeks 4.4 ± 1.2

Figure 1. Damage field near sutures 2 days after surgery dur-
ing a cough, obtained from the FE model.

COMPUTER METHODS IN BIOMECHANICS AND BIOMEDICAL ENGINEERING S97



model may become a patient-specific tool for visceral
surgeons to reduce the recurrence of AWIH.
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1. Introduction

Skeletal muscles behave in tension when activated. It
is often supposed that they do not resist in compres-
sion (Liu et al. 2019) whereas such muscles and their
surrounding soft tissues exert a passive resistance
when compressed. Therefore, characterizing the
muscle tissues’ behavior under compression is essen-
tial. This was done for example by Nagle et al. (2014)
who showed that the response of skeletal muscle tis-
sue in tension/compression plays an important role in
biomechanical simulations. Soft tissues have nonlinear
and anisotropic elastic properties along with viscoelas-
tic behavior (Takaza et al. 2014). Existing data from
skeletal muscle tissue under tensile and compressive
deformation has shown a significant tension-compres-
sion asymmetry (TCA) (B€ol et al. 2022). Many
researchers have worked on tensile deformations of
soft tissues but only a few of them studied TCAand
TCA has not been yet captured by current constitu-
tive models using a unique set of material parameters
(Takaza et al. 2014).

The aim of this paper is to study the deformation
response of chicken pectoralis muscle under tension
and compression and to investigate the capability of
various hyperelastic models to represent the corre-
sponding asymmetric behavior.

2. Methods

2.1. Experimental setup

Six specimens were harvested from pectoralis muscle of
a two-month-old female chicken with an average body
weight of 3 kg within 20 h post-mortem. Samples were
cut to a proper size along the fiber directions for the
corresponding tests. The three compression samples
were cut to the size of 10� 10� 5mm to prevent buck-
ling and the three tension samples were cut to the size
of 27� 10� 10mm for having slender specimens.
Load-to-failure tests were conducted on Santam STM-1

testing machine. Tests were performed at 1% per
minute strain rate to minimize viscoelastic effects. No
pre-tension was applied on tensile samples. Force data
was recorded using a 6-kg ZEMIC load cell, MODEL
L6D Class C3.

Ink lines were drawn at the muscle-clamp interface
to confirm that the tests were performed without
sample slipping.

2.2. Data processing

The strain was calculated as the elongation divided by
the initial gauge length and the first Piola-Kirchhoff
stress was computed as the force divided by the initial
cross-sectional area. Ultimate stress and ultimate
strain were taken as the stress and strain values at the
point of material failure. The tensile data were com-
bined with compression data. This combination was
done for the samples harvested at same location and
along the same fiber directions. The experimental
stress-strain data is shown in Figure 1.

To find a suitable constitutive law, capturing the
tissue behavior, different hyperelastic models available
in the ANSYS# library were studied. This library is
limited to isotropic models.

3. Results and discussion

As it can be seen on Figure 1, there is an obvious ten-
sion-compression asymmetry in uniaxial test. We
picked up the most prominent asymmetric data to
have their mechanical properties.

The chicken pectoralis muscle shows nonlinear
behavior as most biological soft tissues. The apparent
stiffnesses in tension and in compression at the same
strain show large different orders of magnitude. For

Figure 1. A sample uniaxial test data of pectoralis muscle
along muscle fibers (tension and compression loadings were
combined).

COMPUTER METHODS IN BIOMECHANICS AND BIOMEDICAL ENGINEERING S99



example, at the maximum tensile stretch, the stress is
about 12.4 kPa while at the equivalent compressive
stretch, the magnitude of stress is about 0.68 kPa.
This shows that the apparent stiffness in tension is
about (12.4/0.68�) 18 times higher than for
compression.

To capture the tissue’ behavior and its mechanical
properties, we tried to fit our experimental data with
most isotropic hyperelastic models available in
ANSYS# library. Whereas hyperelastic models can
well represent the tension and compression deform-
ation responses separately, it seems necessary to check
if such models can capture the tension-compression
asymmetry with a unique set of material parameters.
It is however evident that none of them can fully cap-
ture the slopes asymmetry observed at the origin
(Figure 1) since such models have first order continu-
ity at all points.

For fitting experimental data with different consti-
tutive models, ANSYS# Workbench 2021 R1 was
used. Among all the models tested, three are reported
in this paper: 2nd order Yeoh, 3rd order Ogden and
5-parameter Mooney–Rivlin. Most of these models
cannot capture the tension and compression behav-
iors at the same time with a unique set of parameters
(Figure 2). Only the 5-parameter Mooney–Rivlin
model provides a nice account of the tension-com-
pression asymmetry.

The 5-parameter Mooney–Rivlin constitutive law is
described by the following equation for strain energy
density with respect to initial configuration:

w ¼ C10 I1 � 3ð Þ þ C01 I2 � 3ð Þ þ C11 I1 � 3ð Þ I2 � 3ð Þ
þ C20 I1 � 3ð Þ2 þ C02 I2 � 3ð Þ2

where I1 and I2 are the first and second invariants of
Cauchy-Green strain tensor respectively. The corre-
sponding obtained material parameters are given in
Table 1.

In fitting the experimental results, the program
assumed a fully incompressible hypothesis. This
assumption needed to be verified. For this purpose,
we have computed the Poisson ratio using DIC imag-
ing and assuming isotropy. This ratio was found to
be equal to 0.3 which seemed not realistic since mus-
cular soft tissues are mostly composed of water with a
ratio that should be near to 0.5. This meant that the
hypothesis of isotropy is probably wrong. To over-
come this difficulty, a new method was proposed to
model the material behavior, with a transversely iso-
tropic material and an exponential behavior along
fibers, inspired from the HGO strain energy density:

w ¼ c1 I1 � 3ð Þ þ c2 I1 � 3ð Þ2 þ k1
2k2

ek2 I4�1ð Þ2 � 1
� �

in which I4 is the square of stretch ratio along fiber
directions. The first term represents the matrix behav-
ior and the second term shows the fiber properties. It
is known that the fibers do not resist much in com-
pression. Therefore, to estimate the parameters of w,
the values c1 and c2 were first estimated using com-
pression data only. Then, while keeping these values
constant, the parameters describing fiber direction
were estimated using tension data only.

Using the above algorithm, c1 and c2 were found
equal to 1.12 kPa and 0.705 kPa respectively assuming
full incompressibility. Keeping these constants fixed
and using tension experimental data, the material
constants k1 and k2 were found equal to 14.1 kPa and
0.79 respectively.

4. Conclusions

Fitting experimental data with constitutive laws that
include many parameters is not classical. This can
end to an oscillating behavior as it can be seen with
the 5 parameters Mooney–Rivlin law. The fitted mod-
els first assumed an isotropy of the tissue. This
assumption had to be revoked since the quasi-incom-
pressibility of the tissue could not be guaranteed in
that case. A new anisotropic constitutive law was
introduced to take into account muscle fibre direc-
tions, but this law still lack to represent the strong

Figure 2. Three isotropic hyperelastic models to represent the
TCA: 2nd order Yeoh, 3rd order Ogden and 5-parameter
Mooney–Rivlin and a proposed transversely isotropic model
(HGOMY).

Table 1. 5-Parameter Mooney–Rivlin material constants.
C01 [kPa] C02 [kPa] C10 [kPa] C11 [kPa] C20 [kPa]

�49.0 14.5 54.4 �56.5 73.4
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tension-compression asymmetry observed during the
tests.
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1. Introduction

Modeling techniques are an essential complement to
clinical studies of the retina, as they provide access to
non- measurable parameters through the network and
enable the simulation of controlled disturbances or
pathologies. In this work, we propose the develop-
ment of a patient-specific 1D model of the arterial
circulation in the retina. Our model is based on con-
servation laws and utilizes morphometric and veloci-
metric data obtained through clinical multimodal
imaging to construct the network topology and
impose realistic boundary conditions. Specifically, our
model simulates blood flow from the Central Retina
Artery (CRA, in the center of the network in
Figure 1) (144lm) to the terminal smallest arterioles
(10 lm). To validate our model, we perform a sensi-
tivity analysis and compare its results to published
data. Finally, we use our model to investigate the
hemodynamic consequences of focal stenosis on ret-
inal arteries.

Insert indicates the flow rate as function of time(s)
in the CRA. Square : position of the stenosis.

2. Methods

2.1. Clinical flow and morphological data

We combine data from Adaptive Optic
Ophthalmoscopy (AOO) and confocal Scanning Laser
Ophtalmoscopy (cSLO) to build the retinal network
of Figure 1. The network skeleton is extracted from
AOO (resolution : 1 mm), cSLO (resolution : 8 mm)
and some part are constructed numerically. There is
73 vessels, one input, and 35 outputs. Experimental
Doppler Ultrasound data have been used to impose
the flow at the entrance to the network, in the CRA
(placed on the black triangle in Figure 1).

2.2. One dimensional flow modelisation

The 1D model derives from the Navier-Stokes axi-
symmetrics equations integrated over the section:

@tAþ @xQ ¼ 0, (1)

@tQþ @x
Q2

A

� �
þ A

q
@xp ¼ �8p

l
q
Q
A
, (2)

where A is the cross-sectional area, Q the flow rate,
q ¼ 1 g cm�3 the fluid density and m the viscosity.
The viscosity model is a combination of the Cross
and Kiani models (Kiani and Hudetz 1990) to take in
account non-Newtonian and Fahraeus-Lindqvist
effects. We consider elastic vessels and junctions with
a rigididy of K ¼ 1; 8:109g:s�2cm�2: Area is related to
pressure

with : p ¼ K
ffiffiffiffiffiffiffi
Að Þ

p
�

ffiffiffiffiffiffiffiffiffi
A0ð Þ

p� �
: (3)

More details can be found in Julien et al. (2023).

2.3. Senvitivity analysis of output boundary
conditions

We present a modelisation for the output boundary
conditions with a tree connecting the arterial network
to the capillary bed. We computed the total resistance
Rterm of the tree to set purely resistive conditions for
each terminal vessel. Thus imposed output pressure
Pout is, depending of the output flow rate Qout :

r � rcut : Pout ¼ Pc

and r > rcut : Pout ¼ Pc þ RtermQout (3)

The capillary pressure Pc is constant. The tree is
constructed using geometric laws for the radii of
daughter vessels (rD1, rD2) at junctions : rD1 ¼ arM

Figure 1. Snapshot of the velocity at time 0.5 s.
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and rD2 ¼ a
ffiffiffiffiffiffi
0:4

p
rM where rM is the mother vessel’s

radius. Tree is constructed until reaching a cutoff
radius rcut: Then, we compute the resistance of each
vessel of the tree using Poiseuille law.

The Sobol analysis provides a quantitative measure
of the sensitivity of the model output (area and flow
rate) to boundary conditions variables (a,rcut,Pc).
Mean values (on all vessels) of the 1st order Sobol
analysis are presented in Table 1. Output flow rate is
sensivitive to a and rcut: The relative changes in out-
put pressure causes multiple redistributions of flows.
For the area, major changes are caused by Pc, indeed,
they are directly linked in the model (3). So Pc takes
over and crushes the effects of flow redistributions.

3. Results and discussion

3.1. Healthy case verification

We choose the network of a healthy patient. A result
of the model is showed on Figure 1. It’s a mapping of
the velocity in the network at 0:5s of the cardiac
cycle. This provides help to visualize how blood is
distributed through the network. We will assess the
performance of the 1D model by comparing it to
published data. Figure 2 displays mean blood velocity
for the 1D models’ predictions, in-vivo experimental
data (Riva et al. 1985) and data obtained from other
models (Causin et al. 2016; Kristen et al. 2016).

3.2. Stenosis in vascular diseases

Stenosis is a common vascular anomaly in vascular dis-
eases. For the pathological simulations we applied sin-
gle and multiple stenosis to a third branch level vessel
with a diameter of 87:9lm: For different lengths and
degrees of severity, we observe consequences after the
diameter constriction. As the severity or the length
increases, a fall in time averaged blood flow appears.
Initial results show that several consecutive stenoses
have the same effect as a single stenosis of a length
equal to the cumulative length of all stenoses ; if all
stenoses have the same degree of severity.

4. Conclusions

The computational 1D model presented provides a tool
to the study of the patient-specific blood flow in the
retina. We also proposed a cap- illary connection
model based on a structured tree. We showed that the
flow distribution was rather sensitive to the boundary
conditions parameters. Our verification of the model
involved comparison with experimental and numerical
data. The model values show the same order of magni-
tude and growth as the literature data for diameters
above 25 lm: For the smallest diameters, the lack of
data on a comparable system in the literature means
that we cannot verificate the orders of magnitude
obtained. Note the ongoing development of an experi-
mental device to test this range of values.

We have studied pathological cases, single and mul-
tiples unilateral stenosis. The associated decrease in
flow, localised after the stenosis, is sensitive to the
geometry of the stenosis. Through this study, we hope
to provide clinicians with clues for assessing the sever-
ity of microcirculatory pathologies affected by stenoses.
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1. Introduction

This work deals with the mathematical modelling and
the numerical simulation of active thin structures in a
viscous fluid and its application to mucociliary clear-
ance. Direct simulation aims at getting a better under-
standing of some of the mechanisms involved in
mucociliary transport, in the perspective of analyzing
the collective dynamics arising in the flow due to cilia
beating, as well as their impact on the efficiency of
the mucus transport.

The human lung is protected from inhaled par-
ticles, and allergens, by a thin liquid layer lining the
surface of airways. This airway surface liquid (ASL) is
composed of mucus, a Newtonian viscous fluid
secreted by the epithelium, and a thin layer less vis-
cous than the mucus, called periciliary layer (PCL)
also secreted by the epithelium. Considering cilia as
1D structure, we investigate the velocity distribution
of the mucus flow. We developed an original model
which is based on a Stokes problem with nonlocal
singular source terms: let V be the velocity of the
fluid, and p its pressure, the equations in a 3D
domain X are:

�divðlrVÞ þ rp ¼
XN

ði¼1Þ fi V½ 
dCiÞ, divðVÞ ¼ 0

where l represents the viscosity of the bifluid, and N
the number of cilia. Here Ci denotes the 1D curve
describing the centerline of the i-th cilia, and dCi

denotes the lineic Dirac distribution at Ci which
makes the source term singular. Note that involved
parameters have a physical significance and values are
taken from the literature.

2. Methods

2.1. Slender-Body theory

In order to define the distribution of forces f along
the thin structures immersed in the fluid, we use the
so-called slender-body theory (Cox 1970; Mori et al.
2019). If s ! n s, tð Þ is a parametrization of the

position of the structure at time t in curvilinear coor-
dinates, the expression of the force is defined by

f nð Þ ¼ Mn @tn�
ub
0
0

0
@

1
A

0
@

1
A,

where Mn is a matrix that depends (among other
parameters) on n, and ub is a term called ‘bulk-flow’
that models the damping of the flow onto the cilia.
We approximate the bulk flow by the mean axial vel-
ocity of the fluid. This assumption makes the 3d sys-
tem nonlocal.

2.2. Bifluid

The fluid is composed of two layers: in the lower part
of the domain the periciliary layer (PCL) whose vis-
cosity is similar to that of water ; in the upper part,
mucus whose viscosity is 50–10,000 higher than in
the PCL. Cilia beating mostly occurs in the PCL but
it can reach the mucus during the effective stroke.
The two layers are separated by an interface that is
stable due to surface tension.

2.3. Surface tension

Surface tension acts on the mucus–PCL interface, it is
associated to the following constraint: at the interface,
normal velocity is zero, preventing fluid mass transfer
between both phases and ensuring the stability of the
interface between the PCL and the mucus.

2.4. Resolution

Existence and uniqueness of a solution to the nonlo-
cal singular Stokes problem is derived in suitable
functional spaces (using Babuska-Lax-Milgram the-
orem). As for the numerical resolution, the nonlocal
property of the source term, induced by the bulk
flow, makes the straightforward computation difficult.
To skip this difficulty, we first compute the mean
axial velocity u: Through an averaging process we can
find the ODE satisfied by u (interestingly, the reduced
1D model includes all the 3D features). Then we
insert the mean axial velocity u into the source term
of the 3D Stokes equations. This process reduces the
computational cost, since the previous step now
allows us to solve a classical Stokes problem (with
singular source terms and velocity constraint at the
PCL-Mucus interface).

3. Results and discussion

We have computed the flow produced by a dense for-
est of cilia, with data given by Table 1: we consider a
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3D box, with an axial length equivalent to the length
of one metachronal wave. A 100� 16 array of cilia
is attached to the bottom of this box. At the bottom
of the domain, no-slip boundary conditions are con-
sidered (V¼ 0), while at the top of the domain,
free-slip conditions are prescribed. On the four lat-
eral boundaries, biperiodic conditions on the solu-
tion of the Stokes equations are imposed, in order
to mimic the configuration of a periodic ‘infinite’
forest of cilia. The simulation of the 3D flow, based
upon biophysical parameters, allows us to get an
order of magnitude of the mucus velocity which is
consistent with the one obtained in experimental
works (Sleigh et al. 1988). Moreover we observe
important recirculations in the PCL, while the flow
is almost homogeneous and axial in the mucus.
Mucus is thus like a block ‘sliding’ over the PCL,
and it is transported at nearly constant velocity to
the right of the domain. To our knowledge, the
description of the velocity distribution (in particular
its difference between PCL and mucus) through

direct simulation is original and provides a new
insight in the understanding of the collective ciliary
beating upon the velocity distribution.

4. Conclusions

In this work we aim to give a realistic representation
of the velocity in the mucus, so we can get better
understanding of mucus. Notice that in the non-
pathological case, the order of magnitude of the vel-
ocity in the mucus is about 300lm, which is the
same as found in our work. Nevertheless several diffi-
culties should be overcome in order to get a realistic
model: (1) viscoelastic properties of the mucus should
be taken into account; (2) in a more critical way, the
main limitation relies on the ciliary movement which
is prescribed although it should emerge from a fluid-
structure interaction problem.
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Table 1. Summary of data for fluid and cilia in the lungs
(Fulford and Blake 1986).
Fluid

Domain dimension:
Axial direction Lx 30.0 lm
Azimuthal direction Ly 4.8 lm
Radial direction Lz 10.0 lm
PCL viscosity l1 1.0 mPa s
Mucus viscosity l2 50.0 mPa s
Mucus-PCL interface H 4.8 lm

Cilia
Length of cilium L 6.0 lm
Cross-sectional radius a 0.1 lm
Beat frequency f 15.0 Hz
Cilia spacing l0 0.3 lm
Methachronal wavelength k 30.0 lm

Figure 2. 2D slice of the domain associated to the fluid
velocity.

Figure 1. Velocity distribution associated to a dense forest of
cilia. All data from Table 1.
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1. Introduction

To better understand the link between the macroscopic
behavior of the lung parenchyma and its microscopic
geometrical and mechanical features, we developed a
micromechanical (alveolar scale) model and studied its
global response (in terms of average stress/strain as
well as pressure/porosity) to various loadings (average
stress, strain or pressure). We also compared its global
response to the one of a macroscopic (tissue scale)
poromechanical model which we recently proposed for
the lung parenchyma (Patte, Genet, et al. 2022). In fine,
the microscopic model will help us derive a better
macroscopic model, hence performing more physio-
logical organ scale breathing simulations for clinical
applications (Patte, Brillet, et al. 2022; Laville et al.
2023) while maintaining a link to the state of the tissue
at alveolar scale, opening the door for explicitly model-
ing alveolar scale phenomena such as surface tensions,
remodeling mechanisms, etc.

2. Methods

2.1. Microstructure and micromechanics

We considered a 2D hexagonal periodic microstruc-
ture, as shown in Figure 1, whose walls obey a generic
hyperelastic constitutive law with neohookean and
Ogden-Ciarlet-Geymonat potentials.

2.2. Micro-poro-mechanics problem formulation

To formulate the problem, we start by decomposing
the total displacement into an affine part and a peri-
odic perturbation:

U Xð Þ :¼ ~� � X � X0
� �þ Û Xð Þ,

where ~� is a symmetric second order tensor, i.e. the
macroscopic strain, X0 an arbitrary reference point
and Û a periodic displacement field. Let us introduce
another variable, namely the macroscopic stress:

~r :¼ 1
xj j

ð
rdxs � xfj jpf 1

� �
,

where x ¼ xs [ xf is the deformed domain, com-
posed of solid and fluid parts, r is the Cauchy stress
tensor, pf is the fluid pressure. The strong form of
the general micro-poro-mechanics problem is thus:

Find ð~� , Û Þ such that

Û is periodic
divðrÞ ¼ 0 in xs

tr ¼ r in xs

r � n ¼ � pf n on @xsn@x
r � n ¼ 0 on @xs \ @x

R ¼ R Uð Þ in Xs

~�ij ¼ ~�
0
ij:

~rkl ¼ ~r
0
kl

,

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

Where R is the second Piola–Kirchhoff stress tensor.
This system describes the balance of linear momen-
tum, the balance of angular momentum, the applied
pressure on the inner surface, the periodicity of the
stress field, the constitutive relation, the constraint of
some component of the macroscopic strain to a given
value ~�ij

0, and the constraint of some component of
the macroscopic stress to a given value ~rkl

0: In prac-
tice we pull all equations back to the reference config-
uration, and formulate the problem in weak form.
Compared to (�Alvarez-Barrientos et al. 2021), we
explicitly express the macroscopic stress, which make
the formulation valid for any microstructure. This
general formulation allows to impose various types of
loading to the microstructure: fluid pressure and/or
macroscopic strain and/or macroscopic stress.

Figure 1. Generic porous microstructure.
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3. Results and discussion

We systematically compared the global response of
the microscopic model to the one of our porome-
chanical model. Some results are shown in Figure 2.
Figure 2a,b shows the stress-strain response to an
imposed equi-biaxial strain for different values of the
solid Young modulus and Poisson coefficient. The
material parameters of both models are chosen such
that the linearized response match, which is apparent
on the plots. For larger levels of deformation, the
responses of the micro- and macro-models differ.
Also, as expected, the response is much more sensi-
tive to the Young modulus than the Poisson coeffi-
cient. Figure 2c shows the Terzaghi stress as a
function of strain, for different levels of fluid pressure.
In the context of our micro-model, we define the
Terzaghi stress as:

rT :¼ ~r þ xfj j
xj j pf 1 :

In the very construction of our poromechanical
model, the Terzaghi stress is independent from the
fluid pressure (Chapelle and Moireau 2014). On the
contrary, our micromodel shows a strong coupling
between the applied strain and fluid pressure.

4. Conclusions

We have developed a micro-poro-mechanical model
of the lung parenchyma, based on a general formula-
tion that allows to compute the response of the
microstructure to fluid pressure, macroscopic strain
and/or macroscopic stress. This model allows to
investigate the fundamental hypothesis underlying
macroscopic poromechanical models. We now plan to
introduce additional mechanisms (e.g. surface tension,
fibrosis, etc.) within our micromodel, as well as
develop a model reduction approach to be able to
perform organ scale simulations directly based on this
micro-model.
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Genet, et al. 2022) (red). (a) Cauchy stress-strain response to
an imposed equi-biaxial strain for different values of the solid
Young modulus. (b) Cauchy stress-strain response to an
imposed equi-biaxial strain for different values of the solid
Poisson coefficient. (c) Terzaghi stress-strain response to an
imposed equi-biaxial strain for different fluid pressure values.
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1. Introduction

The Acute Respiratory Distress Syndrome (ARDS) is
a critical condition. For patients suffering from this
pathology, mechanical ventilation (MV) is needed to
ensure their sufficient ventilation and oxygenation.
Intensivists have several therapeutic tools at their dis-
posal to design a correct MV. The most diffused are
recruitment maneuvers with Positive End Expiratory
Pressure (PEEP) and prone positioning (Meyer et al.
2021). However, practitioners face several issues when
confronted to ARDS and using these two techniques:

� High variability between patients
� Limits in the understanding of the underlying

mechanisms

This leads to a mostly experienced-based decision-
making for physicians. Considering both the down-
side effects and the resources required to implement
the recruitment maneuvers and prone positioning,
being able to evaluate the probability to respond to
different therapeutic approaches would be of high
clinical significance. Moreover, better understanding
the biomechanical and physiological phenomena
underlying the patient response could inform new
MV strategies to deal with ARDS. In order to tackle
these issues, a coupled physio-mechanical computa-
tional framework was conceived and implemented.

2. Methods

2.1. Global framework

The global framework that was used to implement
the physio-mechanical model is illustrated in
Figure 1. Part of this framework, corresponding to
the mechanical model, was presented is a previous
publication (Bruna-Rosso and Boussen 2022). The
model is a so-called multi-compartment model, which
represents the lung as several ‘balloons’ able to inflate

and deflate according to a non-linear compliance.
These compartments also have the ability to exchange
gases with external capillaries. This later phenom-
enon, which extends the previously published model,
is further detailed in the next subsection.

2.2. Physiological model

The physiological model aims at simulating the gas
exchanges between the alveoli and the blood consecu-
tive to an inspiration that is modelled within the
mechanical part of the computational framework.

The physiological model computes two main varia-
bles, namely the dioxygen fraction within the alveoli
cA and the partial pressure of O2 Pc within the
capillaries.

The equations that were used are based on the
model from Martin & Maury (Martin and Maury
2013) and are the following:

� Variation of O2 volume inside a compartment

d
dt

cAVð Þ ¼ c0A _VH _Vð Þ þ cA _V 1� H _Vð Þð Þ � Q

Where V is the total compartment volume (com-
puted by the mechanical model) [L], c0O2

is the frac-
tion of dioxygen in the inhaled air (0.2), H is the
Heaviside function and Q is the flow of oxygen
through the alveolar-capillary membrane [L s�1]. The
first term of the right-hand side represents the inspir-
ation, the second the expiration and the last one the
oxygen that diffuses to the blood through the alveo-
lar-capillary membrane.

� Variation of O2 quantity in the capillary blood

d
dt

Vc rPc þ 4Cf Pcð Þ� �� � ¼ Q ¼ Dm PA � Pcð Þ

Figure 1. Physio-mechanical model workflow.
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Where Vc is the volume of capillary blood for one
compartment [L], r is the oxygen solubility in plasma
[mol�1 L�1 mmHg�1], C is the concentration of
hemoglobin [mol L�1], PA is the partial pressure of
oxygen within the alveoli [cmH2O] and Dm is the
membrane diffusing capacity [mol s�1 mmHg�1]. f
represents the Hill’s curve given by the following rela-

tionship: f Pð Þ ¼ Pn
~PnþPn

where n¼2.5 and ~P �
26mmHg. Dmwas weighted with a coefficient z (z¼ 1:
healthy tissue, z¼ 0: non aerated tissue) according to
the corresponding voxel HU in the patient CT-scan
to simulate a lower diffusion in pathological tissue.
To close this system of equation, we need a relation-
ship between PA and cA: According to (Jbaily et al.
2020), we have:

PA ¼ cA �MG

MO
PA � Pvap þ Patmð Þ,

where MG and MO are respectively the gas mixture
and oxygen molar masses [g mol�1], PA, Patm and
Pvap are respectively the alveolar (retrieved from the
mechanical model), atmospheric and vapor pressures
[cmH2O]. MG was deemed constant throughout the
respiratory cycle. To simulate the heart beats that
have a frequency that differs from the respiration one,
the variable Pc was set to 40mmHg (venous blood O2

partial pressure) at every sb, the heart period.

2.3. Implementation and simulation

Following the mechanical model framework, the
physiological model was implemented using the Julia
language. A simulation of an ARDS patient MV
throughout 10 respiratory cycles was performed on
N¼ 512 compartments. The main parameters of this
simulation are regrouped in Table 1.

3. Results and discussion

The volume, alveolar O2 fraction and capillary oxygen
partial pressure time evolutions on 10 respiratory
cycles are given in Figure 2. Theses curves clearly
show the influence of the weighting parameter z, and
thus the pathology, on both the ability of the lung to
expand and diffuse gases through the alveolar-capil-
lary membrane. We can see that the blood oxygen-
ation stabilizes at a much lower value (76mmHg
against 120mmHg for maximal Pc value on a respira-
tory cycle).

This figure also illustrates the interplay between
lung biomechanics and physiology, since it shows
how impaired inflation of a respiratory unit decreases
the quantity of oxygen it diffuses. It reveals the poten-
tial of the model to investigate either the effect of MV
parameters, such as Peep or prone positioning, on the
patient oxygenation, and thus the potential of such a
model to assist the clinicians in their decision-making
process. This is further supported by the low compu-
tational cost of a simulation (around 10min for the
simulation presented here). However, the diffusion
model that is currently implemented is very simplis-
tic. Discrepancies in the blood flow between respira-
tory units is not represented while it is known to be
inhomogeneous throughout the lung, especially in
case of ARDS (Cressoni et al. 2014). Future works
should consider a spatial distribution for Vc, the
capillary blood volume. Moreover, the way in which
the pathology is modeled, i.e. through the weighting
coefficient of both the compartments’ compliance and
diffusivity coefficient should be improved. Indeed,
while it reproduces tendencies clinically observed, it is
too simplistic to inform clinical decisions.

4. Conclusions

A homegrown computational framework designed to
simulate pathological lung biomechanics was extended
with a gas exchange model to describe the physio-
mechanical coupling inside the respiratory system.
Simulation on an ARDS patient was performed.
Results were in accordance with tendencies observed
in a clinical context, however the simplistic nature of
the model implemented does not allow to make quan-
titative predictions. Future works will aim at making
the diffusion model more sophisticated.
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1. Introduction

Mucociliary clearance is one of the major lines of
defense in the respiratory system. Goblet cells pro-
duce mucus which traps unwanted airborne particles.
The mucus layer containing the trapped particles is
carried away along the airway tree towards the phar-
ynx where it is swallowed. This transport is insured
by the constant beating of the cilia covering the epi-
thelial cells (diameter 	0.2 mm, length 	6mm and
	200 cilia per ciliated cell). Cilia beating results from
the combination of the complex motion of each indi-
vidual cilium, with an asymmetric pattern, into a
highly coordinated motion forming the so-called
metachronal wave. Dysfunction of ciliary beating is a
hallmark of several genetic diseases such as primary
ciliary dyskinesia. In addition, ciliary dysfunction may
result in chronic airway inflammation and infection
causing injury and structural changes to the airway
epithelium, leading to a variety of diseases, including
bronchiectasis and primary diffuse chronic rhinosinu-
sitis. The latter is a frequent condition (	10% of gen-
eral population) is still poorly characterized. In situ
observation of ciliary beating and mucociliary clear-
ance is almost impossible in patients at present stage.
Therefore, one currently lacks a reliable and general
method for evaluating mucociliary clearance in the
clinical field. Light microscopy (often associated with
high-speed camera) observation of ciliated edge
obtained by nasal or bronchial brushing is the most
common method used to evaluate ciliary beating by
measuring the cilia beating frequency associated to a
subjective description of the cilia beating pattern
(Bricmont et al. 2021). Recently, a new method was
proposed to assess the shear stress induced in the
neighboring fluid, by tracking the motion of microbe-
ads used as markers of the fluid displacement gener-
ated by the beating (Bottier, Blanchon, et al. 2017).
Here the relevance of this method was appraised by

comparing the values of the induced shear stress as
well as the reference index (the cilia beating fre-
quency) used in video microscopy to characterize the
ciliary beating between a group of chronic rhinosinu-
sitis and a control group.

2. Methods

2.1. Study population

All patients were referred to our clinical centers for a
diagnosis and management for nasal obstruction com-
plain. Chronic rhinosinusitis and control groups were
defined after diagnosis establishment. In the control
group, free of chronic rhinosinusitis, patients had an
indication of endonasal surgery for nasal obstruction
or for unilateral nasal pathology. Patient with primary
ciliary dyskinesia were excluded.

2.2. Ciliary beating evaluation

Suspended nasal epithelial cells were obtained by
nasal brushing. Cells and polystyrene microbeads
(Polybead # Microspheres, Polysciences, Inc.,
Warrington, PA, USA) suspended in a cell survival
medium were deposited on a microscope slide,
observed on an inverted microscope with a x40
objective and recorded with a digital camera
(PixeLINKVR A741, Ottawa Canada) at a rate of 358
frames/s. A 2D model was used to interpret the vel-
ocity field around the ciliated cells observed via the
microbeads (Bottier, Pena Fernandez, et al. 2017).
This 2D model is an envelope model where the tips
of the cilia compose an undulating continuous surface
allowing normal and tangential deformation. In this
model the main inputs where the cilia beating fre-
quency, the relative cilia density related to a slip
length, the cilia amplitude, the cilia length and the
metachronal wavelength. The computational model
predicts a steady contribution for the profile of veloc-
ities that is essentially parabolic. In this case the shear
stress at the ciliated wall is easy to infer: sw ¼
ð2l=hÞUw where m is the known viscosity of the sur-
vival medium. Uw and h are respectively the velocity
at the ciliated wall and the distance where the velocity
vanishes. Uw and h can be experimentally inferred
from the velocity profile determined by the microbe-
ads. The shear stress appears as a global index of the
potential ciliary beat efficiency. The cilia beating fre-
quency, the relative cilia density, the cilia length, and
the metachronal wavelength were also determined
from the recorded movie. Cilia beating frequency was
inferred via Fast Fourier Transform and relative dens-
ity by comparing areas with and without cilia. The
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wavelength was estimated by measuring the phase
change of the cilia beats along the ciliated edge. The
wavelength was the distance separating 2 loci with a
phase variation of 2p. Cilia length was estimated by
direct observation and pixel size calibration.

2.3. Statistical analysis

The comparison of the different parameter in the two
groups was done with the Mann–Whitney test.
Receiver operating characteristic curve and area under
the curve (AUC) were used to evaluate the discrimi-
nating power of each parameter.

3. Results and discussion

Flow chart and parameters mean values are showed
in Figure 1. The shear stress is significantly lowered
in the rhinosinusitis group whereas the frequency is
not modified. In terms of ciliary beat frequency, the
scarce results of the literature are very heteroge-
neous, ranging from normal to decreased or
increased. In our relatively large groups ciliary beat
frequency does not significantly differ between the
chronic rhinosinusitis group and the control group,
while all other parameters (cilia length, relative dens-
ity wavelength and shear stress) are significantly dif-
ferent between the two groups (Figure 1). All these
variations, except for the wavelength, induce a
decrease of the efficiency in the 2D model.
Nevertheless, the decrease of the wavelength may
also be induced by an alteration of the beating
coordination with a decrease of the area where cilia
seem coordinated.

The shear stress appears as the best parameter to
discriminate between the 2 groups with a sensitivity
of 94% and a specificity of 76% with AUC of 89%
(Figure 2). By contrast the ciliary beat frequency is

the worst parameter with a sensitivity of 71% and a
specificity of 45% with an AUC close to a random
statistical model. Clearly ciliary beat frequency, that is
the historical and classical parameter used to evaluate
the ciliary beating, does not appear as an interesting
parameter to get a global view of the cilia beating.
This point was already notified by expert of the pri-
mary ciliary dyskinesia even if a combination of cil-
iary beating frequency and beating pattern was found
useful in the primacy ciliary dyskinesia diagnosis
(Stannard et al. 2010). The main limit of the shear
stress measurement lies in its feasibility since the
measurement requires to record at the same time
microbeads and beating ciliated edge. It explains why
it was only possible to measure the shear stress in
49/68 (72%) patients where beating ciliated edge were
present.

4. Conclusions

The shear stress appears as a promising parameter to
evaluate the severity of the effects of pathology on
cilia beating and mucociliary clearance. Interestingly
this parameter is measurable without modification of
the human data collection.
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1. Introduction

Significant mitral valve regurgitation affects over 2% of
the total population worldwide (Coleman et al. 2017).
No drug treatment has been proven efficient in reduc-
ing the progression of the disease and cardiac surgery,
or more recent, percutaneous techniques remain the
only option of treatment. The hemodynamic conse-
quences of these techniques as well as the mechanical
stress applied on the mitral valve leaflets need to be
considered. Recently, 3D printing has been used to
assist cardiac surgeons in planning procedures for com-
plex surgery. However, while commercially available
3D printers are capable of printing soft, tissue-like
material, they cannot replicate the complex anatomy of
the mitral valve while achieving the mechanical and
rheological properties as well as echogenicity of the
native mitral valve suitable for in vitro testing. In this
context, the objective of this study was to develop a sili-
cone valve reproducing the anatomical and physio-
logical characteristics of the native mitral valve.

2. Methods

2.1. Mitral valve models

To compare the comportment of different materials
under chosen hemodynamic conditions in vitro,
mitral valve models based on the Lifelike mitral valve
(Lifelike BioTissue Inc.,Ontario, Canada) were created
(Figure 1a). The Lifelike valve was imaged with desk-
top micro-CT scanner (NanoScan PET-CT, Mediso).
The high-resolution images were imported into 3D
Slicer (open-platform for subject-specific image ana-
lysis). The finalized model was imported into
MeshMixer (Autodesk Inc., San Francisco, CA, USA)
to create a negative mold. This mold was then 3D
printed (Figure 1b) with Lulzbot Taz Pro Dual
Extruder printer (North Dakota, USA) using
NinjaFlex material (NinjaTek 3D, PA, USA). Silicone
was applied layer by layer on mold to ensure homo-
genous curing of the silicone. For each silicone a

specific number of layers have been poured to obtain
a leaflet thickness (2mm) comparable to the thickness
of native mitral valve leaflets (Grande-Allen et al.
2005). The chordae were created using six braided
strings (100% polyester, G€utterman GmbH, ermany)
per valve (Figure 1c). Each string was divided into
three pieces, providing 18 points of tensile force
application. Chordae were placed between two layers
of silicone, ensuring the tension during cardiac cycle.
The silicone models were then left to dry for several
hours before being removed from their molds
(Figure 1d).

2.2. Material properties

In this study, four different silicone elastomers (i.e.
EcoFlex 00-30 (EF30), EcoFlex 00-50 (EF50),
DragonSkin 10 Very Fast (DS10), DragonSkin 20
(DS20) (Smooth-On Inc., Easton, PA, USA) with dif-
ferent mechanical properties were used to create
mitral valve models and compared to identify which
imitates the tissue comprising the leaflets most
closely. These elastomers (EF30, EF50, DS10, DS20)
were chosen due to their mechanical properties
referred in literature, i.e. a Young’s Modulus of
0.1MPa, 0.1MPa, 0.5MPa and 0.34MPa respectively,
an Ultimate Tensile Stress of 1.2, 1.7, 3.28 and
3.79MPa respectively, Tear Strength of 6.66, 8.44,
17.9 and 21 kN/m respectively and different harnesses
(00-30, 00-50, 10A and 20A respectively).

2.3 Hemodynamic testing

For the purpose of this study, a double activation left
heart duplicator system was used. Each of the silicone

Figure 1. Creation of silicon valves. (a) 3D model, (b) 3D
printed mold, (c) Chordae added between silicon layers, (d)
Final custom-made mitral valve.
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mitral valves was tested under three experimental
conditions replicating the stroke volume (SV) usually
found in clinical trials. A SV of 70mL correspond
to an healthy hemodynamic condition whereas a SV
of 50mL and 30mL stands for low flow conditions.
For each experimental condition, the heart Rate
(HR) and mean aortic pressure were held constant
at 70 bmp and at 100mmHg respectively. Doppler
Mitral Valve Area (MVA) was estimated using
Gorlin Equation (Gorlin and Gorlin 1990).

MVAð Þ cm2ð Þ ¼ CO

31 � ffiffiffiffiffiffiffiffiffiffiffi
MPG

p � HR � SEP
Where CO¼Cardiac Output (mL/min), MPG¼

Mean Pressure Gradient (mmHg), SEP¼ Systolic
Ejection Period (%). Physiological responses: E/A
ratio (characterized by early-filling period (E) fol-
lowed by an atrial filling period (A)) and mean pres-
sure gradient (MPG) of each model were analyzed
from doppler continuous waves collected by trans-
thoracic echocardiography (Vivid 7, GE Healthcare).
Determination of Geometric Orifice Area (GOA) was
done using custom-coded Matlab program.

Continuous variables were presented as mean val-
ues ± sd and were compared using Student t-test (p-
value< 0.05 considered statistically significant).

3. Results and discussion

Comparing the mechanical properties of different sili-
cones found in literature points out reserved conclu-
sions. Indeed, due to a Young’s Modulus and a Shore
Hardness lower than in DragonSkin elastomers,
EcoFlex polymers seemed to be more elastic and
softer, which is also characteristic for mitral valve
leaflets (E¼ 0.06MPa ((Richards et al. 2012)).
However, tensile stress and tear strength of
DragonSkin series are higher, advantaging them to
face higher stroke volumes and tensile strengths
applied by chordae. Hemodynamic values of healthy
mitral valve under normal flow conditions are MPG
<5mmHg, MVA >2 cm2 and induced a ventricular
filling characterized by E/A ratio between 1.0 and 1.5.
Table 1 presents values of MPG, E/A, MVA and
GOA of different silicone valves under different
hemodynamic conditions. Under normal flow condi-
tions (Figure 2) EF 30 and EF 50 presented lower
MPG than DS10 and DS20 (Table 1). MVA was
higher for EF 30 and EF 50 compared to DS 10 and
DS 20 (Figure 2). All valves presented non-to-mild
regurgitation with regurgitation fraction of <20%.

4. Conclusions

In this study we sought to compare different silicone
materials mimicking native mitral valve anatomy and
its properties. Silicones presented in this study had
different mechanical behaviors and hemodynamic
responses. EF30 presented the lowest MPG, highest
MVA and GOA in most experimental conditions
indicating to be the material that most closely imi-
tates the native mitral valve. The validation of the

Figure 2. Hemodynamic data of mitral valves models collected under normal conditions (SV 70mL).

Table 1. Silicone valves’ MPG, MVA, GOA.
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mitral valve models was done under normal condi-
tion, data collected for SV 50mL and 30mL were
added as they replicate major hemodynamic condi-
tions seen in patients undergoing mitral valve sur-
gery. This study shows that the custom-made
silicone valve can provide the necessary means of
dynamical evaluation, and in future could be used to
plan mitral valve repair in order to eliminate the
mitral valve regurgitation and assure the best hemo-
dynamic outcomes. Furthermore, diseased, or degen-
erative mitral valves could also be developed to
improve the understanding of the pathological
behavior of these valves. These silicone models were
implanted in a prototype of left ventricle with lim-
ited tensile strength applied on the chordae which
could induce mild regurgitation. We are currently
developing more suitable model with precise control
of the chordae tension.
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1. Introduction

Deep vein thrombosis (DVT) is a major problem in
western society. As demonstrated by Sevitt (1974), DVT
mostly forms in valvular bags and is linked to stresses
applied on endothelial cells (ECs). These stresses are
caused by blood flow or mechanical deformation.
Accessing information on the valve dynamics would
help understanding the onset mechanism of DVT.
Venous valves dynamics results from the interaction
between an incompressible fluid (blood) flow and a
deformable structure (valve and vein tissues). In the pre-
vious studies on venous valve, as in Narracott et al.
(2015), assumptions made on leaflets geometry force
them to stretch. This report explores the hypothesis that
leaflets mainly buckle, as supported by medical images.
The present study proposes the use of a fluid-structure
interaction (FSI) computational method to assess hemo-
dynamics markers such as shear stress and time of resi-
dence in the perivalvular region. Section 2 describes
briefly the FSI method. Section 3 presents the validation
of the method, the valve model, and results on the 3D
model followed by discussion. The fourth section gives a
quick sum up of this abstract.

2. Methods

2.1. Numerics

Blood is modeled as an incompressible fluid following
the Navier-Stokes equations in the ALE framework. The
fluid density and kinematic viscosity are 1050kgm3 and
3.3� 10�6m2 s�1 respectively. At the inlet, velocity is
imposed as a Dirichlet condition, and a convective out-
ward flow condition is imposed on the outlet. The struc-
tural dynamic equilibrium of the valve is solved thanks
to a finite element method solving the structural
mechanics equations for a neo-Hookean material, while
the vein itself is considered rigid. Contact between leaf-
lets is handled by a penalization method. Because of the
strong added mass effect (qs=qf ¼ 1Þ, the two sets of

equations are strongly coupled in the framework of a
partitioned solver with body-fittedmeshes. To accelerate
the convergence algorithm, the Aitken dynamic relax-
ationmethod is used (Mok 2001).

2.2. Venous valve geometry

The geometry of the valve has been designed in the
closed configuration based on the description of
the geometry provided by Hofferberth et al. (2020).
The size of the valve was selected to reproduce a
common femoral vein valve (1 cm diameter). The
resulting geometry is presented in Figure 1. The blue
line on the leaflets shows the location of the insertion
of the leaflets on the vein wall while the red lines
show the 3D curvature of the model. The thickness of
the leaflets and the valve heigh equal 70lm and 1cm
respectively. With the model of the valve explained,
an inflow must be determined to match medical
observations. The signal retained is the following:

u tð Þ ¼ umax 1:01þ cos5 pt=Tð Þ
 � �

where umax is the bulk velocity which equals 0.2 m:s�1

corresponding to Re ¼ 303: Given the geometry, a
transitory flow is expected. The period T is chosen to
be 1s reproducing a shortened breathing cycle. The cor-
responding flowrate equals 315mL s�1 which falls into
the physiological range for the common femoral vein.
The fluid mesh contains 11M cells.

3. Results and discussion

3.1. Validation of the method

The numerical benchmark used to validate the
method is a 2D valve case, where a vertical elastic

Figure 1. (1) Side view of the leaflets. (2) Three Quarter view
of the leaflets. (3) Fluid geometry and notations.
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beam is plunged into a horizontal crossflow (for more
details, Boilevin-Kayl et al. (2019)). Validation is done
by reproducing the movement of the beam, the dis-
placement of the beam tip is thus compared. The
results are gathered in Table 1. Only the maximum
and minimum displacements along the x-axis are
reported to remain concise. The results of the present
method are in good agreement with Boilevin-Kayl
et al. (2019).

3.2. Venous valve

Three cycles of this signal were simulated. The
results shown hereafter are taken on the third cycle
to ensure initial conditions are completely flushed.
At maximum bulk velocity, the pressure gradient
acting on the leaflets equals 22Pa, which is consist-
ent with a dynamic pressure caused by an incident
flow velocity of 0:2 m s�1: By opening the valve,
this pressure gradient causes a reduction of cross-
sectional area of 56%: Medical observations report a
reduction of the order of 30� 40% (Lurie and
Kistner 2012). Figure 2 displays valve sacs hemo-
dynamics at 3 instants of the valve cycle: opening,
maximum bulk velocity and closure. One common
feature from the 3 views is that shear stress is lower
in the center of the sinus along the vertical axis and
close to the insertion. Overall, the shear stress is 10
times higher during opening than during the other
two stages of the valve cycle and remains very low
at the bottom of the sac. Compared to the shear
stress observed further from the valve, the intra-sac-
cular shear stress is at least 5 times lower. This last
remark is coherent with the observations made by

Welsh et al. (2019) and showing that the anti-
thrombotic phenotype of the ECs depends on their
location and is more expressed in perivalvular ECs.
Concerning low shear stress at the bottom of the
sacs, this is due to a lack of movement of the leaf-
lets in this region. On echography, the angle of
attachment of the leaflets on the insertion seems to
change during the cycle which is not the case in the
simulation.

4. Conclusions

This study characterizes shear stress acting on peri-
valvular endothelial cells under physiological flow. At
first, a validation study of the FSI method under sim-
pler conditions has been performed and leads to good
agreement with reference results. Then the FSI
method has been used to simulate valvular sacs
dynamics submitted to a physiological inlet flow vel-
ocity signal. The cross-section reduction at maximum
opening of the valve is higher than medical observa-
tion, 56% against 30–40%. Concerning the angle of
attachment, considering the vein wall deformation, or
adjusting the leaflet geometry could help reproduce
this behavior. Moreover, simulation shows higher
shear stress in the perivalvular area during opening
than the rest of the cycle. Shear stress level stays
lower in the sacs than in other parts of the vein
which means endothelium in this region would be
more sensitive to blood stasis and explains why DVT
forms mostly in valvular sacs.
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1. Introduction

During human respiration, the diaphragm contraction
and relaxation induce the motion of organs such as
the liver, pancreas, duodenum, kidneys, especially in
the cranio-caudal direction. This phenomenon implies
translation, bending or axial deformation of the vis-
ceral arteries, such as left (LRA) and right renal
arteries (RRA). Studies reporting cranio-caudal kidney
motion have been published and, specifically, Suh
et al. (2013) reported the values of changes in curva-
ture, and branching angles associated with respiration,
for patients with an Abdominal Aortic Aneurysm
(AAA). AAA is a dilatation of the lowest anatomical
section of the aorta, which can be treated through
open surgery repair (OSR) or endovascular aneurysm
repair (EVAR). This second treatment is a minimally
invasive surgical intervention that consists of stent-
graft deployment inside the abdominal aorta to pre-
vent blood flow from entering the AAA, minimizing
the surgical trauma and recovery for the patients.
Numerical simulations of stent-graft deployment for
AAA patient-specific cases have been performed.
Tran et al. (2021) and Cheng et al. (2019) were the
first to evaluate the respiration-induced changes in
branch vessels for patients undergoing EVAR, with
fenestrated and snorkel stent-grafts, respectively. The
latter also showed how deformation induced by res-
piration is more significant than deformation associ-
ated with cardiac pulsatility (Cheng et al. 2019).
Possible bending of the renal arteries could affect
renal stent and could induce complications like
restenosis and renal occlusions. However, no studies
have ever been published concerning numerical simu-
lations of renal artery movement due to breathing
and, additionally, its impact on stent-graft deploy-
ment, despite their potential to accurately predict the
hemodynamic impacts on renal artery deformations
during respiration. The goal of this study is to address

this lack with numerical simulations starting from an
idealized geometry.

2. Methods

2.1. Abdominal aorta and renal artery modeling

The idealized geometrical model including an AAA
located below renal arteries (Figure 1) was created on
Onshape (Onshape, Boston, MA, USA), on the basis
of the following geometrical parameters representative
of human anatomy: 30.8mm neck aortic diameter,
6.66mm renal artery diameter, 44.6mm RRA and
35.1mm LRA length (Tran et al. 2021). The hypere-
lastic Yeoh model was first used to describe the aorta
and renal arteries’ mechanical behaviour. Then,
material properties from the Holzapfel-Gasser-Ogden
model were applied to the aorta and renal arteries,
after dividing them into different sections to each of
which is assigned a system of cylindrical co-ordinates,
necessary for the orientation of the material anisot-
ropy (Perrin et al. 2015).

2.2. Implementation of the computational
simulation

Mechanical simulations were achieved with Abaqus
(Simulia, Dassault Systemes, Providence, RI, USA)
which already includes both the Yeoh and Holzapfel
model. The idealized geometry was imported on
Abaqus and meshed with 0.5mm triangular shell ele-
ments with a thickness of 1.5mm for the aorta and
0.5mm for renal arteries. For the boundary condi-
tions, displacements in the cranio-caudal, right-left,
and anterior-posterior directions were applied at the
distal extremities of the renal arteries, according to
the kidney movements reported in the literature for
free-breathing patients (Tai et al. 2013).

2.3. Measuring geometrical parameters

Vessel centrelines were extracted on 3D Slicer with
the Vascular Modelling ToolKit extension for LRA
and RRA after inspiration and expiration (Figure 1).

Figure 1. RRA and LRA centrelines at the end of expiration
(green and blue, respectively) and inspiration (red and orange,
respectively).
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Subsequently, the difference in branching angle from
inspiration to expiration, as well as the difference in
renal artery mean and maximum curvature, were
measured in MATLAB. Data collected were then com-
pared with the literature results for the same metrics;
no changes in renal artery diameter and/or displace-
ment of renal arteries’ ostium have been reported in
previous publications (Suh et al. 2013).

3. Results and discussion

During the simulation including the expiration and
inspiration phases, the kinetic energy was checked and
remained under the fixed threshold of 10% of internal
energy, to ensure a quasi-static regime. The final con-
figuration of the renal artery at the end of expiration
(blue) and inspiration (orange) phases are shown in
Figure 2, with the aorta and AAA idealized geometry.

The motion of the renal artery during respiration was
found to be in agreement with the physiological condi-
tions. For the validation of the outcomes of the simula-
tion, a comparison of geometrical metrics against data
extracted from the literature is reported in Table 1.

The data obtained from our simulation workflow
are in agreement with the measurements reported in
the literature (Suh et al. 2013) and conducted on
AAA patient-specific CT scans, especially for the
changes in branching angle, for both tested material
properties. Although the RA displacements are in the
order of millimeters, they can significantly alter the
RA geometry, causing deformations, which can be
decisive for a successful outcome of the surgery fol-
lowing the SG insertion and can potentially impact
the blood flow, possibly inducing complications.

4. Conclusions

The simulation workflow predicts accurately the
physiological motion of renal arteries, under the con-
ditions selected for this first case. The obtained results
were in agreement with renal artery deformations
reported in the literature and they emphasized that
the variation in branching angle is the most impor-
tant aspect of respiratory motion.

The next step will be to simulate renal artery stent-
ing, evaluating the influence of breathing, and assess-
ing if respiration can affect the stenting effectiveness,
first in the idealized geometry and then, for future
developments, in patient-specific geometries.
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Figure 2. Idealized model of a section of the aorta with con-
figurations of LRA and RRA at the end of expiration (blue) and
inspiration (orange).

Table 1. Comparison between computational results and Suh
et al. patient measurements for the difference in branching
angle (degrees), in mean and maximum curvature (mm�1),
from inspiration to expiration.
DBranching angle LRA RRA

Suh et al. 2013 �7.5 ± 7.8 � 4.9 ± 5.3
Numerical results (Yeoh model) �6.33 �4.63
Numerical results (Holzapfel model) �6.35 �4.30
|DMaximum curvature|
Suh et al. 2013 0.07 ± 0.03 0.04 ± 0.03
Numerical results (Yeoh model) 0.0103 0.0156
Numerical results (Holzapfel model) 0.0206 0.0327

|DMean curvature|
Suh et al. 2013 0.01 ± 0.01 0.01 ± 0.01
Numerical results (Yeoh model) 0.0103 0.0104
Numerical results (Holzapfel model) 0.0068 0.0102
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1. Introduction

Intraluminal thrombus (ILT) is a porous structure
made of a fibrin matrix with an aggregation of cellular
elements such as platelets, blood cells and blood pro-
teins that is present in most abdominal aortic aneur-
ysms (AAAs). The ILT is composed by 3 distinct layers
that differ by their composition and structure depend-
ing notably on ILT ageing and leading to permeability
gradients. Only few studies were conducted on ILT
characterization and its involvement in AAA biomech-
anics is still under debate. More experiments are
needed to define a reliable model. We proposed a
protocol to obtain the 3D morphology using X-rays
microtomography (m�CT) (L�eonet et al. 2022) but the
dehydration process and phosphotungstic acid (PTA)
staining alter the microstructure and the mechanical
properties of the tissue (P�etr�e et al. 2022). The objec-
tives of the present study are therefore (i) to propose a
new m�CT protocol to prepare the tissues (ii) to per-
form in-situ experiments of ILT preserving their prop-
erties and compare the obtained results with those
performed using PTA (iii) to numerically determine
microscopic permeability from m-CT images and com-
pared to macroscopic experimental values and finally,
(iv) to perform preliminary compression tests to define
parameters for future in-situ tests.

2. Methods

2.1. Specimens

Thrombus were removed from 2 AAAs of human
donor (average age 60) and preserved in DMEM solu-
tion. Four cylindrical samples, 7 disk samples and 6
cubic samples were used to perform m�CT, macro-
scopic permeability and mechanical tests respectively.

2.2 X-ray microtomography protocol

A new staining agent named sodium polytungstate
(SPT) preserving ILT properties was chosen (P�etr�e

et al. 2022). Cylindrical samples of 3mm were cut
into the ILTs thickness using a scalpel keeping the 3
layers. Samples were then stained during 6 days in a
solution of DMEM and SPT with a concentration of
15 g/L at 4 �C. After staining, each sample was then
immersed in DMEM and placed in the m�CT
(Easytom XL, RX Solutions). The microfocus 150 kV
source used in our previous study was replaced by a
nanofocus 160 kV source for future in-situ mechanical
testing. A total of 1120 images was taken at 3 mm
resolution with a voltage of 55 kV and a current of
131 mA. Morphological parameters that are porosity,
interconnectivity and permeability were calculated
using iMorph software from the m�CT images.

2.3. Macroscopic permeability

The macroscopic permeability was evaluated using the
same experimental setup and protocol as our previous
study (L�eonet et al. 2022). A total of seven samples
were obtained including 5 luminal, 1 abluminal and 1
luminal/medial disk.

2.4. Compression testing

Cubic samples with different dimensions were cut
into one ILT using a scalpel keeping the 3 layers.
Samples were then immersed in DMEM solution at
4 �C until testing. Each sample was placed in a rhe-
ometer (Thermo Scientific HAAKE MARS III) for
unconfined-compression testing. The loading was
applied until 40% of compression of the initial thick-
ness at a velocity of 0.0295mm/s followed by the
unloading with the same conditions. To evaluate the
preconditioning effect, several cycles were applied on
2 samples.

3. Results and discussion

3.1. m�CT study

Figure 1 shows the m�CT images obtained using PTA
(Figure 1a, protocol 1) and SPT protocol (Figure 1b,
protocol 2) for 2 different thrombus samples. The

Figure 1. Comparison between m�CT images of luminal layers
obtained using PTA (a) and SPT (b).
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results show that the new SPT protocol allows to
visualize the morphology of ILT even if the contrast
is less important than with the PTA.

Table 1 shows the comparison between the mean
morphological properties obtained for both protocols
1 and 2. Dp corresponds to the mean pore diameter,
Dist the mean distance between pores and I to the
level of pore interconnection between the top and the
bottom of the layer. Considering a maximal represen-
tative elementary volume, a higher porosity is
obtained for the thrombus samples stained with SPT.
Dp and Dist obtained with SPT differ from the ones
with PTA with similar values for all layers by preserv-
ing the biological properties. Only the luminal layer
was found fluid-permeable numerically with values
range between 1.9.10�14 m2 and 1.7.10�15 m2 that are
closed to the ones found macroscopically for the
same thrombus (5.26.10�13 m2).

3.2. Permeability study

Macroscopic permeability values were obtained for
each type of tested layer. For the luminal layers,
permeability values ranged between 5.26.10�13 m2

and 9.62.10�23 m2 depending on the ILT studied. No
perfusion was reported for one luminal disk.
Concerning the luminal/medial disk, a permeability of
9.13.10�14 m2 was obtained during the first 65min
then the perfusion stopped until the end of the test.
Finally, no perfusion was reported for the abluminal
disk. These findings are in accordance with the results
found in our previous study (L�eonet et al. 2022) sug-
gesting a permeable luminal layer with high hetero-
geneity. Moreover, the results confirm that the
abluminal layer is fluid impermeable.

3.3. Mechanical study

Figure 2 showed the Piola–Kirchoff stress-strain
curves obtained from the unconfined-compression
tests. A visco-hyperelastic behavior of the tissues is
observed with maximum stresses comprised between
10 to 32.5 kPa at 40% of deformation. The variations
can be notably explained by the high heterogeneity of
the thrombus. The preconditioning effect was

evaluated and results show that after 5 loading-
unloading cycles, the mechanical response is stabi-
lized. Only 2 studies performed unconfined-compres-
sion tests on ILTs but the 3 layers were tested
separately. The study of Boschetti et al. (2007)
obtained a maximum mean Young’s Modulus E of
22.5 kPa for the abluminal layer at 45% of deform-
ation while we obtained a mean secant modulus of
50.4 kPa at 40% of deformation. The difference can be
firstly explained by the difference of the experimental
protocol but also by the fact that we tested all 3 layers
simultaneously.

3.4. Discussion

Different morphological parameters were obtained
using SPT explained by the removal of fixation and
dehydration processes. In addition, SPT staining pre-
serves tissue properties avoiding shrinkage as caused
by PTA staining. Macroscopic and microscopic per-
meability values are comparable even if only few
measurements were performed. Finally, the uncon-
fined-compression tests revealed a visco-hyperelastic
response of the tissue where a preconditioning of 5
cycles would have to be performed.

4. Conclusions

A new experimental protocol which conserves bio-
logical properties of ILT was developed for m�CT
experiments. For the first time, mechanical response
under compression was obtained for ILT with all
layers. This work is ongoing increasing the ILT sam-
ple number. Moreover, in-situ compression tests will
be performed to link morphological and mechanical
properties and build a reliable ILT model.

Figure 2. Stress-strain curves from unconfined-compression
tests (Tx¼ thrombus 1 to 6).

Table 1. Comparison between morphological parameters
obtained using PTA protocol (n�1) and SPT protocol (n�2).

Luminal Medial Abluminal

Protocol 1 2 1 2 1 2

Porosity (%) 7.4 13.2 8.2 13 4 4.3
Dp (mm) 8.8 11.4 28.8 11.1 28.8 9.8
Dist (mm) 55 21.6 80 21.2 150 17
I (%) 88 82 – – – –
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1. Introduction

Currently, the detection of pulmonary fibrosis is per-
formed with computed tomography (CT) scan that
uses radiation. From this test, subjective morpho-
logical data, with inter and intra operator variability,
is obtained (Chassagnon et al. 2018). There is an
important need to objectively and non-invasively
quantify pulmonary fibrosis to better observe the
effect of treatment and undertake the follow-up of
disease. Thus, one alternative is Magnetic Resonance
Elastography (MRE) that is a non-invasive technique,
based on the application of motion encoding gra-
dients (MEG) to estimate the shear modulus param-
eter, allowing the quantification of the biomechanical
properties of different soft tissues. Other MRE param-
eters such as the damping ratio, the attenuation, etc.
have been correlated to the physiological and struc-
tural properties of the tissue, demonstrating that add-
itional MRE markers could provide complementary
information. While the liver is the first organ
approved for clinical MRE test (Pouletaut et al. 2023),
additional MRE research protocols are extensively
developed for the brain, kidney, prostate, muscle
(Debernard et al. 2011; Chakouch et al. 2022). The
COVID-19 pandemic has spurred research in the
characterization of the lung tissue (Chakouch et al.
2022). Thus, the purpose of the study is to combine
different imaging techniques to demonstrate the rele-
vant biomechanical property that can be provided by
MRE test.

2. Methods

2.1. Computed tomography (CT) scan

Patients (N¼ 10) had a CT scan to monitor a cough,
the impacts of tobacco, asbestos, etc. Lung CT images
have been acquired with multi-detector row on

General Electric (GE) machine (Figures 1A-1B).
Patients were examined during a single breath-hold
and the following parameters were applied for the
thoracic CT acquisition: FOV: 43� 43 cm2; matrix:
512� 512; voxel size: 0.84� 0.84� 0.625mm3; slice
thickness: 0.625mm; 100–140 kV according to the
patient’s weight. A radiologist read all CT
acquisitions.

2.2. Magnetic Resonance Elastography (MRE)

MRE tests were performed, at the same slice level as
the CT scan, by using spin-echo echo-planar imaging
(SE-EPI) sequence on a 1.5 T MRI GE machine to
obtain 4 axial slices of the lungs.

The scan time was 22 s at breath-hold. A round
pneumatic driver, used for MRE liver (Leclerc et al.
2013), was placed on the right lung. It is connected to
a plastic tube where an air pressure is induced at a
frequency of 50Hz using an acoustic speaker system.

The MRE pulse sequence including a motion-
encoding gradient, which oscillated in the Z direction,
was used to image the displacement of the shear
waves. The phase images were recorded with the fol-
lowing parameters: FOV: 48� 48 cm2; TR: 250ms;
slice thickness: 15mm; number of axial slices: 4; voxel
size: 3.75� 3.75� 15mm3; matrix: 128� 128; 4 phase
offsets.

To measure the lung biomechanical properties dif-
ferent steps are followed: (1) a region of interest is
drawn to select only the right lung to avoid the heart
motion, (2) the apparent lung shear modulus is calcu-
lated from the phase images using multi-model direct
inversion (MMDI) and a specific post- processing

Figure 1. Example of two patients among the cohort with
lung axial CT scans (A,B) and MRE shear modulus cartogra-
phies (C,D) of the right lungs. Red arrows show the localiza-
tion of the gadolinium-doped water phantom.
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(Silva et al. 2015), and then (3) corrected with the
cartography of the density hereafter described.

2.3. Lung density

The shear modulus being proportional to the density,
a cartography of lung density for each patient is
necessary to obtain a true cartography of the shear
modulus (Figure 1C,D).

MRI was performed at breath-hold, at the same
slice level as the CT scan, with a fast gradient recalled
echo (GRE) sequence (Holverda et al. 2011) and a
TR: 15ms, from which the initial signal of the lung
was estimated. Then, the lung density was obtained in
reference to a Gadolinium-doped water phantom
(Figures 1C,D) placed on the chest. The MRI acquisi-
tion is realized with: FOV: 48� 48 cm2; voxel size:
7.5� 7.5� 15mm3; matrix: 64� 64; slice thickness:
15mm; and flip angle: 10�.

3. Results and discussion

Figure 1A,B shows an example of CT scan results
obtained for two patients with unknown lung disease.
No detectable solid mass or any other lung disease
was identified on both CT scans, leading to the con-
clusion that the two patients have healthy lungs.

Figure 1C,D shows the results of the true MRE car-
tographies of the shear modulus tests obtained for the
two patients. The mean shear modulus for patient 1
and patient 2 are 1.15 ± 0.58 kPa and 2.40 ± 0.82 kPa,
respectively. The value obtained for patient 1 is in
agreement with the literature for healthy lung
(Fakhouri et al. 2022). However, patient 2 revealed a
higher shear modulus indicating a pathological bio-
mechanical property of the tissue.

To summarize, the CT scans for both patients had
healthy structural properties but the MRE tests have
highlighted different biomechanical behaviors. This
result shows possible benefits of the MRE tests which
can provide complementary information to better
diagnose the lung tissue.

4. Conclusions

This study has showed that MRE test could become a
non-invasive lung diagnostic tool, allowing the quan-
tification of the lung shear modulus, a potential bio-
mechanical marker of lung disease. In perspective, the
CT scan parameters could be correlated to the MRE
parameters to predict the evolution of the lung dis-
ease. In addition, MRE protocol must be further

enhance for the biomechanical characterization of the
both right and left lungs. The present study shows the
potential interest of MR elastography in the regular
care of lung disease and paves the way for other lung
applications.
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1. Introduction

Endovascular aneurysm repair (EVAR) is the most popu-
lar treatment for abdominal aortic aneurysm (AAA).
During this procedure, the arterial deformation caused by
endovascular devices can cause intra and postoperative
complications. Thanks to advances in fusion imaging,
surgeons can reduce these complications risk with proper
planification during the preoperative step. Yet, estimating
the deformations induced by tools insertion during the
procedure is mainly based on surgeon’s experience.

During the last ten years, biomechanical models have
been used in finite-element simulation to predict the tools
effects on the arterial wall. Gindre et al. (2017) developed
a parametric model of the aorto-iliac structure and its sur-
rounding, and simulated its deformation due to the
guidewire insertion. The model parameters were tuned
and validated with 28 patient cases for which intraopera-
tive and simulated guidewire positions were compared.

This was the only validation data as only the tools could
be observed on intraoperative images. Since then, fluoros-
copy images quality improved and the validation can now
rely on the vascular wall position. This more comprehen-
sivemeasure was used by recent studies to predict ostia dis-
placement due to arterial deformations (Dupont et al.
2021). Predicting the ostia displacement instead of the tools
position can provide useful information to the surgeon
during the planning phase, for instance to prevent the risk
of the stent-graft covering the renal ostia.

In this study, we tested Gindre parametrization
with a validation including both the guidewire pos-
ition (for iliac deformations) and the renal ostia pos-
ition, and proposed a new parametrization to improve
the simulation predicting performances.

2. Methods

2.1. Patient data

In this study, 21 patient cases with AAA and under-
going EVAR between January 2016 and December

2017 were selected. For each patient, preoperative
CT-scan and intraoperative fluoroscopy image were
acquired. 19 patient cases were selected for renal ostia
position validation, among which 6 patient cases
could also be used for iliac guidewires position valid-
ation. 2 more patient cases with intraoperative iliac
guidewires position only were also selected. The
selected patients experienced large ostia displacement
according to clinicians.

2.2. Simulation

The biomechanical model and the simulation process
used in this study were the same as Gindre et al.
(2017), as described in their publications. The pre-
operative CT-scans of the patient data were used to
construct the biomechanical model of the vascular
structure. The patient-specific geometry is segmented
with the clinical planning software ENDOSIZEVR

(Therenva, Rennes, France).
The mesh is composed of discrete Kirchhoff tri-

angular (DKT) shell elements, with a homogeneous
thickness of 1:5 mm for the aorta, and 1:2 mm for
the iliac arteries. To simulate the mechanical behav-
iour of the arterial wall, a polynomial nonlinear iso-
tropic hyperelastic potential of Yeoh second order is
used:

W ¼ C10 I1 � 3ð Þ þ C20 I1 � 3ð Þ2

This model only represents the arterial wall, the
effect of the surrounding tissues and environment is
modeled by an external load on the wall with three
terms, an elastic spring term, a viscosity term and a
pressure one:

fext
�! ¼ ð�k u! � c v!þ p n! Þ � dS

The model was simulated with Ansys LS-DYNA
explicit finite-element solver (Ansys, Inc.,
Canonsburg, PA, USA). The model geometry corre-
sponds to a pre-stressed state of the model due to
arterial pressure. Therefore, a stress-free geometry,
called ‘zero-pressure geometry’ was applied with a
controlled internal blood pressure. Then the insertion
of a stiff guidewire is simulated. The guidewire is rep-
resented with 189 4 mm two-nodes beam elements
with linear elastic properties: E ¼ 180 GPa, t ¼ 0:3:

2.3. Validation methodology

The new validation method includes landmark points
of the vascular wall (renal ostia) and guidewire pos-
ition on the iliac arteries (from P7/P8 to P4). The
positions obtained from simulation are compared to
those obtained from intra-operative fluoroscopy
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images. The Modified Hausdorff Distance (MHD)
was used to measure the position error of the guide-
wire:

MHD Greal,Gsimuð Þ ¼ max½moyd p,Gsimuð Þp2Sreal ,
moyd p,Grealð Þp2Ssimu



With p, Gsimu and Greal representing points of simu-
lated and intraoperative guidewire respectively and d
the node-to-node distance.

This error is calculated the same way between the
preoperative and intraoperative configurations.

2.4. Sensitivity analysis

In order to improve the model parametrization, trial
and error method was privileged over optimization
methods. This choice is explained by the long-time
simulation and the large number of parameters. Based
on observations of Lalys et al. (2019), clinicians
expertise as well as Gindre parametrization results,
four parameters of elastic stiffness were adapted:
(sf 1c , sf 1s Þ were decreased from (1, 0.25) to (0.7, 0) so
that renal ostia were more free to move; (sf 5a , k7Þ
were increased from (0, 0.2) to (0,
1E� 6 MPa:mm�1) so that iliac arteries were more
constrained.

3. Results and discussion

Nineteen patient cases with large displacement of the
renal ostia were simulated with Gindre paramet-
rization and the proposed new parametrization, based
on their preoperative CT-scans. The obtained results
showed a mean reduction of the error from

10:58 65:99 mm (intra vs preoperative configura-
tions) to 3:90 63:61mm (intraoperative vs simulated
configurations) for the left renal ostium and from
10:39 65:07mm (intra vs preoperative configurations)
to 4:04 63:47mm (intraoperative vs simulated config-
urations) for the right renal ostium.

For the 8 patient cases with intraoperative guide-
wires positions, the obtained position error of the
guidewire with the new parametrization was below
5 mm, with a MHD value of 4:96 62:20mm for the
left guidewire and 2:95 61:60mm for the right
guidewire.

Those promising results show that it is possible to
accurately predict both the iliac deformations and
renal ostia displacements, which are both quantities
of interest for the surgeons, especially for patients
experiencing large deformations. The proposed par-
ametrization does not result from a proper optimiza-
tion due to computational cost and parametrization
complexity; besides the number of considered patients
is rather small. However, the validation images which
field of view include both the renal ostia and the iliac
arteries are rare.

4. Conclusions

The reduction of the mean displacement error of
renal ostia as well as guidewires position shown in
this study improves the accuracy of the biomechanical
model. It needs confirmation on more patient data.
Predicting the deformation induced by insertion of
endovascular tools could provide the surgeon more
information during the preoperative planning for the
EVAR procedure, improve image fusion and poten-
tially increase the success rate of the surgery.
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1. Introduction

Arterial endofibrosis is a non-atheromatous vascular
pathology specific to athletes. It is defined histologi-
cally by an intimal fibrosis leading to wall thickening
and to the reduction of the artery lumen caliber
(Feugier and Chevalier 2004). Numerous etiological
hypotheses have been proposed to explain the patho-
logical development but no dedicated study has yet
tested these hypotheses on in vitro / in vivo or in sil-
ico experiments. Hemodynamic alteration as one of
the etiological factors has been proposed by several
authors (Chevalier et al. 1986; Kral et al. 2002). The
increased cardiac output and arterial hypertension at
maximal strain, contribute to generating an abnormal
levels of wall shear stress (Kral et al. 2002). According
to Chevalier et al. (Chevalier et al. 1986), the majority
of subjects with endofibrosis have excess iliac artery
length, which promotes the arterial curvature. In add-
ition, the damage is often observed on the outer bend
of the vessels. Our research hypothesis is that in the
absence of bifurcation and significant stenosis, the
vessel flow structure is locally dominated by the cen-
trifugal forces due to curvature, which causes the fluid
particles to change their main direction of motion
and Dean vortices to appear, with an increase of the
wall shear stress, which is the main factor of artery
injury.

Under the flow conditions in resting subjects, the
peak Reynolds number ranges from 300 to 700 (vol-
ume flow rate 	0.3 l/min) (Stein et al. 1979), while it
can reach 2000 during exercise. The objective of this
preliminary work is to study the wall shear stress dis-
tribution in the curved part of the artery depending
on different value of Reynolds number (Re), using
numerical simulations (CFD—computational fluid
dynamics). While several numerical studies have
investigated pipe bends with curvature angles ranging
from 90 degrees to 180 degrees (see Cox et al. 2019
for instance), our focus lies on a lower curvature
angle more relevant to the iliac artery, for which the
secondary flow might not be fully developed.

2. Methods

2.1. Artery model and flow conditions

The study deals with the flow in a simplified geom-
etry consisting of a circular tube of constant diameter
D¼ 1 cm, with a straight pipe (length 3.5D) followed
by a bent part (curvature radius R¼ 3D, curvature
angle of 55�), and ended by a straight pipe (length
10.5D). Geometry parameters were extracted from
medical imaging data obtained from a set of four
patients’ morphological parameters with arterial endo-
fibrosis, including the determination of the curvature
radius in the region where the artery lumen caliber is
reduced.

Assuming a quasi-permanent flow regime in such
a constant section vessel, a continuous flow confined
by rigid walls is considered for this preliminary work.
The Reynolds number (Re) varies from 275 to 2000
and the corresponding Dean number

�
Dn ¼ Re

ffiffiffiffi
D
2R

q �
varies from 112 to 816.

2.2. Numerical simulations

The numerical computations have been performed
with the finite volume-based open-source toolbox
OpenFOAMVR , using the SIMPLE procedure for cou-
pling the velocity and pressure fields.

A paraboloid profile is taken as inflow velocity con-
ditions, and a zero-gradient boundary condition is
applied at the outflow cross section. A hexahedral mesh
structure is arranged in the cross section of the geom-
etry. The mesh is based on a O-grid structured pattern
in the cross-section of the geometry with additional
refinement near the curved section to ensure equivalent
fineness of the mesh in upstream and downstream sec-
tions compared to the curved section. The resulting
final hexahedral mesh, after a thorough mesh conver-
gence study at Re ¼2000, comprises 436,080 cells.

The Reynolds numbers are adjusted to accommo-
date a Newtonian model of blood fluid with a kine-
matic viscosity of 3.8 10�6 m2/s.

The simulation model was first validated using
experimental results from Enayet et al. (1982) obtained
in a configuration corresponding to a 90� bend with a
diameter of 48mm at Re ¼500. A Laser Doppler
Velocimetry (LDV) experimental setup is being devel-
oped in order to compare and validate our numerical
observations in the configuration of our study.

3. Results and discussion

In order to understand the flow structure in the area
of curvature, the contour plots of the longitudinal vel-
ocity component U is presented at Re ¼ 550 in
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Figure 1. The corresponding volume flow rate is
0.26 l/min, the mean velocity is 0.055m/s. As a parab-
oloid velocity profile penetrates the bend (Figure 1a),
the fluid in the center of the pipe is swept towards
the outer side of the bend due to centrifugal forces as
shown in Figure 1b.

The fluid near the pipe wall returns towards the
inside of the bend, creating a pair of counter-rotating
cells classically denoted as Dean vortices (Figure 1c).
This secondary flow is persistent at a distance 3D
downstream of the bend (Figure 1d).

The maximum velocity gradient in the outer side
of the bend is observed. Figure 2 shows the longitu-
dinal Wall Shear Stress (WSS) along the outer curvi-
linear abscissa Sout/D at Re ¼ 550. The straight part
upstream corresponds to Sout/D¼ [�6.8,�3.36], the
bend corresponds to Sout/D¼ [�3.36,0], and the
straight part downstream to Sout/D¼ [0,10.5].

A sharp maximum of longitudinal WSS is
observed at the end of the bend. Its value reaches
0.2 Pa at Re ¼ 550, but it increases rapidly with Re
and exceeds 0.5 Pa as soon as Re is larger than 1000,
as shown in Table 1. The results also reveal that the
maximum WSS is consistently located at the end of
the bend.

4. Conclusions

This study presents the flow under normal hemo-
dynamics conditions. Dean vortices are observed in
the area of curvature, where the longitudinal WSS is
sharply increased along the outer side of the pipe.
The maximum value is reached at the end of the
bend. The position of the maximum WSS remains
unchanged despite an increase in Reynolds number,
but exhibiting a clear correlation with the curvature
of the vessel. Further investigation is necessary to
explore the relationship between the position of the
maximum WSS and the localization of endofibrotic
plaque.
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1. Introduction

Heart failure is the cardiomyopathy that will have the
greatest impact on the lives of European citizens in the
next decades (Timmis et al. 2019). Early detection and
accurate prediction of heart failure is challenging, but
recent advances in numerical simulation techniques
and exploitation of imaging raise new hopes by making
it possible to study blood flow in the heart. One such
tool is Ultrasound (US) Doppler imaging, which is a
fast and non-invasive way to investigate the intracar-
diac hemodynamics. However, US Doppler imaging
provides only partial information about the blood flow,
and the lack of complete data hampers accurate diagno-
ses. To address this challenge, an algorithm named 4D-
iVFM has been developed by Assi et al. (2017); Vixege
et al. (2021) to reconstruct the two missing velocity
components from the radial component of the velocity.
To validate the 4D-iVFM algorithm, a virtual echo dop-
pler exam was performed on a numerical flow model to
reproduce the blood flow, and the reconstructed intra
cardiac flow was compared against the ground truth
CFD solution to test the accuracy of the method (Assi
et al. 2017; Vixege et al. 2022).

So far, the 4D-iVFM algorithm was tested by consid-
ering only one cardiac geometry and operating condi-
tion. This study explores the numerical simulation of a
left heart and some variations of several key features
for a better understanding of their influence on the car-
diac hemodynamics. Section 2 describes briefly the
numerical method used to simulate the intracardiac
flow, and the parametric study that has be done.
Section 3 discusses some of the results obtained so far.

2. Methods

2.1. Numerical method

A numerical framework to compute the blood flow
within patient-specific human hearts was developed
by Chnafa et al. (2014). The geometry of the heart
cavities and their wall dynamics were extracted from
medical images of a patient, and the simulations were
made using the in-house YALES2BIO solver (Mendez
et al. (2022)). The geometric domain is composed by

the four pulmonary veins, the left atrium, the left ven-
tricle and the aorta. The valves are modeled using an
immersed boundary method.

Blood is modeled as an incompressible fluid of dens-
ity 1000kg m�3 and kinematic viscosity 4� 10�6

m2 s�1: The flow equations are written on a conformal
moving computational domain, using an Arbitrary
Lagrangian-Eulerian framework, and solved numeric-
ally with a fourth-order finite-volume technique avail-
able in YALES2BIO.

2.2 A Preliminary parametric study

To investigate the impact of different parameters on
the intracardiac blood flow, a number of key variables
were selected for manipulation in this study.

� Heartbeat (from 45 to 80 beats per minute (bpm))
� Isotropic volume change: from Cdilat ¼0.85 (15%

compression) to 1.2 (20% dilatation)

The main characteristics of the simulations per-
formed are provided in Table 1.

2.3 Study of the effects of the mitral valve

The mitral valve plays a critical role in regulating
blood flow. In the model from Chnafa et al. (2014),
the position of the mitral valve was extracted from
medical images but, due to the bad resolution of
those images the exact shape was not reproduced.
Instead, the valve was modelled by a thick cone, and
assumed to open and close instantaneously, with no
intermediate positions. A crude penalty method was
used to model the effects of this valve on the fluid,
driving the flow velocity to zero in the valve region.

A more accurate valve model has been developed
in the course of this study, which accounts for a more
localized description of the valve, its intermediate
position as well as its shape. The geometry of this
model is based on the work of Domenichini and
Pedrizzetti (2015) and reads:

xv h, sð Þ ¼ Rcosh 1� scosuð Þ � eRscosu
yv h, sð Þ ¼ Rsinh 1� skcosuð Þ
zv h, sð Þ ¼ �s2

1þ k
2

þ ecoshþ 1� k
2

cos2h

� �
Rsinu

8>><
>>:

Table 1. Summary of the different cases.
Bpm Cdilat Reynolds

Reference 60 1 5000
Case 1 45 1 3900
Case 2 80 1 6700
Case 3 60 0.85 3600
Case 4 60 1.2 7200
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with R representing the radius, e denoting the asym-
metry of the valve, and k representing the curvature
of the leaflets. In this model, the coordinates h and s
span the ranges 0; 2p½ 
 and 0; 1½ 
, respectively,
whereas u allows for continuous evolution from
closed (u ¼ 0) to open (u ¼ umax) geometry.

The localization of the valve and the computation
of the effects of the latter on the fluid flow were
also improved by using the immersed boundary
method detailed in Siguenza et al. (2016) instead of
the crude penalization method used in Chnafa et al.
(2014).

This novel model is used to explore four distinct
scenarii: the baseline (normal) case where umax ¼ 1:1,
e ¼ 0:25, k ¼ 0:6, on top of three anormal situations
with either a larger leaflet asymmetry (e ¼ 0:45Þ, an
increased (umax ¼ 1:3Þ or reduced (umax ¼
0:9Þ opening angle. The latter case mimics a patho-
logical condition corresponding to the calcification of
the anterior leaflet of the mitral valve.

3. Results and discussion

For the first parametric study, the velocity signal
recorded at a probe located downstream of the mitral
valve are shown in Figure 2, which also displays the
probe location. Although the different cases consid-
ered in Table 1 lead to very different signals
(Figure 1a), all the results overlap very nicely (Figure
1b) once properly scaled by the period of a cycle
(Tcycle) and the length of the ventricle at the end of
systole (Ls).

Thus, the flows in the five cases appears to be very
similar, up to a scaling factor. This outcome is con-
sistent with the study of other parameters (vorticity,
Q criterion), where the effects of changes are
minimal.

In contrast, modifications to the mitral valve model
exert a significant influence on the flow dynamics
within the ventricle, notably altering the properties of
the jet and vortices, as illustrated in Figure 2. To
assess the 4D-iVFM's ability to accurately reproduce
the intra cardiac flow in a variety of situations, the
reconstruction algorithm is being applied to the four
cases presented. This will be discussed in the
presentation.
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Noninvasive estimation of pressure
drop in arterial stenoses with color
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1. Introduction

Vascular stenosis, in which a vessel narrows, results
in reduced blood flow to the tissues it supplies.
Assessing the severity of vascular stenosis is critical to
making therapeutic decisions. A conventional method
is to scan the affected region with vascular ultrasound
and use anatomic criteria to grade the severity. These
measurements provide limited information about the
hemodynamic function of the stenosis. To address
this issue, measuring the total pressure drop induced
by the stenosis is an effective solution. Intravascular
pressure can be assessed by catheterization, which is
an invasive medical procedure with potential compli-
cations, making noninvasive methods preferable.

Phase-contrast magnetic resonance imaging can pro-
vide 3-Dþ time blood velocities. However, its use is pri-
marily for research purposes, not routine examination.
On the other hand, Doppler ultrasound is a widely used
clinical modality for real-time blood flow analysis.
Doppler ultrasound combined with fluid dynamics
equations can accurately estimate pressure drops in sig-
nificant aortic stenoses (diverging jets) or pressure gra-
dients in the left ventricle (Euler-type flow). In parallel,
various techniques have been proposed to derive vector
velocity fields based on color Doppler imaging.

Estimating pressure drops in arterial stenoses is
another matter: (1) the ultrasound beam cannot be
aligned with the flow axis; (2) the pressure drop arises
from both wall friction and the downstream divergent
jet. The purpose of our study was to estimate the
pressure drop in mild to moderate arterial stenosis,
using conventional clinical color Doppler, for earlier
diagnosis. The approach that we developed allows (1)
recovering intravascular velocity vector fields from
color Doppler images, then (2) estimating pressure
drops induced by a stenosis. We validated our
innovative method in axisymmetric models of carotid
stenosis from (i) multiphysics simulations that
included fluid dynamics and ultrasound, and (ii)
in vitro phantoms in which color Doppler velocities
and pressures were measured.

2. Methods

2.1. Optimization method: from color Doppler to
trans-stenotic pressure drop

The methodological approach was two-fold
(Figure 1):

A vascular vector flow mapping (vVFM) method
recovered the 2-D velocity vector field v! ¼ vx, vzf g
from the scalar Doppler field uD:

The trans-stenotic pressure drop was estimated from
v! by integrating the Navier-Stokes equations.

1 – We note d
!

D the direction vector of the ultra-
sound beam pointing from the transducer to the blood
flow (Figure 1). To estimate v! from uD, we solved the
constrained least-squares minimization problem:

v! ¼ argmin u! k u! � d!D � uDk2 þ akD u!k2
� �

,

subject to divaxisymmetric v!ð Þ ¼ 0,
v! � n!wall ¼ 0:

�

The matrix D refers to second-order partial deriva-
tives and induces spatial smoothing whose level is

Figure 1. From color Doppler to pressure drop.
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tuned by the positive scalar a: n!wall stands for the
unit vector normal to the vessel walls. The constraints
ensure incompressibility and no-penetration
boundaries.

2 – Pressure drops were derived from the esti-
mated velocity fields v!: In an arterial stenotic con-
striction, the flow converges down to the vena
contracta and then diverges to regain its initial geom-
etry. Most of the energy loss occurs in the divergent
zone as a result of turbulent mixing. We estimated
the DP pressure drops (¼ Poutlet � Pinlet) by using the
Bernoulli equation (no energy dissipation) between
the inlet and the vena contracta and by integrating
the Navier-Stokes equation between the vena con-
tracta and the outlet. The estimated pressure drops
were compared with the ground-truth pressure drops
(see subsections 2.2 and 2.3).

2.2. Validations through multiphysics simulations

We simulated blood flow and color Doppler in axi-
symmetric models of carotid stenoses (8-mm ⌀).
Cosine- and Gaussian-shaped stenoses were created,
each with degrees of stenosis of 60% and 70% in
⌀ reduction. Steady flow rates were studied (up to
1 L/min) by using COMSOL Multiphysics assuming
a Newtonian fluid and k-� turbulent regime. The
simulated flow fields were seeded with 50,000 scat-
tering particles to compute ultrasound simulations
using SIMUS (Garcia 2022; Cigier et al. 2022): 7.6-
MHz linear array, focused beams, beam-to-flow
angle ¼ 15�, Doppler packet size ¼ 6. The simu-
lated ultrasound signals were post-processed using
the MATLAB ultrasound MUST toolbox (Garcia
2021) to obtain color Doppler velocities. The vel-
ocity vector fields were then estimated by using the
vVFM method from which we deduced the trans-
stenotic pressure drops (see Subsection 2.1).2.3.
Validations through in vitro experiments. Blood-
mimicking fluid flowed into four homemade carotid
stenosis phantoms. Cosine- and Gaussian-shaped
stenoses were created with 50% and 60% degrees of
stenosis to mimic mild to moderate grades. Steady
flow rates ranged from 0.2 to 1.2 L/min. Color
Doppler velocities were obtained with a clinical
ultrasound system (GE Vivid iq). Velocity vector
fields were estimated using the vVFM method,
from which we derived trans-stenotic pressure
drops (see Subsection 2.1). Upstream and down-
stream pressures were measured with pressure
guidewires (ComboWire XT, Philips Volcano) to
obtain ground-truth pressure drops.

3. Results and discussion

3.1. In silico and in vitro results

Both problems were reduced to linear matrix systems
whose solutions were computed in a fraction of a
second. When stacking in silico and in vitro data
experiments, pressure drops estimated by color
Doppler ranged from 1 to 30mmHg (4000 Pa) for
steady flow rates between 0.2 and 1.2 L/min. The two-
step method showed good agreement between
Doppler-based and ground-truth pressure drops
(r2 ¼ 0:94, y ¼ 1:1x þ 0:1, N ¼ 71, Figure 2). Our
results tend to confirm that pressure drop in arterial
stenoses can be estimated noninvasively with clinical
color Doppler ultrasound.

3.2. Limitations and perspectives

In this work, we have considered the conditions of a
quasi-axisymmetric steady flow. The study will be
generalized to pulsatile flows by time averaging the
equations over a cardiac cycle. We will also investi-
gate the effect of geometry asymmetry on the pressure
drop estimates, as well as the effect of ultrasound
probe misalignment with respect to the mid-plane of
the flow. Note, however, that our flows were not axi-
symmetric due to experimental hazards (stenosis
phantom not straight, wall roughness, flow instability,
upstream flow not fully developed, etc.). This tends to
show that our method can also work in non-axisym-
metric flows. These analyses will be performed using
simulations and in vitro experiments. One approach
would be to update the equations to 3-D and use

Figure 2. Estimated vs. ground-truth pressure drops.
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volume ultrasound imaging with a matrix array. Once
validated, the clinical feasibility of pressure drop
measurements by our vVFM-based approach will be
investigated.

4. Conclusions

In contrast to other ultrasound studies that evaluated
static-dynamic pressure conversions only (Olesen
et al. 2018), our results show that it is possible to esti-
mate turbulent pressure losses in arterial stenoses
using conventional color Doppler ultrasound. The
next step will be to generalize our method to asym-
metric pulsatile stenotic flows.
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1. Introduction

Coarctation of the aorta is a localised reduction of the
diameter of the descending aorta, i.e. a stenosis of the
aortic lumen. It results in an unphysiological pressure
gradient (DP), increasing with disease severity.
Surgery is recommended for a DP higher than
20mmHg. This gradient results in a strong reduction
of the flow through the descending aorta, supplying
the abdominal organs and lower limbs.

Aortic coarctation can be associated with arch
hypoplasia. For these patients, the stenosis is com-
bined with a reduced diameter of the aortic arch,
requiring surgical repair within their first months of
life. This surgical treatment consists of a combination
of resection of the coarcted area (via an end-to-end
anastomosis) and the suture of a patch (i.e. patch
angioplasty) to enlarge the diameter of the aorta along
the arch. Current standard care is to design and cut
this aortic patch in the operating room, increasing the
length of the surgery and the risk of complications.

Recently, in vitro (Ghisiawan et al. 2016) and in sil-
ico (Ju et al. 2019; Swanson et al. 2020) models have
been used to help the planning of the aortic coarcta-
tion’s surgical repair. Building on this, this project
aims at, first, developing a method to evaluate the
effect of the surgical treatment on an in vitro model,
and then test whether the design of the patch could
be optimized for each patient prior to surgery.

2. Methods

2.1. In vitro model creation

Two patient-specific in vitro models were created
from MRIs of newborns with severe coarctation asso-
ciated with arch hypoplasia, who underwent surgery
at Seattle Children’s Hospital. The aortic lumen was
segmented and 3D printed (Form3, Formlabs Inc.). A
second mold for the outer envelope of the vessel

(thickness of 1.5mm) was created and 3D printed.
Using these 2 molds, a thin-wall silicone model
(Ecoflex 00-20, Smooth On) was created using the
lost wax technique (Chivukula et al. 2019) (Figure 1).

2.2. In vitro model repair

The silicone models were repaired by surgeons from
Seattle Children’s Hospital following a procedure that
mimics the real operation. They were asked to perform
their preferred repair (Figure 1b), as well as an end-to-
end anastomosis combined with patch angioplasty
(Figure 1a). For this last procedure, they were provided
with an optimal patch design, based on a ‘virtual repair’
created with an in-house code (Matlab, MathWorks).
This in silico repair was created with inputs from the
surgeons: the length of the coarcted aorta that would be
surgically removed and the starting point for the widen-
ing of the arch lumen. Its efficacy at restoring physio-
logical flow (no jet and smooth pressure gradient across
the arch) was checked with CFD simulation. The geo-
metries of the lumen for these repaired models were
reconstructed viamicro-CT imaging of the phantoms.

2.3. Evaluation of the surgical repair efficacy

The micro-CT images were segmented and meshed
(StarCCMþ, Siemens) to perform unsteady CFD sim-
ulations. Inlet velocity waveforms were extracted for
each patient from US Doppler measurements, part of
clinical care. Windkessel elements were used for the
outlet boundary conditions. The resistance values
were computed based on the cross-sectional area of
each outlet. CFD simulations (Fluent, Ansys) resolv-
ing the spatial and temporal fluctuations in the flow
were run for 3 cardiac cycles, with the first two dis-
carded for transient effects and the last cycle used in

Figure 1. Examples of 2 types of in vitro repairs for the same
silicone model: (a) end-to-end anastomosis and patch aorto-
plasty (designed in silico) and (b) patch aortoplasty only
(designed by the surgeon).
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the analysis. Two main metrics were used to assess
the effect of the treatment: the flow splits between the
different branches and the pressure gradient.

3. Results and discussion

The coarctation geometries exhibited high pressure
gradients through the stenosis and severely reduced
flow through the descending aorta (	 15% of the
total cardiac output). In addition to the increase in
resistance, the stenosis led to a strong jet and recircu-
lation areas post-stenosis (Figure 2a). The optimal in
silico repair showed streamlined flow across the aortic
arch with lower pressure gradient and elimination of
the stenotic jet. The two in vitro repairs performed
by the surgeons successfully removed the jet and
reduced the pressure gradient.

However, the flow patterns were very different
between the repairs. For instance, as shown in
Figure 2b, the surgeon’s ‘preferred’ repair led to a
large recirculation area in the ‘pouch’ created by the
patch angioplasty. Independently of the type of repair,
the flow in the descending aorta increased to about
45% of the total cardiac output, demonstrating the
effectiveness of the surgical treatment. However,
results differ between the different repair types, when
focusing on the pressure gradient. The surgeon’s
patch repair shows the strongest reduction of the
pressure gradient (Figure 2 – bottom), equivalent to
the in silico result for optimized patch. However, for
the actual in vitro repair with the in silico patch
design, the pressure gradient remains higher and does
not completely match the in silico prediction from the
simulations. This can be explained by significant dif-
ferences between the in silico and in vitro repair geo-
metries, mostly due to the sutures and the difference
in stiffnesses between the silicone and the patch.

4. Conclusions

This combination of numerical and experimental
investigations demonstrated the evaluation of different
surgical repair strategies for severe pediatric coarcta-
tion of the aorta. The results showed that in addition
to restoring physiological pressure gradient and flow
splits, the optimal repair can restore streamlined flow
in the aortic arch.

Further studies are needed to conclude on the opti-
mal in silico design of the patch before surgery.
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1. Introduction

4D Flow Magnetic Resonance Imaging (MRI) is an
imaging technique, which allows to quantify blood
flow dynamics inside a 3D volume over the cardiac
cycle (Markl et al. 2003). It has gained interest over
the recent years, yet its clinical use remains limited
due to its low spatio-temporal resolution and various
potential sources of errors: imaging artifacts, com-
plexities inherent to the MRI acquisition
procedure… To numerically simulate the MRI pro-
cess could be an interesting way to investigate and
decompose errors related to hardware issues from
errors originating from the acquisition process itself.
Another modality to predict hemodynamics is
Computational Fluid Dynamics (CFD), which could
be coupled with MR physics. The present study pro-
poses a CFD-MRI simulation framework, where
Navier-Stokes and Bloch equations are solved simul-
taneously in an Eulerian-Lagrangian formalism
(Puiseux et al. 2021). An application is presented on
a rigid flow phantom, whose geometry produces
complex flow patterns as can be observed in the car-
diovascular system.

2. Methods

Figure 1 presents the geometry and the pulsatile
inflow, which comes from in-vitro experimental 4D
flow MRI data based on the same phantom (Garreau
et al. 2022). Besides the mesh and boundary condi-
tions, the MR pulse sequence is another input into
our simulation, corresponding to the chronogram of
the external magnetic field. The MR sequences used
in this work are based on a constructor sequence
(WIP 4D Flow Siemens). The CFD tetrahedral-based
mesh (2mm characteristic size) is seeded with
Lagrangian particles (8/cell), which are massless trac-
ers carrying a magnetization vector that evolves with

their position and the effective magnetic field they
experience. The first step of our solver is to compute
the CFD velocity field. This velocity field is then
interpolated on the position of particles. Bloch equa-
tions are solved for each fluid particle according to
the current magnetic events. At particular time
instants specified in the sequence, the global magnet-
ization is computed and collected in the so-called
k-space, which can be interpreted as the 3D Fourier
transform of the image. The synthetic images (SMRI)
are then reconstructed from k-space with in-house
Python scripts.

In the present work, two 4D flow MRI sequences
are compared, a conventional one and another using
partial echo (PE). PE consists in acquiring only a frac-
tion of the k-space, relying on its symmetric proper-
ties. Here, the first 25% of the k-space is not acquired
for the 2nd sequence. Whereas sequences can be
designed so that position- and velocity-encoding
occur simultaneously along two directions (here X
and Y), there is an inevitable time delay between the
velocity and spatial-encoding along the last direction
(here Z), as the latest has to occur during signal col-
lection around the echo time TE. This delay, called
displacement time TD, is known to be related with
common misregistration artifacts (Steinman et al.
1997). More than reducing the acquisition time, PE
allows to reduce TD. In the present work, the acquisi-
tion time has been kept equal for both sequences. TE
is reduced from 4.20 to 4.16ms, but TD decreases
from 1.99 to 1.52ms. Other sequence parameters are
equivalent in both simulations. The images of the 2nd

Figure 1. (1) Geometry and MRI field-of-view (FOV). (2) Inflow
– lines indicate time instants for Figure 2.
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simulation are reconstructed according to the zero-
filling method (Dyverfeldt et al. 2015).

3. Results and discussion

Reconstructed velocity maps are obtained for SMRI
and compared with phase-averaged CFD velocity
fields, downsampled to the MRI spatial resolution
(2mm isotropic). Qualitatively, good agreement is
found between SMRI and CFD, where the main flow
structures are preserved in all directions and for all
cardiac phases, as illustrated in Figure 2. Errors
maps are computed based on the Root-Mean Square
Error:

RMSE rð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i2x, y, z uSMRI, i � uCFD, ið Þ2
q

uMRIj jj j

where u¼ (ux,uy,uz) is the velocity vector associated
to the voxel at the position r, and uMRI is the
in-vitro experimental time-averaged bulk velocity at
the inlet used for normalization.

In Figure 2A, errors are found under the jetting
flow after the junction between the collateral tube
and the descending main pipe. The associated recir-
culation could account for the discrepancy. In the
decelerating phase (Figure 2B), the errors are mainly
located in the collateral branch. The change of sign
of ux in this narrow section could explain the misre-
gistration of the SMRI velocity. The RMSE averaged
over the cardiac cycle is 0.28 for conventional SMRI
and 0.24 for PE. As a reference, the averaged RMSE
computed for the matching conventional experimen-
tal MRI was found to be around 0.25 (Garreau et al.
2022). Thereby even though less signal is collected
for the PE sequence, the shortened TD seems to
improve the quality of the reconstructed SMRI vel-
ocity fields.

4. Conclusions

A numerical CFD-MRI solver is presented. The effect
of the MR sequence parameter TD in the context of
partial echo is investigated in a flow phantom with
pulsatile inflow. In the present setup, to have a short
TD despite less k-space data collected seems to
improve the reconstructed velocity fields. Some per-
spectives are to impose an inflow closer to physio-
logical conditions, to study different geometries (e.g.
stenosis to investigate acceleration-induced artifacts)
and to implement additional sources of artifacts such
as gradient non-linearities.
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1. Introduction

Peripheral Artery Disease (PAD) can be treated
through surgery or endovascular revascularization
with or without stenting. Stents provide a mechanical
support aiming to regain lumen in the artery. Self-
expanding nitinol stents are common in the treatment
of PAD in the superficial femoral artery as their super
elasticity allows them to withstand large deformations.
However, its efficacy can be impaired by fracture of
the device which in a recent study was evaluated at
33% (Daher et al. 2020), the risk of fracture increases
with the length of the stented segment (Scheinert
et al. 2005). The pulsatile mechanical loading of the
stent will have an impact on the fatigue of the device
and its eventual fracture as previously studied (Pelton
et al. 2008).

The goal of this paper is to create a numerical model
of a superficial femoral artery stent to get preliminary
results on the deployment of the stent. Thanks to a sim-
ple elastic material model, we can thus estimate the
pressure and the stress applied on the stent.

2. Methods

2.1. Microscopy

The modelling of the self-expanding peripheral stent
was based on a medical device from the brand B.
Braun. To be able to have a truthful model, the geom-
etry of the stent was first determined with an optical
microscope calibrated at the micrometer at different
magnification allowing us to have a global as well as a
local geometry of the device. Those pictures were
taken all along the stent to observe the presence of a
specific pattern, the resulting geometry are precise to
the pixel (6.4 mm)

2.2. Geometrical modelisation

Based on the results from the microscopy, the full 3D
geometry of the stent has been modelled with a CAD
software.

2.3. Finite element modelisation

A static finite element analysis (Ansys software), with
small deformation assumption, has been used with a
linear elastic isotropic material model. A fine mesh of
852,000 hexahedra finite elements have been used.
The Young modulus (E¼ 53GPa), Poisson ratio (0.3)
values were taken according to (Concannon et al.
2021). When implanted in a patient, the stents are
oversized. In this study, the stent is devoted to being
implanted in a phantom artery with an inner diam-
eter of 8mm. The oversize ratio is then equal to
10.3/8¼ 1.288, right within the optimal range
(Bernini et al. 2022). A known initial pressure was
firstly applied on the external surface of the stent to
simulate the compression state loading imposed by
the artery (supposed to be rigid). Displacement
boundary conditions were applied on three specific
small surfaces of the stent to avoid rigid solid motion
while providing radial compression. Then, the diam-
eter variation of the stent after deformation was
obtained using the coordinates of several points on
the perimeter and through the calculation of their
center of gravity. Thanks to the linearity of the mech-
anical problem, we can finally calculate the applied
pressure necessary to reach the targeted diameter after
deformation and get the maximum principal stress as
well as their locations.

3. Results and discussion

The self-expanding stents observed are 120mm long
and have an inner diameter of 10mm and a thickness
of 150 mm. They are composed of 32 rings and each
of those rings count 12 struts in a V shape. The integ-
rity of the device is made through bridges binding
rings, with 3 bridges per ring.

Figure 1 shows the stent at different magnifica-
tions. The microscope had previously been calibrated
at each of those magnifications making it possible to
make quantitative measurements. Microscopic pic-
tures were taken all along the stent. V shaped struts
patterns were observed, depending on if they are next
to a bridge or not. The base of a strut on the right of
a bridge is 2.89 ± 0.21mm, the ones on the left are
2.35 ± 0.24mm and the ones not neighboring a bridge
are 2.45 ± 0.24mm.

Pressure loading of 64 kPa was calculated in order
to get the diametral targeted deformed shape, i.e. a
diametral reduction of (10.3–8) 2.3mm.

In Figure 2, we can see that the maximal principal
stress is localized to the peak of a V shaped strut. The
reduction of diameter happening with the application
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of an external pressure is possible thanks to the
reduction of the angle at the summit of each strut.
Those results have been observed in FEA studies
(Pelton et al. 2008) as well as experimental studies
(Høl et al. 2019).

The value of the maximal principal stress, calcu-
lated with the linear elastic model, is 590MPa. This
high stress is a consequence of the linear elasticity
condition, it exceeds the value of the start of the
transformation loading stress of 434MPa (Concannon
et al. 2021). This means that the region of the stent of
high stress is submitted of phase transformation. The
elastic material model can’t be used in these regions
and had to be replaced by a super elastic one in
future work.

4. Conclusions

This study generated a self-expanding stent model in
his globality. Without focusing on a single strut, we
have been able to observe a pattern in the geometry
of the device. With an elastic model we’ve been able
to show that while in its physiological functioning the
stent will be in its transformation phase. In the future
those results could be confirmed by an experimental
approach and should be studied with a 3D superelas-
tic model. This work presented is part of a more glo-
bal work where other influences such as the corrosive
environment the device is in contact with will be

studied in order to get a full understanding of the
ageing of this medical device.
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Figure 1. Optical microscopic imagery with an optical lens
(�10). (a) Magnification 0.75� of the global stent. (b)
Magnification 3� of a single V shaped strut. (c) Magnification
11.25 of a bridge.

Figure 2. Finite element analysis of the resulting stress (max-
imum principal stress) from a 64 kPa pressure applied on the
external surface of the stent.
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1. Introduction

Idiopathic Pulmonary Fibrosis (IPF) is an uncurable
interstitial lung disease, characterized by a stiffening of
the lung tissues and causing breathing difficulties in
patients. Its mechanisms of appearance and evolution
are still poorly understood, making it difficult to diag-
nose, classify and treat (Wells 2018). The development
of an in-silico model of the lungs, able to integrate
patient data, could prove useful for the investigation of
IPF and provide doctors with an efficient tool for diag-
nosis, prognosis and treatment optimization.

We recently proposed a lung model based on a
poromechanical behavior and specific boundary condi-
tions (Patte, Genet, et al. 2022), as well as an associated
personalization pipeline that can incorporate clinical
imaging data (Patte, Brillet, et al. 2022; Laville et al.
2023), e.g. in our model CT scans from patients. One
of the main challenges of the development of our per-
sonalized model is to estimate the constants involved
in the poromechanical law representing the constitu-
tive behavior of the lungs – involving Ciarlet-
Geymonat and Neohookean potentials – as well as the
constants involved in the loading such as the pleural
pressure. Those constants are highly patient-depend-
ent. The question of the actual identifiability of these
parameters based on clinical data, as well as the ques-
tion of the bias introduced by image noise and model
error during the estimation process, are therefore cen-
tral for the development of a reliable personalized lung
model. This question is all the more fundamental that
the values of those parameters could have a predictive
power on the evolution of the disease, and all the more
difficult that there is very little experimental data avail-
able for validation. We therefore developed a statistical
pipeline to perform a quantitative study of the identifi-
ability of various model parameters based on synthetic
data including measurement and/or model error.

2. Methods

Many approaches have been proposed to estimate
material and/or loading parameters from imaging

data (Avril et al. 2008). We plan to quantitatively
investigate the performance of various identification
methods. However, as a first approach, we established
our identifiability quantification pipeline using solely
the ‘displacement’ identification method, a.k.a. FEMU.
The FEMU method consists in finding the parameters
minimizing a cost function that characterizes the dis-
tance between the displacement given by the model,
which depends on the different model parameters,
and the measured displacement, which is extracted
from the clinical images. However, using a displace-
ment field extracted from clinical images does not
give information on the error made on the identified
parameters, since the ground truth for these parame-
ters is unknown. To investigate the identifiability of
our parameters, we therefore generate synthetic data
with various levels of model and/or measurement
error, and then perform the same cost function mini-
mization as with real data. Our synthetic measure is
obtained by running the model with reference param-
eters, chosen at physiological values. We then add
Gaussian noise to the displacement obtained to
induce random measurement errors. The resulting
displacement consists in our synthetic measure. The
estimation is then performed by optimizing the cost
function, here using the standard direct search
Nelder-Mead method, starting from a random value.
The optimization is performed for many realizations
of noise, until convergence of the obtained
distribution.

3. Results and discussion

The distribution of the error on the estimated stiff-
ness parameter in the case of a highly identifiable
problem -a simple spring under tension- is presented
in Figure 1 as a function of the Signal to Noise Ratio
(SNR). In this example, the force of tension of the
spring is assumed to be known exactly, the displace-
ment is assumed to be measured with a given level of
noise, and the estimated parameter is the spring stiff-
ness. For any level of noise, our method provides the
estimation error for the stiffness. For SNR, the opti-
mization always converges towards the exact param-
eter value; whereas for small SNR, the obtained
parameters are far away from the ground truth. The
smaller the SNR, the higher the impact of the noise
and the higher the error made on the estimated par-
ameter. Our pipeline thus allows to quantify the iden-
tifiability of the stiffness depending on the noise on
the measures. These results are consistent with the
expected error distribution in the case of a linear

S150 ABSTRACTS 48th Congress of the Society of Biomechanics



spring and therefore provide a first element of valid-
ation of our pipeline.

The distribution of the error on the estimated stiff-
ness of the tissues in the case of our poromechanical
framework is presented in Figure 2 as of function of the
SNR. All other parameters of the model are assumed to
be known. As for Figure 1, this Figure presents the
error made on the identified parameter depending on
the SNR. Our pipeline therefore allows to quantify the
identifiability of the stiffness depending on the noise
present on the measures for our poromechanical
framework. The identified stiffness is here also close to
ground truth for large SNR, while the error made dur-
ing the estimation process increases for smaller SNR.
Figure 2 also allows to quantify the level of confidence
we have on our estimated parameters. For this example,
physiological levels of SNR are around 10. From our
results, it is therefore possible to say that the stiffness of
our model can be estimated with a confidence of about
8%. Our method therefore allows us to have quantita-
tive information on the reliability of the identified
parameters, by providing a confidence interval on the

error made on the estimated parameters, depending on
the noise.

The results presented in Figures 1 and 2 focus on
the identifiability of only one parameter, the stiffness.
Our pipeline however does not restrict to the study of
the identifiability of one parameter only but also
applies to the quantification of the error of all the
parameters estimated in our model, including loading
parameters such as the pleural pressure. The uncer-
tainty on parameters typically increasing as the num-
ber of identified parameters increases, the pipeline
will therefore also give information on how many
parameters can be identified in practice.

4. Conclusions

Our results provide a first element of validation of our
incertitude quantification pipeline, as well as a first
application to personalized pulmonary poromechanics.
They illustrate that this pipeline can be used as a tool to
improve our model and the estimation process, by
studying the identifiability of the different parameters
for different modeling choices, model parametrizations,
identification approaches, etc. This pipeline is therefore
an important step towards improving the reliability of
our personalized lung model.
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Figure 1. Distribution of the estimation error for the stiffness
parameter as a function of SNR for a simple spring under
tension.

Figure 2. Distribution of the estimation error for the stiffness
parameter as a function of SNR for our poromechanical
problem.
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1. Introduction

The external forces and moments applied during
locomotion are classically measured using force
plates which remain the gold standard of laboratory
conditions. In classical mechanics, the derivatives of
linear and angular momenta are equal to the total
external force and moment respectively. The
momenta could be determined by modelling the
body of the subjects by a multi-segments chain.
Therefore, the combination of the inverse kinematics
process and anthropometric data of the segments
permits the calculation of whole-body momenta.
However, due to large uncertainties regarding both
anthropometric data and kinematics data, authors
found several differences between force plate data
with respect to the center of pressure trajectories or
the net joint torques computed using top down
methodology (Ren et al. 2008).

Recently, authors (Neptune and Vistamehr 2019;
Begue et al. 2021) proposed locomotion instability cri-
teria based on the whole-body momenta or its deriva-
tive computed at the Body Center of Mass (BCOM)
of the subjects. The authors used both methodologies:
force plates or multi-segments chain kinematics.
Nevertheless, to the best of our knowledge, no study
compared both.

In this context, the aim of this research consists
in comparing external forces and moments measured
by force plates and the derivative of momenta com-
puted at the BCOM. As gait initiation is well known
(Halliday et al. 1998) to increase the instability of
the subjects due to large dynamics variations, this
comparison was performed during the first phase of
the initiation of the gait. Moreover, we hypothesized
that due to larger inaccuracies of the measured kine-
matics in dynamic conditions, the slower the gait
speed, the smaller the differences between both
methods.

2. Methods

Data collection methods have been previously
described (Begue et al. 2021) and are briefly summar-
ized here.

2.1. Participants

Twenty-nine adults (46.8 y.o. [19–77]; 60.5 kg
[77� 37], 164 cm [147� 186]) participated to this
research. The study protocol was in accordance with
the Declaration of Helsinki and approved by the local
institutional review board.

2.2. Experimental procedure

Initially, the volunteers stood motionless on a force
plate and were asked to initiate a first step. The sub-
jects were equipped with 49 reflective passive markers.
Both, ground reaction forces and moments and kine-
matics were measured with the force plate (1000Hz)
and a Vicon system (200Hz) respectively until the
end of the first step. The participants performed this
first step at spontaneous speed and at fast speed. For
each participant, at least 9 trials were achieved at each
speed.

2.3. Data analysis

The participants were modelled as a 19 multi-chain
rigid body segments with 42 degrees of freedom.
Anthropometric data were mostly extracted from the
regression table of (Dumas et al. 2007).

The inverse kinematics process was performed
with Opensim software which made it possible to
calculate momenta and their derivatives at the
BCOM. Concomitantly, ground reaction forces and
moments were transferred to the BCOM according
to the Varignon theorem. All the parameters were
normalised from 0 (movement onset) to 100% (heel
contact). Medio-lateral, antero-posterior, vertical and
norms of the ground reaction forces and moments
were then compared to the equivalent component of
the derivatives of the momenta. To this end, RMSE
where computed according to the following equa-
tion:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXi¼100%

i¼0

yi � ŷi
� �2

101

vuut
where yi is the force or the moment component and
ŷi the equivalent component of the derivative of the
momenta.
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2.4. Statistical analysis

A t-test was performed to compare RMSE at spontan-
eous and fast speed. The level of statistical signifi-
cance was set at p< 0.05.

3. Results and discussion

An example of the profiles of the norm of the forces
and moments and the norm of the derivative of the
momenta are presented in Figure 1.

Mean RMSE highlights that the maximal differen-
ces at spontaneous speed are 8.6N for the vertical
force and 16.3Nm for the medio lateral moment
(Table 1). At fast speed, the differences increase to
15.2N and 19Nm.

In accordance with our hypothesis, we found a sig-
nificant speed effect for seven of the eight computed
parameters with larger differences at fast speed. It
confirms that dynamics effect decreases the quality of
the inverse dynamics process due, among other
things, to larger soft tissue artefacts.

The derivative of the momentum remains close to
the forces measured by the force plate with a max-
imum RMSE of 12.5N at fast speed. This is an

interesting result as the forces are directly measured
with high accuracy by the force plate. On the oppos-
ite, the moments appear to have important differen-
ces with a mean RMSE close to 15Nm. These
differences are particularly significant along the
medio-lateral axis reflecting the flexion-extension
moments applied to the joints. These differences rep-
resent a significant proportion of the torques usually
measured by inverse dynamics process during gait at
the lower limbs. In this context, the use of the
derivative of the angular momentum appear to be
an important source of error in the inverse dynamic
process.

However, in our work, both moments were trans-
ferred at the BCOM to be compared. Thus, it
remains unclear if the observed differences are due
to the calculation of the derivative of the angular
momentum of each segment or the location of the
BCOM. Indeed, the measured forces on the force
plate, transferred to the BCOM, could create non-
negligible moments if the BCOM is non-accurately
determined. In this regard, an inverse kinematics
process is always necessary to determine the location
of the BCOM. Further investigation is therefore
required to determine if the differences in both
moments are due to the bad location of the BCOM
or the computation of the derivative of the seg-
ment’s angular momenta.

4. Conclusions

This work aims at comparing external forces and
moments applied during gait initiation with the
equivalent component of the derivative of the
momenta according to the classical dynamics’ equa-
tions. The results show good consistency of the esti-
mated derivate of the linear momentum and the
forces. However large differences were observed
between the moments and the derivative of the angu-
lar momentum. Moreover, in line with our hypoth-
esis, our results show increasing differences when the
speed increases.
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1. Introduction

The assessment of upper-limb kinematics is of great
interest for sport biomechanics, orthopaedics or ergo-
nomics. Nevertheless, non-invasive methods using
skin markers are affected by soft tissue artefacts, lead-
ing to inaccurate evaluation of movements, especially
for the scapula (Lempereur et al. 2014).

The development of markerless pose estimation
tools, such as DeepLabCut (DLC; Mathis et al. 2018)
using deep learning to identify markers or body parts,
are a great opportunity to overcome the impracticabil-
ity and inaccuracy of skin marker approaches. Studies
about markerless performance for estimating kinemat-
ics have emerged with promising results (Lahkar et al.
2022; Vafadar et al. 2021). Unfortunately, they focus on
tracking joint centres and none of them consider the
shoulder complex, including the scapula.

This study aimed to evaluate the performance of a
DLC model for identifying upper-limb anatomical
positions on 2D frames during analytical movements
as a step towards markerless estimation of the full
upper-limb kinematics, including the shoulder
complex.

2. Methods

2.1. Participants

Two females and 11 males (age 24.9 ± 4.1 yrs, height
175.5 ± 5.9 cm, body mass 69.8 ± 7.6 kg) volunteered to
participate to this study after giving their informed
consent (CER-UDL 2022-10-13-002) and reported no
upper-body injury for at least 6months from the test.

2.2. Data collection and procedure

Five video cameras (Miqus Video Color, 2Mpx, 85Hz,
Qualisys AB, G€oteborg, Sweden) captured participant,
while performing five movements: humerothoracic ele-
vations in the frontal, scapular and sagittal planes,
inferomedial to supero-medial elevation, and humero-
thoracic internal rotation with arm abducted at 90� and

elbow flexed at 90�. The first three motions were
decomposed in five static poses, and the two latter in
three static poses, maintained by the participant while
hanging a vertical bar. For each pose, a markerless
(ML) frame was recorded, thereafter the experimenter
palpated and marked 17 body landmarks on the thorax
(n¼ 2), clavicle (n¼ 1), scapula (n¼ 5), humerus
(n¼ 3), forearm (n¼ 3) and hand (n¼ 3), and a mar-
kerfull frame (MF) was recorded.

2.3. Labelling

The 17 markers of each MF frame were manually
labelled on images to identify their coordinates (DLC;
v. 2.2.1.1). To ensure model training was unaffected
by skin markers, coordinates of labelled markers
obtained from MF frame were reported to ML frames.
An optical flow algorithm was used to compensate for
participant movement between MF and ML frames
(Farneb€ack 2003). Markers on ML frames were finally
visually controlled to prevent from any computational
errors.

2.3. Model training and evaluation

For training, default ResNet-50 architecture and
default image augmentation were used. Networks
from three shuffles with a training set fraction of 0.80
were trained from the 1298 frames dataset. Each net-
work was trained for 150,000 iterations starting from
the default initial weights, and evaluated every 10,000
iterations, by computing the root mean square error
(RMSE) between ground truth and prediction coord-
inate whose confidence value were above 0.6 for each
marker (Figure 1). For each shuffle, the snapshot that
produced the minimum error across all markers on
test frames was selected for further analysis.

2.4. Performance analysis

Global performance considering all markers together
of selected snapshot for each shuffle was computed
and the median performing one was selected for
deeper analysis. RMSE on test frames was computed
for each marker. Lastly, test frames were grouped by
movement and global RMSE was computed for each
of them. To help interpreting results, mean calibra-
tion residual for each camera was computed and aver-
aged in pixels (px) and mm to estimate the mm/px
ratio.

3. Results and discussion

Training performance of each selected snapshot for
all shuffles are presented in Table 1. Shuffle 3 was
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picked for further analysis as showing median test
error.

Mean and standard deviation of test error was
larger than train error (Table 1). Dataset could be
improved to reduce the gap between train and tests,
quantitatively by increasing the number of images
and by fine tuning training parameters, such as net-
work architecture, data augmentation method or
training fraction. Nevertheless, obtained test errors
were smaller than test errors reported by Moore et al.
(2022) on a similar experiment for estimating torso
and upper body landmarks on marmosets.

Smallest mean RMSE were reported for 2nd and
5th metacarpal markers (M2, M3) with 4.2 ± 5.0 px
and 4.9 ± 4.5 px, respectively. Acromion markers also
presented small RMSE (5.4 px on average for A1, A2,
A3 and A4). For scapula markers, RMSE increased
with 8.2 ± 7.2 px for trigonum spinae (S1) and
8.9 ± 5.8 px for inferior angle (S2) (Figure 2).

Relatively to movement performed, global error
was similar for all studied motions with smallest
mean RMSE of 6.1 ± 5.2 px for frontal elevation,
6.3 ± 5.9 px for scaption, 6.5 ± 4.7 px for sagittal eleva-
tion, 6.8 ± 5.9 px for infero-to-supero-lateral elevation
up to 7.6 ± 5.9 px for humerothoracic internal
rotation.

To further interpret data, the ratio of
2.0 ± 0.7mm/px was given as qualitative estimation of
accuracy in focal plane, where subject was located.
Our results were then similar to those presented by
Vafadar et al. (2021) who found error on shoulder
joint center around 21mm in sagittal plane during
gait. Nakano et al. (2020) reported even higher errors
during throwing with up to 47.3mm for elbow joint
center with equivalent method and materials.
Comparably, marker movement distance for scapula
markers in elevated position ranged from 30.4 to
70.0mm (Yoshida et al. 2022). Considering our
results were preliminary work on uniform population,
they highlighted the potential of accuracy and versa-
tility of our method if the improvements raised are
addressed and applied to a more diverse cohort.

4. Conclusions

Deep learning method for markerless identification of
upper-limb anatomical landmarks in 2D showed
promising results for a diversity of positions and
movements. Sources of improvements are multiple,
allowing for even better performance and in future
studies. Furthermore, expected works to use this
method for 3D motion analysis would enhance its
interest and potential use.
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1. Introduction

The ability to adapt one’s gait to a changing environ-
ment is a critical skill for a safe locomotion. Stepping
in and out of a moving walkway is as a very simple
experimental paradigm to assess this ability. It is also
an ecological task that reproduces real-life situations,
notably encountered in public transportations.
However, if adaptations to other type of perturbations
(stepping over obstacles, reaction to unexpected
perturbations… ) have already been studied, there is
almost no literature about stepping in/out a moving
walkway. Only Hsu et al. (2015) reported adaptations
of the spatiotemporal parameters when stepping in
the moving walkway (Hsu et al. 2015). No study pre-
sent results about the margins of stability (MoS)
although it is a well-known and consistent method to
analyse such adaptations (Hof et al. 2005).

Therefore, the aim of this paper was to study the
MoS during the transition step when the participant
has one foot on the steady ground and the other on
the moving walkway. Our hypothesis is that the
anterior-posterior MoS will reveal adaptations to the
change of speed.

2. Methods

Sixteen adults, 10 males and 6 females (27.9 ± 7.2 years
old, 69.5 ± 11.9 kg, and 1.73 ± 0.08m) with no self-
declared gait impairment, gave their written consent to
participate in the study. The experimental protocol was
approved by the Gustave Eiffel University ethics
committee.

A setup composed of an instrumented split-belt
treadmill (Treadmetrix, Park City, USA) and two 2-m
platforms positioned at each end of the treadmill was
designed to replicate a moving walkway. The belt vel-
ocity was set at 0m/s for a walking condition and at
0.5m/s for the stepping in/out conditions. Participants
were asked to walk across the walkway at their comfort-
able walking speed. Each condition was repeated at

least seven times after a familiarisation period (the par-
ticipants performed as many trials as necessary until
they felt comfortable with the task).

The force data was captured from three force plates,
two in the treadmill and one (Bertec, Columbus, USA)
implemented in one of the platforms. The kinematics
data was captured with 10 optoelectronic cameras
(Qualisys, G€oteborg, Sweden) using 13 markers for
centre of mass (CoM) calculation (Tisserand et al. 2016).

The extrapolated centre of mass (XCoM) and its
position with respect to the centre of pressure (CoP)
(Hof et al. 2005) were used to compute the MoS vec-
tor (Equations 1 and 2):

MoS
��! ¼ CoP

��! � XCoM
����!

(1)

XCoM
����! ¼ CoM

���! þ v=stance
���!ffiffiffiffiffiffi

g=l
p (2)

with l being the leg length, g the gravitational acceler-
ation and v=stance

���! the velocity of the CoM expressed in
the stance foot frame (i.e. corrected by the belt vel-
ocity if the stance foot was on the moving walkway).
The anterior-posterior component of the MoS vector
(Equation 1) was computed at two instants of time
(Figure 1): just before contralateral heel-strike for the
trailing leg (named propulsion MoS) and just after
contralateral toe-off for the leading leg (reception
MoS). The propulsion and reception MoS captured
the overall body dynamics just before (i.e. anticipa-
tion) and just after (i.e. adaption) the transition in/out
the moving walkway. Note that the MoS must be
negative to ensure a steady gait.

After checking for non-normal distributions of
the averages across trials for each participant, Dunn–
Sidak’s tests were used to perform multiple compari-
sons between the propulsion/reception MoS in the
walking condition and the stepping in/out conditions
(p< 0.05).

3. Results and discussion

The self-selected walking speed of the participants,
computed as the CoM velocity over three steps, was

Figure 1. Definition of propulsion and reception MoS when
stepping in the moving walkway.
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1.22 ± 0.05m/s for the walking condition. In this con-
dition, the median propulsion and reception MoS
were �587mm and �254mm, respectively. As shown
on Figure 1, it was expected to have a reception MoS
of smaller amplitude.

Figure 2a shows that propulsion MoS for stepping
in and out of the moving walkway were significantly
different from the walking condition. The XCoM was
placed, respectively, more anterior and less anterior
from the CoP than during walking, resulting in an
acceleration (stepping in) and deceleration (stepping
out) of the CoM at the beginning of the transition
step.

Figure 2b shows that reception MoS for stepping
in and out of the moving walkway were significantly
different from the walking condition. Conversely to
the propulsion, the XCoM was placed, respectively,
less anterior and more anterior from the CoP than
during walking, resulting in a deceleration (stepping
in) and an acceleration (stepping out) of the CoM at
the end of the transition step.

The results demonstrate that the participants have
anticipated the speed change, but that the adaptations
needed further adjustments. Our hypothesis was
therefore confirmed. Interestingly, for all participants,
the adaptations tended to over-control the CoM vel-
ocity (i.e. more acceleration or deceleration than
needed). The adjustments therefore corresponded to
opposite variations of the CoM acceleration with
respect to the walking condition. These adaptations
and adjustments seem to correspond to mechanisms
that can be captured with an inverse pendulum model
(i.e. studying CoP, CoM, XCoM, and MoS) but other
balance mechanisms such as angular momentum can
be present in case of gait perturbations and these
mechanisms were not studied here. The control of the
swing foot while stepping in moving surface has been
already studied in the literature (Hsu et al. 2015). The
reported increased speed of the leading foot to match
the belt velocity seems consistent with the increased
propulsion MoS found in the stepping in condition of
the current study.

Although the participants were young, healthy, and
got familiarised with the task, stepping in and out of
a moving walkway with a belt speed at 0.5m/s
remained a quite challenging task. This belt speed is a
standard speed for moving walkway, i.e. about half
the speed of a natural walking pace. Previous ergo-
nomic studies of moving walkway operating in air-
ports (Hawkins and Atha 1976) have reported
potential balance problems (e.g. slight sway, convul-
sive jerks).

4. Conclusions

Adaptations of the anterior-posterior MoS were
required to efficiently step in and out of a moving
walkway. These adaptations tended to over-control
the CoM velocity during the propulsion and needed
further adjustments during the reception of the tran-
sition step. These results provide baseline data for
future studies in the fields of transport (e.g. adequate
belt speed for a moving walkway) or clinics (e.g. per-
sonalized training protocols for patients with stabili-
ty/balance impairments).
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1. Introduction

Movement execution relies on a complex coordin-
ation controlled by the central nervous system (CNS).
During voluntary movements, the CNS programs
anticipatory muscular activations preceding predict-
able motor changes, based on an internal representa-
tion of both internal and external constraints
(Wolpert and Kawato 1998). However, the functional
role of these anticipatory activations remains unclear.

In motor tasks with large momentum like landing,
lower-limb muscular anticipations have been mostly
characterized through co-activation patterns using
EMG (Peng et al. 2011). According to these studies,
muscular anticipations are thought to adjust muscular
stiffness, to a level neither excessive nor insufficient,
to avoid large joint angular velocities. This stiffness
adjustment would serve a key purpose: slow down the
center of mass velocity during ground contact (GC)
to reduce the risk of functional instability and protect
the skeletal system (Butler et al. 2003). However, the
kinematic consequences of these anticipatory activa-
tions have been poorly described, and may clarify
their functional role. Indeed, during both landing and
drop-jumping, we found a knee flexion starting before
GC (Bechet et al. 2023), and questioned whether this
would be specific to the lower-limb.

When landing on the ground after a fall, humans
often use their upper limbs for cushioning.
Anatomical similarities between the lower and the
upper limbs (i.e. three main joints allowing similar
degrees of freedom) suggest they may be used simi-
larly during landing. Anticipatory muscular co-activa-
tions were recorded in humans landing on their
hands following externally-applied falls, with a slight
elbow extension preceding GC, thought to prevent
elbow buckling (Borrelli et al. 2020). However, this
has not yet been verified in a voluntary landing
context.

The aim of this study was to compare the kine-
matic consequences of anticipatory muscular

activations in the upper limbs with that of the lower
limbs when mobilized in a comparable landing task,
before and after GC. We hypothesized that the antici-
patory muscular activations would not provoke the
same kinematic consequence between the elbow and
knee joints in anticipation, resulting in different land-
ing coordination.

2. Methods

2.1. Participants and procedure

In a first experiment, 15 participants (7 females,
25 ± 4 years old, 173 ± 8 cm, 67 ± 8 kg) landed on their
feet from a 35 cm elevated platform on two force
plates (Sensix) recoding the 3D ground reaction
forces (GRF) at 2000Hz. In a second experiment, 16
males (23 ± 3 years old, 177 ± 5 cm, 76 ± 14 kg) landed
on their hands from a 35 cm elevated platform on the
same force plates, with feet on the ground (Figure 1).
Participants were instructed to keep their arms along-
side their trunk, to limit shoulder abduction, and
were allowed to familiarize with the task. A motion
analysis system composed by 19 infrared cameras
(Vicon) recorded at 200Hz the 3D trajectories of 64
and 16 reflective markers, respectively.

2.2. Data analysis

GRF and marker trajectories were low pass filtered
at 50 and 20Hz, respectively, with a zero lag critic-
ally damped filter. For both experiments, flexion-
extension angles were computed, and time-derived to
obtain angular velocities. The onset of joint flexion
was defined as the first instant during which the
angular velocity was positive and GC was defined as
the first instant when the vertical GRF exceeded
20N. Rate of force development (RFD) was used to
quantify the impact on the ground, defined as the
variation of the vertical GRF over time, from GC to
the first peak of vertical GRF. For each task, the trial
with the lowest peak of vertical ground reaction
force was analyzed.

Figure 1. Initial (left) and final (right) states of the upper-
limbs landing task.
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2.3. Statistical analysis

Because they were all normally distributed, the
dependent variables were compared between the
lower and the upper-limb using an independent
Student T-test, with a threshold set at p< 0.05.

3. Results and discussion

The force results showed that the landing was globally
similar, with smaller GRF when landing on the hands
than on the feet (Figure 2). Consecutively, the RFD
was smaller for the upper limb (33.3 ± 15.2 BW s�1)
than for the lower-limb (82.9 ± 61.1 BW s�1)
(p< 0.01). For the kinematics, the knee flexion started
systematically before GC (-52 ± 17ms), and before the
elbow flexion (25 ± 14ms after GC) (p< 0.001). The
angular velocity peak was larger and occurred sooner
for the elbow joint after GC (963 ± 170� s�1 at
32 ± 16ms) compared to the knee joint (609 ± 84� s�1

at 43 ± 7ms) (p< 0.001 and <0.01 for the peak tim-
ing, respectively).

The aim of the study was to quantify the kinematic
consequences of anticipatory muscular activations
from the lower and upper limbs during landing. As
hypothesized, the kinematic consequences were differ-
ent in terms of joint angles and angular velocity for
the knee and the elbow (Figure 2).

The anticipated knee flexion may be the reason
why there was no abrupt change in the knee angle

after GC (Figure 2): the knee flexion velocity
increased smoothly, and was not modified despite the
large GRF amplitude. This strategy probably allows to
control a smooth lowering of the whole-body centre
of mass and protects the knee joints (Bechet et al.
2023).

Similar to what was found in reactive hand landing
(Borrelli et al. 2020), the elbow joint was extending
before and at GC (Figure 2). However, contrary to
the knee joint, the elbow angle displayed an abrupt
change almost immediately after GC, resulting in a
large elbow flexion angular velocity, and a large
change of angular velocity. It was previously sug-
gested that elbow extensors are largely activated
before GC, to slow down the elbow flexion during
GC and protect the head (DeGoede and Ashton-
Miller 2003). This may explain why the elbow did not
flex prior to GC. However, even if an anticipatory
flexion was not achieved, and the mobilizing body
mass was smaller compared to lower-limb landing,
the upper-limb strategy still limited the impact force
and the RFD, probably to protect the skeletal system
from injuries. The differences can also come from our
protocol, with an unusual task performed with the
upper-limbs, that can explain the large variations in
the results. Moreover, the large angular velocity for
the elbow joint suggest the upper limbs may not be
suitable for this kind of task, with the absence of
strong antigravity muscles compared to the lower-
limbs.

4. Conclusions

Even though lower and upper limb anticipatory mus-
cular activations may look similar at first glance, their
kinematic consequences differ during landing. For the
knee joint, the flexion that would have been induced
by ground contact is anticipated, whereas an exten-
sion was recorded for the elbow joint. However, both
seem to serve the same purpose: protect the skeletal
system. This suggests that the CNS adapts the motor
behavior to the anatomical constraints of each joint.

These specificities highlight that the kinematic con-
sequences of muscular activations should be described
when characterizing the motor consequences of
anticipatory activations, to better describe how the
CNS coordinates movements with large momentum.
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Figure 2. Results for the knee (left) and elbow (right) joints.
Flexion angle (þ) (top), flexion angular velocity (middle) and
normalised vertical ground reaction force (bottom) during
both tasks. Solid lines represent the mean and dotted lines
represent one standard deviation. BW¼ body weight.
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1. Introduction

In a military framework, it could be interesting to
predict biomechanical quantities such as joint torques
and ground reaction forces while walking and carry-
ing heavy loads. Indeed, these quantities could help to
study injuries mechanism of low back pain or stress
fractures related to the mass of the soldier’s equip-
ment carried on the field, which has nearly doubled
since World War I (Knapik et al. 2004). The aim of
this study is thus to determine to what extent it is
possible to predict the influence of different load car-
riage conditions, on flexion/extension joint moments,
with a baseline kinematic acquisition combined with
predicted ground reaction forces and moments
(GRF&Ms) as inputs.

2. Methods

2.1. Experimental data

Data have been collected from French army soldiers who
participated to a previous study (Puchaud 2020) (CPP n�

2018-A00484-51). Motion for 5 walking tasks without
backpack and with 10, 20 and 30kg was recorded for 9
soldiers. We thus chose to focus this study on a single sol-
dier (height ¼174 cm, weight ¼75,4kg) who performed
ten gait trials: 1 without backpack, 3 carrying 10 kg, 4 car-
rying 20 kg and 2 carrying 30 kg with the selected gait
cycle (first left heel strike on the force platform to the
next) (Figure 1). The marker set used was a full body
marker set based on ISB recommendations. Three
markers were hidden by the backpack (T10 and 2 PSIP)
and removed from the marker set. Technical markers
placed on the pelvis and thorax were used to reconstruct
the trajectories of themarkers in these areas.

2.2. Modelling

A generic osteoarticular model of the entire body
with 18 segments linked by ball joints was designed
in CusToM (Muller, Pontonnier, Puchaud, et al.
2019), then scaled to the subject (Puchaud et al.
2020). The inertial parameters (mass, center of mass,

inertia matrix) of the thoracic body segment have
been modified to virtually represent the mass of the
backpack as a point mass. The ground reaction forces
and moments (GRF&Ms) from experience and kine-
matics associated to the loading condition were firstly
conserved (EXPE). Secondly,

GRF&Ms were predicted thanks to a motion-based
prediction method (PRE1) (Muller, Pontonnier,
Dumont 2019). Then, only no-load gait motion and
predicted GRF&Ms (PRE2) were used to compute
joint moments for each loading condition.

2.3. Post-processing

A comparison between each method was made for
flexion/extension joint torques at the L5/S1, left hip,
knee, and ankle joints. All cycles were normalised

Figure 1. Heel-to-heel gait cycle description.

Table 1. Comparison of the RMSE of PRE1 and PRE2 with
respect to EXPE.

Load (kg)

RMSE between EXP and PRE1 (N.m)

L5/S1 Hip Knee Ankle

0 0 17.5 10.6 7.0
10 0 35.7 24.2 18.5
20 0 36.8 24.8 22.8
30 0 45.9 34.1 32.3

Load (kg)

RMSE between EXP and PRE2 (N.m)

L5/S1 Hip Knee Ankle

10 22.7 35.0 23.2 18.3
20 33.2 33.3 29.8 15.8
30 46.9 30.9 39.6 20.7

In Bold: lowest RMSE.
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according to cycle length. For repetitive sessions (10,
20, 30 kg), joint torques were averaged between trials.
In addition, the RMSE of joint torques between the
EXPE and PRE1 methods, and between the EXPE and
PRE2 methods were computed over the gait cycles.

3. Results and discussion

Results from PRE2 displayed a lower RMSE for the left
hip and left ankle flexion/extension joint torque than
PRE1. This was not entirely the case for left knee flexio-
n/extension joint torques. Hence, in this case and for
this subject, PRE2 led to a similar level of approxima-
tion as PRE1 for lower limbs levels. Quantitative results
from flexion joint torques RMSE at L5/S1 (PRE2) will
be compared to other subjects in a future in-depth
study. Moreover, similar results in terms of shape and
peak joint torques were obtained in the literature
(Harman et al. 2000) where lower limbs joint torques
for 20 kg backpack carriage were computed for 16 sub-
jects (height ¼181.2 ± 7.5cm, weight ¼76.8 ± 8.9 kg)
(Figure 2). However, the number of samples used for
this study is not sufficient to assess the repeatability of
the results. The model of the backpack used is limited.
Indeed, the backpack tends to deform during walking,

which was not considered in this first study. In add-
ition, only the kinematics unaffected by wearing a
backpack were used in the PRE2 method and results
obtained could differ depending on the baseline kine-
matics chosen. Finally, walking speed was not con-
trolled which led to a temporal shift. This could be
compensated by a dynamic time warping method.

4. Conclusions

The purpose of this study was to assess if it is possible to
predict the influence of load carriage on joint torques
with a baseline gait (here carrying-free) and a virtually
heavier model. Altering a generic biomechanical model
and keeping baseline kinematics offers the possibility of
inverse dynamics computation for multiple configura-
tions of load carriage. Results emphasized that such a pre-
diction (PRE2) is possible for specific loading conditions.
A future parametric study could investigate the choice of
baseline kinematics, for an inverse dynamics method
based on GRF&Ms prediction, on joint torques with
respect to experimental results frommultiple subjects.
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Figure 2. Flexion joint torques for a loading of 20 kg (in red:
EXPE, in green: PRE1, in blue: PRE2. Circles: Joint torques from
Harman et al. 2000).
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1. Introduction

When upright standing equilibrium is impaired by an
external perturbation, balance is maintained using the
central integration of sensory signals. Adaptive pos-
tural commands are computed on-line, automatically
or intentionally, from the sensory inputs regulating
the motor outputs. This study focuses on the effects
of a push-like perturbation on stance reactive control.
Experiments are carried out to provide a real balance
dataset, which is used to derive a linear dynamical
system (after some transformations) parameterized as
an autoregressive model with exogenous input (ARX).
Our goal is to propose a data-based model of adaptive
balance behaviour using a system identification
method. Mixed balance perturbations are considered,
as met in everyday life, sports, or therapy, as previ-
ously experienced with vestibular patients (Voda et al.
2019). Although identification studies usually chal-
lenge static standing posture maintenance with exter-
nal forces (e.g. Engelhart et al. 2015), our purpose
specifically concerns the intentional balance control in
response to an anticipated external load perturbation
in a predictive-reactive equilibrium control in normal
subjects.

2. Methods

The experimental conditions and data acquisition
were obtained in 2019 and are briefly described here
(see N’Yo 2019, Master’s thesis, for more details).

2.1. Participants

Four males and one female, aged 25–56 years old, par-
ticipated in the experiment and gave their informed
consent according to ethical research standards. Two
subjects were Tai Chi Chuan (TCC) experts, three
had no previous experience.

2.2. Postural task

The participants stand upright on a force plate in a
TCC posture with a defence attitude, i.e. an arm-hand

segment placed forward at shoulder height to resist
the load impact (Figure 1). The postural task implies
controlling the whole-body equilibrium despite a load
perturbation applied at hand level by a passive inertial
pendulum device. It produces an impact load on the
hand-arm segment and is discharged after impact
using a manually activated quick-release device. The
subjects have to control the imbalance while main-
taining their posture.

2.2. Protocol

The standardized postural tasks sequence consists of a
VISION x LOAD crossed-protocol. The two VISION
conditions, Closed-Eyes vs. Open-Eyes, are repeated
in the two LOAD conditions: No Load on the pendu-
lum vs. With Load (with an additional 5 kg load). The
tasks sequence is ordered as follows, with 10 trials per
task: 1. Opened Eyes, No load; 2. Opened Eyes, With
Load; 3. Closed Eyes, No load; 4. Closed Eyes, With
Load. This design generates a trial-dependant level of
work and constraint on the balance, once the load is
suddenly applied to the subject’s hand-arm segment.

2.3. Data acquisition

A MOCAP Qualysis system records both the pendu-
lum (load) trajectory to calculate the force impact
value in terms of the input (pendulum work in Joule
(J)) and the impact time, as well as the hand-arm and
whole-body anatomical landmarks (Figure 1). A
Kistler force plate records the ground reaction force
(GRF) to compute the resultant force from the 6 DoF
components (Force plate (N)) (Figure 1). All data
acquisitions are time-synchronized.

2.4. Data analysis

The relation between the perturbation characteristics
and the postural behaviour is characterized by the
ARX transfer function model (Figure 1, black thick

Figure 1. Left: subject standing on the force plate, facing the
load perturbation device. Right: Time plot of the input values
(pendulum work in Joule (J), blue left scale), the output data
(GRF in newton (N), red right scale), and the simulated
response from the transfer function (black large line).
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line). Reasonable fits for each position and for each
subject are obtained with ARX models of order 10
and by choosing the optimal fit (minimizing the least
squares error) for a time-delay varied between 10 and
200ms. The model input is the time evolution of the
perturbation, characterized by the work of the load
applied on the hand-arm segment. The model output
corresponds to the GRF time sequence (Figure 1,
force plate values). The transfer function is deter-
mined for each specific postural task (Load x Vision
conditions). We consider a class of autoregressive
models with exogenous inputs (ARX) that writes as:

yðkÞ ¼ �a1y k � 1ð Þ � :::� anay k � nað Þ þ b1u k � 1ð Þ
þ :::þ bnbu k � nbð Þ,

where y(k) is the square root of the sum of the
squared components of the reactive force measured
by the force plate, u(k) is the work done by the pen-
dulum force on the wrist, k is the time instant of the
data sample, na and nb define the number of past
samples (outputs and inputs, respectively) used to
compute the model, and {a1, ., ana, b1, ., bnb} are con-
stant parameters that are optimized to minimize the
expectancy of the squared modelling error.

3. Results and discussion

3.1. Results

At a behavioural level, the comparative analysis of the
pendulum work vs. force plate time-series for all the
postural conditions shows both LOAD and VISION
main effects (comparison between lines and columns
in Figure 2) and their interaction. The postural reac-
tion is correlated with the intensity of the balance
perturbation; the augmentation of the pendulum
work applied to the hand-arm segment significantly
increases the GRF values. Additionally, time-series
comparison shows a significant increase in the GRF
in the ‘Closed-Eyes’ condition, with a cumulative
interaction effect in the ‘With Load’ condition.

The transfer function (TF) results obtained from
the identification procedure show that the model
results fit well with the behavioural data (Figure 2,
black large line), as a representative mean estimation
of the overall trials effect for each condition of Load
and Vision. The TF response captures both the ampli-
tude and transient behaviour of the response (GRF).
These results demonstrate that the complexity of the
adaptive postural reaction in response to load and
vision perturbations can be captured by a simple lin-
ear model with a reasonable number of degrees of
freedom.

3.2. Discussion

From a neuro-biomechanical point of view, this study
shows that during the external perturbation of bal-
ance, the compensatory postural adjustments rely (1)
on the related characteristics of both the sensorimotor
disturbances (load and vision) and the biomechanical
constraints (reaction force) and (2) on the on-line
reactive strategies used to maintain balance control.

In this analytic framework, the TF based on the
ARX model is able to characterize and estimate both
the perturbation constraints and the effectiveness of
the associated postural adjustments. Consequently, the
optimized parameters in the TF model allow us to
clearly characterize and clarify the impact of sensory
and physical constraints on adaptive balance control.
Finally, this study demonstrates that context-related
balance control can be appropriately modelled by
input-output identification.

4. Conclusions

The use of TF methods for an in-depth analysis of
postural control processes is of real interest, as is
questioning the processes of balance impairment res-
toration or optimization. Exploring the identification
parameters could give us additional knowledge for
further assumptions about the adaptive stimulus-
response trade-off in balance control.
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Figure 2. Comparison between the pendulum work (perturb-
ation values as input; blue right scale), the force plate data
(GRF as output; left red scale), and the transfer function model
(black large line), for LOAD (No/with load) and VISION (close-
d/open eyes) conditions. Data for a Tai-Chi expert.
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1. Introduction

Knee osteoarthritis (OA) is a common and disabling
pathology. Patients often experience pain as well as
reduced mobility and stability (DiBonaventura et al.
2011; Bytyqi et al. 2014). Unicompartmental knee
arthroplasty (UKA) can be recommended as a treat-
ment for advanced knee OA. A UKA is preferred in
young patients, because it needs less bone resection
and allows for potential revision surgery at an older
age (Foissey et al. 2022). UKA is a less invasive pro-
cedure, as it keeps most of the native anatomical
structures. On cadaver knees, it has been shown that
UKA reproduces normal knee kinematics (Bandi et al.
2022). The aim of this study was to assess if indeed
UKA reproduces native kinematics in terms of knee
joint pivot motion. We also wanted to determine if
reproducing native motion would imply better
outcomes.

2. Methods

Fifty-six (56) participants were included in this study.
All patients received UKA using the same implant
(HLS Uni Evolution, TornierVR ) at the orthopedic ser-
vice of the Croix Rousse hospital (Lyon, France).
Knee landmarks and kinematics were captured during
gait using the KneeKGVR system (Emovi Inc., Canada)
before and 6months after surgery. Intra and inter-
operator attachment system’s reliability has been
assessed by Lustig et al. (2012).

Joint pivot motion pattern was determined inde-
pendently during loading, mid stance, end stance,
push off and swing phases. Joint pivot motion was
assessed by projecting consecutive transepicondylar
axis positions in the transverse plane (i.e. tibial plat-
eau) throughout the gait cycle (Banks and Hodge
2004).

Four pivot categories have been determined.
Category I presents no rotation (pure antero-posterior

(AP) translation). Categories II to IV present a rota-
tion around a lateral pivot point (II), a medial pivot
point (III) or a central pivot point (IV) (see Figure 1).
Patients were classified based on their predominant
pattern in each phase. All calculations were performed
using MatLab (Mathworks, MA).

All patients filled out the Forgotten Joint Score
(FJS) score 6months after their surgery. This ques-
tionnaire is a standard assessment tool to evaluate
joint pain and stability and the perception of the
patient (Adriani et al. 2020). A higher FJS score is
indicative of better quality of life and overall clinical
outcomes.

Participants who presented the same pivot motion
pattern pre- and post-operatively were classified as
‘non-changers’. Those who changed their pivot
motion pattern were classified as ‘changers’. This was
done for each sub-phase independently. FJS scores
were compared between changers and non-changers.
Student T-tests (i.e. one for each phase) were used to
compare FJS scores between changers and non-chang-
ers (significance level of a¼ 0.05).

3. Results and discussion

During loading phase, 32 out of 56 (57%) participants
were non-changers (i.e. they presented the same joint
pivot motion pattern before and after UKA). During
mid stance, 29 out of 56 (52%) were non-changers,
Non-changers represent 20 participants (36%) during
end stance, 31 (55%) during push off and 35 (63%)
during swing phase. Mean FJS scores for changers
and non-changers and associated pvalue are presented
in Table 1.

Post-operative FJS scores were significantly higher
in non-changers compared to changers for the push
off phase (p< 0.05). There was no significant

Figure 1. Joint pivot motion patterns – Superior view of the
transverse plane with anterior side at the top (left knee).
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differences between both groups for each other
phases. FJS scores between each pattern were not sig-
nificantly different.

This result suggests that significant differences in
outcomes appear during weight-bearing activities.

4. Conclusions

This study extends the work done by Banks and
Hodge (2004) and Koo and Andriacchi (2008) who
presented methods to estimate the knee pivot point
from fluoroscopic images or optoelectronic sensors.
The method presented in this abstract uses a medical
device to assess knee dynamic 3D function (KneeKGVR

system) which is used in clinical settings (Lustig et al.
2012) without any radiations for the patient. Results
suggest that participants who do not change their
joint pivot motion pattern during push off with the
surgery may have better outcomes post-UKA. These
results come from a preliminary study. The proposed
method has to be assessed in future studies conduct-
ing similar analyses on a cohort of asymptomatic par-
ticipants. This method is promising to better
understand the different outcomes after knee surgeries
(sport medicine or arthroplasty).
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Table 1. Post-operative FJS scores comparison between
changers and non-changers during stance and swing phase.

Phase (% of GC)
Mean FJS
score

Standard
deviation p

Loading
(0–15%)

Changers 71:44 23:53 0:92
Non-changers 72:00 19:58

Mid stance
(15–30%)

Changers 69:90 21:80 0.53
Non-changers 73:59 21:92

End stance
(30–45%)

Changers 68:28 22:83 0:12
Non-changers 77:80 18:64

Push off
(45–60%)

Changers 64:80 25:94 0:03�

Non-changers 77:22 16:40
Swing phase

(60–100%)
Changers 74:91 21:66 0:39

Non-changers 69:74 21:86
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Comparison of two confidence-
based methods for markerless
motion capture
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LBMC UMR_T 9406, Univ Lyon, Univ Eiffel, Univ Claude
Bernard Lyon 1, Lyon, France

1. Introduction

Most video-based human pose estimation software
provide results in the 2D coordinate system of the
input image or video. However, studies in biomechan-
ics often require 3D information. One commonly
used method to obtain 3D points from 2D points and
calibrated cameras is the direct linear transform
(DLT) (Abdel-Aziz and Karara 1971).

Most pose estimation software associates each
pixel with a value between 0 and 1, which corre-
sponds to the confidence that the investigated key-
point is located at this particular pixel. It transforms
the image into a confidence heatmap. The most
common approach uses this confidence information
in a binary way: the 2D point of interest corre-
sponds to the pixel with the maximal confidence
over the whole heatmap. Yet, Iskakov et al. (2019)
obtained promising results by using the whole confi-
dence information: both temporal continuity and
accuracy increased, especially when using a small set
of video cameras. However, these results were
obtained using specifically trained neural networks.
It would then be interesting to test if such improve-
ment could also be obtained using the same idea
applied to more generic tools, e.g. using confidence
heatmaps generated by OpenPose (Cao et al. 2019).
Two approaches can be envisaged, according to
Iskakov et al. (2019): one consists in using a classical
binary 2D point estimation for each camera view
and then to compute the 3D point using a weighted
DLT based on their confidence given by the heat-
maps. The second approach, which is recommended
by Iskakov et al. (2019), consists in projecting the
2D heatmaps to obtain 3D confidence volumes, from
which a 3D point is extracted.

In this study, we propose an approach that allows
exploiting the whole information from the confidence
heatmaps provided as output of OpenPose. The goal
of this study is therefore to compare the two previ-
ously presented confidence-based methods for mar-
kerless 3D reconstruction.

2. Methods

2.1. Participants

For this study, eight participants were recruited
(3 women), with age: 28.3 ± 2.8 years old, height:
1.70 ± 0.09 m and mass: 63.1 ± 6.36 kg. Participants
had no history of musculoskeletal problems. They
signed an informed consent form and the study was
approved by our institutional review board.

2.2. Experimental setup

Data was collected using 10 Qualisys Miqus Video
cameras at 60Hz which were synchronized and cali-
brated using Qualisys Track Manager (v2021.1.2 –
average residual after calibration: 0.38mm).
Participants wore their usual clothes. A box (approxi-
mately 60x40x30 cm) was put in front of them on the
ground. Participants were asked to stand still and
then squat, grab the box, stand up with the box, squat
again and then put the box back in front of them.
Three repetitions per participant were performed.

2.3. Data processing

Videos were processed using Theia3D (v 2022.1),
which was used as reference in the absence of
markers. A visual explanation of the two confidence-
based methods is displayed in Figure 1. Both methods
were used to obtain 3D position of the main joint
centres of interest in this study (left (L) and right (R)
shoulders, elbows, wrists, hips, knees and ankles).
OpenPose (v 1.7.0) was applied to a subset of four
evenly distributed cameras. It provided the confidence
heatmap of each keypoint (Figure 1A) from which the
position (x, y) and associated confidence (w) of the
keypoints were extracted (Figure 1B).

First (Figure 1C), 3D positions were estimated
using a confidence-based weighted DLT (wDLT)

Figure 1. Visual representation of the confidence-based
methods.
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(Pagnon et al. 2021). Second, 3D heatmaps (3Dheat)
were built for each point (Figure 1D). 3D space was
discretized with a point every 3mm in all 3 direc-
tions. Then, using the intrinsic and extrinsic parame-
ters of the cameras, the points were projected on the
heatmaps for each camera and associated with the
corresponding confidence value. The 4 confidence
values associated with each camera were then
summed. The 3D point with the maximum summed
confidence was selected as the position of the key-
point for the studied frame (Figure 1E).

2.4. Data analysis

Euclidean distances between joint centre positions
estimated with wDLT and 3Dheat and Theia3D were
computed. Associated root mean square errors
(RMSE) and standard deviation were computed for
each keypoint for both methods. Euclidean distances
were classified according to their values (under 2 cm,
between 2 cm and 4 cm and above 4 cm). Threshold
values were selected based on the differences observed
in the literature between marker-based and markerless
for keypoint detection (Kanko et al. 2021): below
2 cm, the distance is considered to be due to measure-
ment noise, and above 4 cm it is considered to be a
major difference.

3. Results and discussion

The RMSE is below 2 cm for all keypoints except
3Dheat LHip (3.3 ± 1.9 cm), wDLT and 3Dheat
RHip (2.0 ± 0.7 cm and 2.4 ± 0.9 cm respectively) and
wDLT LAnkle (2.4 ± 1.7 cm). For both hips, RMSE

and standard deviation are higher for 3Dheat than
wDLT (LHip: 1.9 ± 0.9 cm for wDLT). For wDLT
LAnkle, RMSE is higher than 2 cm with a bigger
standard deviation than for 3Dheat (1.59 ± 0.80 cm
for 3Dheat).

Figure 2 displays the distribution of differences.
For the hips, there are fewer differences that are
below 2 cm and more differences above 4 cm for
3Dheat than for wDLT. For LAnkle, the proportion
of differences above 4 cm is higher for wDLT (9.9%)
than for 3Dheat (1.1%), while the proportion of dif-
ferences below 2 cm remains similar (87.5% for wDLT
and 89.6% for 3Dheat). For the other keypoints, there
is not a clear trend for one method generating smaller
differences than another.

For the hips, the observed differences between the
methods can be explained by several factors. Firstly,
the movement itself makes it difficult to estimate the
position of the hip joint centers, especially during
the squat movement. Hip keypoints obtained with
OpenPose thus have a medium or low confidence.
Moreover, differences in hip joint center definition
and detection between Theia3D and OpenPose could
generate systematic errors between the two confi-
dence-based 3D reconstruction methods and
Theia3D. However, both Theia3D and OpenPose
provide limited information about biomechanical
definition of the keypoints, thus systematic errors
can only be evaluated experimentally. Secondly,
3Dheat is a completely different approach. For
wDLT, the point that is reconstructed is the point
that is closest to all projection lines. For 3Dheat, the
selected point is the one with maximum confidence.
Heatmaps create beams in 3D space by projecting
zones of confidence instead of points, and the point
with the maximum summed confidence is at the
crossing of two or more beams. For example, for the
hips, beams do not often cross all together at some
point in space, or they only cross two by two. Thus,
the maximum summed confidence is not in the
middle of a beam-crossing area (where the point
given by the wDLT results lies) but somewhere on
the periphery of this area.

For LAnkle, 3Dheat provides better results, espe-
cially regarding differences above 4 cm. One factor
explaining this difference is the high number of
inconsistent detections generated by OpenPose, which
sometimes detects LAnkle where it is absolutely not
(typically when LAnkle is occluded). In this case, the
inconsistent beam crosses the other beams far from
where they intersect and has thus little influence on
the maximum summed confidence. However, the

Figure 2. Distribution, in percent, of the Euclidean distance
between wDLT and Theia3D (left bar) and between 3Dheat
and Theia3D (right bar), for each keypoint.
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point that is selected by wDLT is influenced by the
inconsistent point, even if it has low confidence.

4. Conclusions

Comparison of two confidence-based methods for mar-
kerless motion capture has been performed. Overall,
the two methods provide similar results. Yet, they seem
to be robust against different situations: 3Dheat in the
case of one wrongly detected point, wDLT in the case
of uncertain points. Nonetheless, both approaches rely
on OpenPose keypoint detection quality.
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1. Introduction

Limbs and tendon injuries are primary causes of
activity loss in racehorses and sport horses. Aquatic
training is an effective method to maintain and
strengthen the cardiorespiratory system while mini-
mizing the impact of gravity on the musculoskeletal
and joint systems. Although swimming pool training
offers clinical advantages, the biomechanics of horse
swimming has received little attention (Santosuosso
et al. 2021) and remain poorly understood.
Biomechanics research typically employs motion cap-
ture and analysis (Roberson et al. 2013). The objective
of this study is to develop a pipeline for capturing
and reconstructing underwater 3D motion, estimate
the accuracy of the process and to apply it to the 3D
motion of a horse during a complete swimming cycle.

2. Methods

2.1. Acquisition system

The acquisition system comprises six GoPro Hero 8
Black cameras, each capable of capturing 120 frames
per second at a resolution of 2.7K. These cameras are
strategically placed on one side of the swimming
pool, as shown in Figure 1 – up, with overlapping
fields of view to enable tracking over a distance of 2.6
meters (Figure 1 – bottom). On the horse, 24 anatom-
ical markers were drawn by the veterinary team with
cattle markers (Raidex) of contrasting colors with
respect to the horse’s color, on six anatomical loca-
tions on each limb: the scapula, the shoulder, the
elbow, the carpus, the fetlock, and the hoof for
the front limb (Figure 2 – left) and the tuber coxae,
the hip, the stifle, the tarsus, the fetlock, and the hoof
for the hind limb (Figure 2 – right). Only one side of
the horse is visible to the cameras at each recording.

To date, the experiments have been conducted on
four horses, representing 113 records.

2.2. Pre-processing of the video

Six preprocessing steps are necessary before performing
the 3D reconstruction of the anatomical points:

� convert the videos to H264 format;
� segment the videos and synchronize them using

successive shutdowns of the spotlights, which can
be clearly seen on the videos;

� calibrate the cameras to determine their intrinsic
and extrinsic parameters using images of a
checkerboard and camera calibrator app (Matlab);

� correct the fisheye of the videos using camera
parameters;

� compute the camera positioning with respect to each
other using images of the checkerboard on each pairs
of cameras and stereo-camera calibrator app (Matlab);

� track semi-automatically the anatomical points on
the six videos using the video-labeler app (Matlab).

Figure 1. Camera disposition and field of view (GP¼GoPro
camera). the total field of view is around 260 cm, and each
camera belongs to one (GP1 and GP6) or two pairs (GP2 to
GP5) for the 3D reconstruction.
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2.3. Post-processing of the video

By combining the tracked points and camera posi-
tioning, a 3D reconstruction is performed in local ref-
erence frames (reference frame of the first camera of
each pair), using the Direct Linear Transformation
(DLT) algorithm. A global reference frame of the
swimming pool is established to enable the 3D recon-
struction to be computed in a common reference
frame with respect to the five pairs of cameras.

2.4. Error estimation

An error estimation has been computed on the
checkerboard. We considered eight segments whose
dimension is known by construction (between 34 and
60mm) and five angles between 34 and 102�, which
correspond to the dimension found on horses for the
anatomical segments of the limbs. The absolute error
is less than 10mm for the reconstructed segments
and less than 1� for the different angles computed.

3. Results and discussion

3.1. Horse reconstruction and angle computation

The 3D reconstruction of 24 anatomical points (12 on
each side of the horse) allows for the computation of
eight different angles of the front (Figure 2 – left) and
hind (Figure 2 – right) limbs:

� (a) left: the shoulder angle formed by the anatom-
ical points of the scapula, the shoulder and the
elbow;

� (b) left: the elbow angle formed by the anatomical
points of the shoulder, the elbow and the carpus;

� (c) left: the carpus angle formed by the anatomical
points of the elbow, the carpus and the front
fetlock;

� (d) left: the front fetlock angle formed by the ana-
tomical points of the carpus, the front fetlock and
the hoof of the front limb;

� (a) right: the hip angle formed by the anatomical
points of the tuber coxae, the hip and the stifle;

� (b) right: the stifle angle formed by the anatomical
points of the hip, the stifle and the tarsus;

� (c) right: the tarsus angle formed by the anatom-
ical points of the stifle, the tarsus and the hind
fetlock;

� (d) right: the hind fetlock angle formed by the
anatomical points of the tarsus, the hind fetlock
and the hoof of the hind limb.

The first results for the minimum and maximum
values of the different reconstructed 3D angles are
summarized in Table 1. Based on preliminary results
from a single record, the joint range of motion is as
follows: shoulder: 100–125�, hip: 60–110�, elbow: 55–
145�, stifle: 75–150�, carpus: 60–180�, tarsus: 50–170�,
front fetlock: 120–180� and hind fetlock:100–175�.

These values have been compared to the values
available for the three classical gaits – walk, trot and
canter – (Back et al. 1997). It appears that the ampli-
tude of the range of motion is greater for all angles
during swimming, with greater maximum flexion and
extension observed in both the front and hind limbs.

4. Conclusions

In summary, we have developed a comprehensive
pipeline for capturing and analysing the joint move-
ments of a horse’s limbs during a full swimming
stride. Our preliminary findings indicate a broader
range of motion compared to traditional training,
which could result in different muscle activation. This
information could be valuable for muscle strengthen-
ing or rehabilitation purposes.
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Figure 2. View of the 2nd and 5th camera at the same time.
The anatomical points are from top to bottom: front limb
(left): mid-length of scapular spine, shoulder, elbow, carpus,
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Table 1. Value of the minimum and maximum computed val-
ues for the 8 angles.
Front limb Shoulder Elbow Carpus Front fetlock

Angle range [100–125�] [55–145�] [60–180�] [120–180�]
Hind limb Hip Stifle Tarsus Hind fetlock
Angle range [60–110�] [75–150�] [50–170�] [100–175�]
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1. Introduction

By 2030 the volume of total hip arthroplasty (THA) proce-
dures will have increased by 170% for the total world popu-
lation (Dargel et al. 2014). However, the characteristics of
the population needing a THA have changed. Younger
active people are seeking complete restoration of motor
capacity and seniors over 65 years old are now expecting
better quality aging. In this line, improving function, pre-
venting dislocations and avoiding wear might be the focus
of the improvement of the advances in THA.

Several studies have denounced improper compo-
nent positioning, increased wear and early failure
after total hip replacement as contributing to instabil-
ity (Lewinnek et al. 1978). Indeed, the accurate posi-
tioning of the acetabular prosthesis is a clear
challenge as it is reported as the primary cause of
THA dislocation (Biedermann et al. 2005). The opti-
mal range of acetabular cup angle so as to minimize
dislocation risk after primary THA has been com-
monly accepted since Lewinnek et al. in 1978 first put
forward the idea of a ‘safe zone’. This safe zone is
delimited by a cup inclination of 40� ±10� and an
anteversion of 15� ±10�. These margins are still
widely recognized in the orthopedic community.

The general purpose of the study was first to charac-
terize precisely the cup positioning and then to docu-
ment the 3D range of hip joint motion considering
various prosthetic femoral head diameters. Only the
kinematics of the bony structures associated to the
prosthetic parts were tested. It was hypothesized that
an intermediate 45� abduction-15� anteversion posi-
tioning of the cup for the smallest femoral head diame-
ters would best meet criteria of a safe range of motion.

2. Methods

2.1. Materials

SawboneVR pelvis and femur bones were used. Dual
mobility THA implants (Adler OrthopaedicsVR ) were

used in the study. Four femoral heads of 28, 32, 36, and
40mm diameter associated to a ModulaVR modular neck
(Adler OrthopaedicsVR ) were tested. The bones were
prepared for the insertion of the hip prosthesis
implants. The femoral head was resected, and the pelvis
acetabulum was milled before impaction with the ancil-
lary device to position the acetabular cup at 15� (±5�)
ANT angle. An adjustable stand was used hold the pel-
vis immobile with the sacral plateau horizontal.

The VICON (Oxford, UK) optoelectronic motion
capture system with 7 MXT40 CCD cameras was
used to acquire (f¼ 125Hz) the kinematic data of a
maximum of 13 semi-hemispherical reflective markers
of 4mm in diameter fixed onto the bone segments.

2.2. Protocols

Static Data Acquisition was performed to calculate
the distance between the center of the femoral head
and the inner center of the cup.

The femurwasmanuallymoved in 3 orthogonal planes
to correspond to Euler sequence i.e. flexion-extension
(FLEX-EXT), adduction-abduction (ADD-ABD), and
medial-lateral rotation (M-L). The six rotations were per-
formed continuously and slowly, taking care to remain
within the approximate physiological range.

The movement of the femur was continued until
impingement occurred (component to component,
bone to bone or bone to component).

Three Anteversion � 3 Abduction angles were
combined for the cup positioning resulting in 9 con-
figurations : A¼ 30�ABD-0�ANT ; B¼ 45�ABD-0�ANT,
C¼ 60�ABD-0�ANT, D¼ 30�ABD-15�ANT, E¼ 45�ABD-
15�ANT, F¼ 60�ABD-15�ANT, G¼ 30�ABD-30�ANT,
H¼ 45�ABD-30�ANT, and I¼ 60�ABD-30�ANT.

Each configuration was tested for each head diam-
eter (total of 36 acquisitions).

2.3. Data analysis

Kinematic data were filtered with a 10Hz Butterworth
lowpass filter. The calculation of the joint ROM
resulted from the 3D kinematics of the hip joint using
Euler angles. The distance between the center of the
femoral head and the center of the cup (DC-FH) was
computed as it can constitute a relevant parameter to
express the subluxation risk.

Nonparametric tests were run to characterize the
DC-FH according to three factors i.e. 3D rotations
(FLEX-EXT, ABD-ADD, M-L) of the femur, and
9 cup orientation (anteversion-inclination configura-
tions), and 4 femoral head diameters. Spearman
q was used to compute the correlation between DC-
FH and the 3D rotation factor. Subsequently a

S178 ABSTRACTS 48th Congress of the Society of Biomechanics



Kruskal-Wallis analysis tested the influence of cup
orientation and femoral head diameter involved in
the correlation. Finally, a Mann and Whitney test
serves as post-hoc analysis. The threshold of the stat-
istical significance (p) was set at 0.05.

3. Results and discussion

Only abduction (q ¼0.46, p ¼ 5.9. 10–3) and extension
(q ¼ 0.48, p ¼ 3.5.10–3) revealed a significant variation
of DC-FH with the increase of joint amplitude (factor
3D rotation). DC-FH, key parameter of subluxation, is
linked to two interacting factors: the diameter of the
femoral head associated with combinations of orienta-
tion of the cup embedded in the coxal acetabulum. Our
results reveal that only abduction and extension predict
DC-TF values even if the strength of the link is moder-
ate (q¼ 0.46 and q¼ 0.48 respectively).

No statistical effect of the head diameter was
reported whatever the 6 types of rotations whereas the
orientation of the cup did influence the maximal value
of the ROM amplitude (8. 10�4 < p> 2.1. 10�2).

Our results reported more favorable accepted ori-
entations and wider angular configurations than those
identified by Kosashvili et al. (2013). We proposed a
new representation in the form of a table, for each of
the two relevant rotations. To highlight the orienta-
tion combinations that are more or less favorable, we
established a four-color code sharing proportional
DC-FH which is similar to an indication of the risk
of subluxation (Table 1).

Our hypothesis is partially refuted as DC-FH,
potential key indicator of hip subluxation, is relevant

for only two hip joint movements. Recently Sadhu
et al. (2017) re-affirmed the interest of the safe zone
established by Lewinnek by reporting a higher per-
centage of prosthetic hip dislocation when the surgery
was performed out of the safe zone. In this line our
study extends the study of Lewinnek; as we associate
the orientation of the cup with the criterion defined
clinically and measured, the DC-FH.

4. Conclusions

The multifactorial aspect of the subluxation was con-
firmed by this study, as it was classically reported in the
literature. Considering only the bone– prosthetics inter-
actions we revealed the importance of hip abduction
and extension as the distance between the acetabulum
and the femoral head increased which may intensify the
risk of a subluxation. These data should help the devel-
opment of finite element model of the mechanical effi-
ciency of the THA. Even if muscular insertions and
periarticular tissues are absent it can help the surgeon
positioning the prosthesis according to the cup orienta-
tion to optimize the effectiveness of THA surgery.
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Table 1. Overview of the 36 combinations of hip movement,
abduction (top) and extension (bottom). blue area¼ very low
risk, green area¼ low risk ; orange area¼ intermediate risk,
and red area¼ high risk.

The worst statistical combinations are identified with a red �, and the
best favourable with a green �.
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1. Introduction

The KneeKGVR system (EMOVI, Canada) is a vali-
dated medical device assessing three-dimensional
(3D) knee motion during gait on a conventional
treadmill. This device provides accurate and reliable
quantification of 3D knee kinematics after normaliz-
ing all cycles having various speeds (Labbe et al. 2008;
Lustig et al. 2012). It has been used to assess dynamic
knee movements in several pathologies (e.g. osteo-
arthritis, etc.).

With the absence of ground reaction force data,
the KneeKG software uses an alternative method to
define the initiation of the gait cycle (i.e. the first
minimum of the flexion-extension curve correspond-
ing to the heel strike). This event detection process
combines an automated suggestion and requires a
manual validation: a cursor indicates the first min-
imum by averaging the minimum values (i.e. in flex-
ion), and a manual adjustment is made by the
observer who visually assesses the first minimum on
the knee flexion-extension curve. The reliability of
this detection depends on the shape of the curve
which may differ according to the knee pathology.
Patellofemoral pain syndrome (PFPS) is defined as
pain in the retro- or peri-patellar area during different
types of physical activities, such as gait, squatting,
running and prolonged sitting. Despite being com-
monly diagnosed, its exact pathophysiology and the
biomechanical factors involved in patients suffering
from PFPS remain incompletely elucidated (Sisk and
Fredericson 2019).

The repeatability of the manual process of defining
the gait initiation event within the KneeKG system
was never reported, and the definition of the initi-
ation of the gait cycle impacts the phases of the gait
cycle. The main objective of this study was to evaluate
the intra- and inter-observer repeatability of defining
the initiation of the gait cycle in both asymptomatic

and PFPS individuals. The second objective was to
evaluate the impact of potential variation of the event
detection process on the maximum values in the three
planes of movement in both populations.

2. Methods

The repeatability study was retrospective using previ-
ously collected 3D knee kinematic measurements
from 15 asymptomatic participants [7 females, 33.6
(6.6) years old, 24.5 (2.7) kg m�2, total of 30 asymp-
tomatic knees] and 14 participants with PFPS
[8 females, 32.6 (11.7) years old, 23.5 (3.2) kg m�2,
total of 17 knees (3 bilateral PFPS)]. The 3D knee
measurements were performed at Maisonneuve
Rosemont Hospital and at EMOVI Headquarters in
Montr�eal (Canada), and at Cochin Hospital in Paris
(France). Patients gave written informed consent for
data collection and usage in all sites. Four observers,
of which two are experts (LB, PL) and two are novi-
ces (DS, MC), participated in the study. For intra-
observer repeatability, DS determined the gait cycle
initiation for the 47 knees two separate times. The
first session from DS (DS1) and the only session from
LB, PL and MC were used to assess inter-observer
repeatability. Prior to the repeatability tests, a training
course was provided to both novice observers by
EMOVI technical team to standardize the method for
detecting gait initiation (Figure 1). The data of inter-
est was the first minimum knee flexion angle manu-
ally selected (i.e. gait cycle initiation) and the
maximal value for knee flexion, adduction-abduction
and external-internal rotation during gait, in both
groups of participants. For each observer, different
random sequences of the kinematic recordings for the
47 knees were generated. The Kolmogorov-Smirnov
test showed the normality of the data distribution.
Intraclass correlation coefficients (ICC (3,1) and ICC
(2,1)) were used to assess intra-observer and inter-
observer repeatability, respectively. ICC <0.5 indicates
poor reliability. 0.5� ICC <0.75 indicates moderate
reliability, 0.75� ICC <0.9 indicates good reliability,

Figure 1. Knee flexion curve with the automatic cursor (small
white line) at the first minimum and the manual cursor (long
blue line) to its right.
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and ICC �0.9 indicates excellent reliability (Koo and
Li 2016). The Bland and Altman plot was used to
assess the agreement between measurements. Student
paired t-tests were used to compare the maximum
angle values for all degrees of freedom.

3. Results

For intra-observer repeatability, the observer (DS)
repeated the test 3 days after the 1st session. The ICC
was over 0.99 for the manually selected gait cycle ini-
tiation (i.e. the first minimum knee flexion angle) in
both asymptomatic and PFPS participants. The max-
imum angle values for all degrees of freedom did not
statistically vary between the first and second session
(asymptomatic population: p¼ 0.982, p¼ 0.367 and
p¼ 0.539, for flexion-extension, adduction-abduction,
and external-internal rotation, respectively; PFPS
population: p¼ 0.657, p¼ 0.402 and p¼ 0.521). For
the inter-observer repeatability, ICC values were all
�0.92 except for one (i.e. 0.75, see Table 1). For the 3
inter-observers sessions, in the asymptomatic popula-
tion, the maximum flexion-extension, adduction-
abduction and external-internal rotation angles did
not statistically vary (0.144� p� 1.0). In the PFPS
population, the maximum knee abduction-adduction
angle was significantly different, compared to DS1,
between LB (p¼ 0.04) and MC (p¼ 0.043).

The Bland and Altman plot showed a good con-
cordance between the tests (Figure 2). The mean of
the differences was close to zero, the point cloud was
horizontal and the majority of values were inside the
confidence interval.

4. Discussion

The current study shows excellent intra-observer
repeatability and good to excellent inter-observer
repeatability of the choice of the gait initiation thresh-
old. The results confirm the excellent reliability of the
KneeKG measurements (Hagemeister et al. 1999). The
difference in maximal knee adduction-abduction
angles between two observers in participants with
PFPS could be explained by their experience level (LB
was an expert, MC was a novice) and the small range
of motion (RoM) of knee adduction-abduction. The

maximal knee angles are in agreement with the knee
RoM used during gait (Kadaba et al. 1990).

For only 3 out of the 47 knees assessed (1 asymp-
tomatic and 2 PFPS), the selected percentage for the
gait cycle initiation varied between the 4 observers.
These 3 kinematic patterns were characterized by the
flat aspect of the knee flexion-extension curve during
the loading phase, making it more difficult to accur-
ately assess gait initiation.

Our study has some limitations: the automatic cursor
could have influenced the observer’s choice when select-
ing the first minimum knee flexion angle. The gait speed
may have differed between participants. The difference
in screen sizes between the observers could have altered
the accuracy of the identification of the first minimum.
In the absence of detection of gait initiation (i.e. by force
plates), we could not compare the actual event detection
instance with the actual gait initiation.

5. Conclusion

The KneeKG procedure showed good to excellent
intra- and inter-observer repeatability in detecting
gait cycle initiation allowing its use for clinical prac-
tice and research. In the future, we should find a way
to make gait initiation detection automatic in order
to save observers’ time and increase measurement
accuracy.
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1. Introduction

Knee osteoarthritis (KOA) is a leading cause of dis-
ability worldwide. Although the relationship between
knee loading and KOA progression is debated, reduc-
ing knee loading with conservative treatments is often
recommended and may alleviate symptoms (Brophy
and Fillingham 2022). This load is often quantified
using the first and second peaks in knee joint com-
pressive forces during gait (KCFp1 and KCFp2; Stoltze
et al. 2018). Studies have focused on identifying sim-
ple changes in muscle coordination through modeling
to reduce KCFp2 by reducing the gastrocnemius acti-
vation in favor of the soleus (Uhlrich et al. 2022). The
reduction of KCFp1, on the other hand, has not
achieved the same amount of attention. A previous
study indicated that the KCFp1 could be reduced by
applying a hip flexion/extension moment (MHFE;
Stoltze et al. 2018). However, studies found significant
inter-individual variability in the magnitude of net
joint moments during healthy walking (Simonsen and
Alkjær 2012). These differences must be considered as
they could affect the outcome of simulations targeting
muscle coordination and KCF. Therefore, this study
aimed to identify which monoarticular hip muscles
could compensate for the MHFE to reduce KCFp1
while considering different walking strategies using
musculoskeletal modeling.

2. Methods

2.1. Experimental data

Twenty-four healthy participants (12 males and 12
females, 23.3 ± 3.2 years) performed three walking tri-
als at their own pace. An eight-camera Qualisys sys-
tem (Qualisys, Gothenburg, Sweden) recording at
100Hz, 32 reflective markers placed on the lower
extremity, and two force plates recording at 1000Hz
(AMTI, Watertown, USA) were used to collect data
from gait trials. The study was conducted in

accordance with the Declaration of Helsinki and the
Danish law on ethics in research.

2.2. Musculoskeletal models

The anatomical landmark scaled musculoskeletal
model (Lund et al. 2015) was applied using the
AnyBody Modelling System (AMS; AnyBody
Technology, Aalborg, Denmark). Then, AMS was
used to perform an inverse dynamic analysis of each
gait trial without an applied moment (Normal) and
with an externally applied moment to compensate
100% for the moment generated by the muscles creat-
ing flexion/extension rotation around the hip joint
(Comp100%MHFE). This moment allows the muscles
responsible for creating the flexion/extension rotation
around the hip joint to be unloaded in that direction
during the gait trial. The force data of all hip muscles,
the total compressive knee joint force (tKCF), the
moments (MHFE, MKFE, MAPD), and joint angles in
the sagittal plane for the hip, knee, and ankle joints
were computed during the stance phase for both load
cases. These initial results were used to select poten-
tial muscles for further study, i.e. those whose force at
KCFp1 reduces the most between the two load-cases.
Thus, the same type of inverse dynamics analysis was
performed with a 30% and 40% increase in the max-
imum isometric strength of the previously selected
muscles to see the effect on KCFp1.

2.3. Data processing and statistical analysis

The data were normalized to the percentage of body
weight (%BW) and, only for the joint moments, to
the percentage of body height (%BW�BH). After iden-
tifying KCFp1, each variable’s values corresponding to
this peak were retrieved. MHFE and MKFE during the
KCFp1, considered relevant in studies that characterize
healthy walking using cluster analyses (e.g. Simonsen
and Alkjær 2012), were used as input to a K-means
clustering algorithm (Hruschka and Cov~oes 2005).
The KCFp1 value and all muscle forces contributing
to the peak were compared using a two-way analysis
of variance with clusters and load-cases as factors. For
the Normal condition, cluster differences in joint
moments and angles were assessed over the stance
phase using the statistical parametric mapping version
of the two-sample t-test (SPM).

3. Results and discussion

3.1. Comparison of clusters in Normal condition

As in previous studies (Simonsen and Alkjær 2012),
the cluster analysis revealed two clusters:
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Kþ consisted of 9 participants with a significantly
higher MKFE in early stance (mean difference:
1.38%BW�BH, p< 0.001), and Hþ of 15 participants
with a significantly higher MHFE (mean difference:
0.79%BW�BH, p< 0.001; Figure 1). In addition,
MAPD, knee flexion angle, and ankle dorsiflexion
angle were significantly higher for Kþ group during
KCFp1 (p< 0.01; Figure 1), highlighting different
walking strategies between the two groups.

3.2. Analysis of load cases

The values of KCFp1 according to the load-cases (e.g.
Comp100%MHFE) and the group (i.e. Kþ, Hþ) are
presented in Table 1.

In all load-cases, the Kþ group had a significantly
higher KCFp1 than the Hþ group. This is in agree-
ment with the literature, which has shown that the
amplitude of the KCFs depends mainly on the forces
developed by the quadriceps for KCFp1 (Uhlrich et al.

2022). Indeed, the Kþ group predominantly used the
quadriceps to contribute to the support moment
walking with the knees more bent, creating a higher
KCFp1. MHFE compensation resulted in a reduction
in KCFp1 for both groups, as in the study by Stoltze
et al. (2018), but this was significant for the
Hþ group (-59.34 ± 27.12, �21.82 ± 8.71%; p< 0.01)
and not for the Kþ group (�19.97 ± 22.46%BW,
�6.03 ± 6.68%; p¼ 0.99). This reduction of KCFp1 can
be explained by the total unloading of the hamstrings.
Thus, strengthening of the gluteus medius (GlutMed)
and gluteus maximus (GlutMax) was performed to re-
distribute the relative loads of the mono and biarticu-
lar muscles crossing the hip. This increase in strength
reduced KCFp1 compared to the Normal condition
for both groups. Again, this reduction was greater for
the Hþ group for all three strengthening conditions
tested. The participants with a larger MKFE

(Kþ group) walk with less hamstring activation and,
therefore, have less potential to reduce KCFp1 by
strengthening the glutes.

4. Conclusions

The present study provides new information about
strengthening the gluteus effect on reducing the
KCFp1. Simulations revealed that the reduction is
larger in individuals with a high MHFE and a rela-
tively low MKFE. Thus, a new training approach could
be to strengthen these muscles and minimize ham-
string activation. Specifically for the Kþ group, modi-
fying their walking strategy to approach that of the
Hþ group could be a first step in reducing KCFp1.
However, as this study is a simulation, we cannot
determine whether the increased strength of the pro-
posed muscles will lead to reduced symptoms of
KOA. Secondly, it is challenging to assert that muscle
adaptation induced by strength training on the glu-
teus will change the relative activation of these
muscles and the hamstrings during walking. Thus,
future studies could investigate the effect of specific
training of the hip muscles on tKCF, kinematic gait
data and patient-reported outcomes.
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1. Introduction

For decades, the physics of musical instruments has
mostly focused on sound, highlighting how the mech-
anical vibrations in the instrument produce the sound
and how this sound is perceived by the player and
the audience. Music playing however involves sensory
modalities beyond audition only, electric guitar play-
ers for example are able to report on the tactile per-
ception of their instrument during playing with a
great precision (Cambourian et al. 2022). Vibrotactile
cues are known to be used by players to evaluate the
quality of their instrument (Fontana et al. 2017), or to
have an effect on the perception of audio-related
attributes (Wollman et al. 2014). The vibrotactile
interaction between the player and the instrument has
however scantly been studied. Many questions
remain, from the purely physical understanding of
how the vibration is transmitted from the instrument
to the body of the player, to how the player perceives
the transmitted vibration, and to higher-level bio-
mechanical concerns. The musicians’ adaptations to
instruments with different vibratory characteristics,
e.g. in terms of posture or muscular activity, and their
relationships with ‘playing-related musculoskeletal dis-
orders’ (PRMD) are still to be addressed. This paper
is part of a broader project aiming at answering these
questions in the case of the electric guitar, an instru-
ment on which the auditory feedback (from a distant
amplifier) is to some extent uncoupled from the
vibratory feedback (on the instrument). This paper
proposes a first investigation of the transmission of
vibration from an instrument to its player’s body.

2. Methods

2.1. Experimental procedure

One guitar player was asked to perform a 250-BPM
scale on an electric guitar (Squier Telecaster Classic
Vibe ‘50s). This tempo (one note per beat)

corresponds to a medium tempo which is easily
played by the guitar player (male, 24 years old,
10 years of practice, mostly in heavy metal style) with-
out prior training. The scale is an E-mixolydian, with
three notes per string, combining open strings and
fretted notes with the forefinger, the middle finger,
the ring finger, and the little finger (see Figure 2).
Such a scale was chosen for its being a classical and
ergonomic fingering. In the following, the fretting fin-
ger refers to the finger, on the left hand, that presses
the string against the fret of the note to be played. In
practice, other fingers may be pressed against the
strings, with no effect on the note. Finally, the scale
has been repeated three times. Simultaneously, the
vibration response of the guitar was measured using a
three-axis accelerometer (PCB Piezotronics M352A32,
± 50 g pk; [1–4000] Hz; sampling rate 52.1 kHz) fixed
to the instrument’s neck. Two one-axis accelerometers
(PCB Piezotronics M352A24, ± 50 g pk; [1–8000] Hz;
sampling rate 52.1 kHz) were fixed as close as possible
to the base of the second and third metacarpal bones
to quantify the vibration transmission to the player’s
left hand.

2.2. Data analysis

The collected signals were segmented into single notes
according to a simple onset detection algorithm
(search for maxima in the RMS-envelope of the neck
acceleration signal). In order to characterize the trans-
mission of vibration between the instrument and the
fingers, the analysis was carried out on the signals
from the three accelerometers mentioned above (only
the out-of-plane axis of the neck accelerometer is
used). For each note of the scale, 4096-point windows
(1-point hop size) were extracted for the first 100ms
of the signals. The spectrum and the RMS value were

Figure 1. (a) Back of the neck of the guitar, with the 3-axis
accelerometer placed near the normal position of the left-
hand thumb during playing. (b) Left-hand of the player,
equipped with accelerometers on the base of the second and
third metacarpal bones. Note that reflective markers were not
used in this study.
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computed from each window, and then averaged in
order to obtain one spectrum and one RMS value for
each of the 18 notes and each of the 3 accelerometers.

3. Results and discussion

Acceleration spectra measured for the notes G#3 (fun-
damental frequency 207.7Hz) and A3 (220Hz) are
presented in Figure 2a,b. Although the vibration level
was higher at the guitar’s neck, all three signals were
of similar order of magnitude. The note’s fundamen-
tal frequency and harmonics were observable in all
signals up to 1000Hz (usually taken to be the upper
limit of vibration perception (Verrillo 1992). These
outcomes are in accordance with data reported by Xu
et al. (2011).

The vibration transmission was more important to
the 2nd than the 3rd metacarpal bone when playing
G#3 since the forefinger was used to fret and was the
only finger in contact with the instrument. As the
middle finger was used to fret A3, the vibration level

was slightly higher at the 3rd than the 2nd metacarpal
bone. Interestingly, the vibration level at the 2nd
metacarpal bone is still relatively high even for A3.
This can be explained by the fact that the fingering
scheme on each string always consists in a 2-finger or
3-finger sequence starting with the forefinger: it is
possible that the forefinger is still in contact with the
string and neck even when another finger frets the
string.

To generalize these observations, Figure 2c
presents, for each note, the ratio of the RMS values of
the neck accelerometer signal and each of the finger
accelerometer signals. Results confirmed that in gen-
eral, more energy is transmitted to the fingers that
are in contact with the neck, whether they are the
fretting finger (e.g. notes G#3 fretted with the forefin-
ger, or A3 fretted with the middle finger), or if they
stayed in contact with the neck after having fretted a
previous note (e.g. note A3 where the forefinger, still
in contact with the neck, gets a high amount of vibra-
tion energy from the instrument). A higher amount
of energy to a non-fretting finger can sometimes be
observed (e.g. note D4, fretted with the middle finger,
but with a higher energy transmitted to the forefin-
ger). Besides, the general trend seems to be that
energy is better transmitted from the instrument to
the fingers at low frequencies.

4. Conclusions

This paper aimed at describing the vibration trans-
mission from the electric guitar to the player’s meta-
carpal bones when playing a simple scale. Results
revealed that the vibration transmitted to the fingers
is similar to the neck’s vibration, the vibration con-
tent being transmitted up to the upper limit for vibro-
tactile perception. Further work will address the
player’s perception of such transmitted vibration
(including the thumb as well in the future), as well as
the postural and muscular adjustments to various
vibration characteristics.
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1. Introduction

Monitoring upper limb motricity evolution during
rehabilitation of post-stroke patients can be done
through several clinical indexes. Lavernia et al. (2008)
showed that the quantitative visual evaluation of a
multi-segment motion can lead to inter/intra-clinician
variability up to 9 deg in the estimation of joint
angles. The proper monitoring of motricity evolution
requires an accurate and repeatable assessment of
joint angles, which could be done using a gold stand-
ard Stereophotogrammetric Systems (SS); however,
their cost and complexity do not allow their use for
observation in real life situations. Several studies pro-
posed to use a mechanical model and Joint Center
Positions (JCP) obtained from skeleton tracking algo-
rithm with RGB (Lahkar et al. 2022) and with RGB-D
(Colombel et al. 2020) cameras to estimate the joint
angles with an Inverse Kinematics (IK) algorithm.
However, the Root Mean Square Error (RMSE)
obtained by Colombel et al. (2020) was superior to
20 deg for several joints, while Lakhar et al. (2022)
obtained an RMSE going from 6.3 deg for the shoul-
der to 20 deg for the wrist. Moreover, the latter was
obtained using a costly commercial system with 10
high speed cameras. In this context, we propose to
develop and evaluate a low-cost system based on a
reduced set of two RGB cameras and a skeleton track-
ing algorithm and a sliding windows IK algorithm,
used to impose temporal continuity and thus reduce
outliers influence, to estimate shoulder and elbow
flexion/extension joint angles.

2. Methods

The proposed method consists of using 3D JCP of
shoulder, elbow and wrist obtained from MediaPipe
skeleton tracking algorithm introduced by Lugaresi
et al. (2019) to estimate the joint angles of the 4 first

degrees-of-freedom of the arm during a pick and
place task.

2.1. Mechanical model

The mechanical model was described by NL ¼ 3 rigid
links articulated with Nj ¼ 4 joints. The successive
local poses (positions and orientations) of segments
Coordinates Systems (CS) were determined through
an anatomical calibration based on a wand relying on
a fiducial marker, as introduced by Bisi et al. (2015).
the trunk position and orientation with respect to the
camera coordinates system Rc were also estimated
using a fiducial marker through the Aruco library
introduced by Romero-Ramirez et al. (2018). The
upper-arm was linked to trunk through three succes-
sive hinge joints representing the shoulder flexion/ex-
tension, internal/external rotation and abduction/
adduction respectively. The lower-arm was linked to
the upper-arm through a hinge joint representing the
elbow flexion/extension. The wrist joint was not con-
sidered in this study. The vector h containing the
joint angles was used in the forward kinematics
model to calculate the 3D JCP ps, pe and pw of
shoulder, elbow and wrist, respectively, with respect
to the camera coordinate system Rc as follow-
ing ps, pe, pw½ 
 ¼ FKM: hð Þ

2.2. Sliding window inverse kinematics

The 2D JCP provided by the skeletal tracker were tri-
angulated using a direct linear transform to obtain
the 3D JCP. The noise and discontinuities of these
measurements were compensated by a sliding window
IK algorithm to ensure the dynamical consistency of
the estimated joint angles. The state vector X ¼
½h1, :::, hNs , _h1, :::, _hNS 
 was defined as containing
the successive vectors of joint angles hi and joint
velocities _hi , (i ¼ 1, :::,NsÞ for a window of 1s

Figure 1. Participant performing the pick and place task
(right) and the reconstructed kinematics with our method
(left)
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divided in Ns ¼ 30 samples. The vector of estimated
successive joint angles X̂ over a window were deter-
mined to minimize the measurement tracking error
as follows:.

find X̂ minX̂
Xi¼Ns

i¼1

kFKM ĥi
� �

� yik2 (2a)

subject to h�j � hj � hþj , 8j ¼ 1:::Nj, (2b)

hiþ1 ¼ hi þ Ts
_hi , 8i ¼ 1:::Ns, (2c)

where Ts ¼ 1
Ns

is the sampling time, yi represents the
i� th measurement vector of the window, containing
the shoulder, elbow and wrist 3D JCP. h�j and hþj
represent the upper and lower joint limits of the
j� th joint.

3. Experimental validation

Three healthy male and two healthy female partici-
pants (72 ± 13 kg, 25 ± 1 years, 1.78 ± 0.02m) were
asked to perform three repetitions of a pick and place
task that is the core of several rehabilitation exercises
for upper arm. The proposed method was experimen-
tally validated using a reference SS. Reflective markers
of the SS were placed on 8 anatomical landmarks as
proposed by Wu et al. (2005). Corresponding refer-
ence joint angles were calculated using an extended
Kalman filter (Fohanno 2014). The two cameras were
placed front to the participant.

4. Results and conclusions

The average RMSE for all the joint angles was of
11.3 deg including the calibration offset and of 5.7 deg
when the calibration offset was removed, with a mean
correlation coefficient of 0.63 (Table 1). These results
are comparable to those obtained by Lakhar et al.
(2022) that used an expensive multi-camera marker-
less system.

The segment lengths were accurately estimated
thanks to anatomical calibration. The use of a wand
resulted in a mean error of 6 � 10�3m on pointed

anatomical landmarks, with respect to SS. The rela-
tively poor correlation coefficient can be explained by
the noisy data provided by the skeleton tracking algo-
rithm. Further studies should focus on the increasing
the accuracy of shoulder joint angles estimates and
introducing the use of functional calibration method
to estimate the segment lengths and relative segment
CS poses, to avoid the requirement of an external
operator.
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Table 1. Joint angles comparison between the ones calcu-
lated from markerless measurements with the ones obtained
from SS measurements.

RMSE
[deg]

RMSE offset
removed [deg]

Correlation
coefficient

Shoulder flex./ext. 20.2 5.7 0.56
Shoulder int./ext. rot. 7.5 7.1 0.54
Shoulder abd./add. 10.9 3.8 0.78
Elbow flex./ext. 6.7 5.9 0.62
Average 11.3 5.7 0.63

Figure 2. Comparison of joint angles estimated from the mar-
kerless and SS measurements.
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1. Introduction

Maintaining a balanced posture is crucial for daily
activities and is achieved by integrating visual, vestibu-
lar, and somatosensory systems. The natural decline of
human body abilities and functions with aging is
highly associated with an increased risk of falls.
Consequently, insufficient balance control is consid-
ered as a major cause of increased injuries and mortal-
ity rates for the elderly because of the loose of
independency and the decreased quality of life (WHO
2021). As a significant public health and societal con-
cerns for the aged population, it is crucial to accurately
evaluate balance ability and assess the risk of falls for
healthy individuals and rehabilitation purposes. In
clinical practice, a large variety of tests can be con-
ducted to describe postural balance, based on question-
naires (fear of falling FES, History of fall in the
12months prior, IPAQ) or functional tests (BESTest,
Mini-BESTest,… ), and Stabilography evaluation
(Nnodim and Yung 2015). Performing quantitative
balance assessments can be a time-consuming process
involving costly equipment like force plate platforms
or motion capture systems. Additionally, these assess-
ments can be challenging due to patient physical limi-
tations and fear of injury. The most common
quantitative measurement to characterize body balance
is the displacement of the center of pressure (COP)
extracted from a force pressure plate for a short
recording time (Quijoux et al. 2021). However, there is
no consensus on the required experimental protocols
(tasks, duration, instruments), and the techniques to
analyze COP displacement for balance assessment. In
recent years, using artificial intelligence algorithms in
combination with physiological signals became
increasingly common tool for clinical diagnosis.
Several studies have focused on predicting fall risk in
older adults using machine learning (ML) based on
features extracted from COP signals as an effective tool
for classification (Giovanini et al. 2018; Liao et al.
2021; Savadkoohi et al. 2021). However, little attention

has been devoted to the ground reaction force meas-
urements for balance assessment (Cetin and Bilgin
2019). In fact, during upright stance, the center of
mass (COM) oscillates to maintain balance. These
small oscillations are controlled by muscle activations
and its dynamic resultants are recorded as ground
reaction forces (Sozzi et al. 2022). In this study, it is
proposed to assess the contribution of Vertical Ground
Reaction Forces (vGRF) in detecting risks of fall
among elderly groups, using an ML-based approach.

2. Methods

2.1. Database and extracted features

vGRF measurements, used in this study, were derived
from the public database for human balance assess-
ment (Santos and Duarte 2016). The subjects per-
formed a quiet standing test for 60 s on an AMTI
force platform under four conditions: eyes-open and
eyes-closed on a rigid surface (OR–CR); and eyes-
open and eyes-closed on a soft surface (OS–CS). COP
and GRF measurements were collected and stored in
a text file format. Among the 163 subjects of the data-
base, only 76 participants aged over 60 years were
included in the study. Based on various clinical bal-
ance scores for each participant, participants were
divided into a ‘fall’ and a ‘non-fall’ groups. To define
the fall-risk group in this study, at least one of three
main risk factors must be verified: (i) History of falls
in the past 12months (F12M); (ii) High fear of falling
(score FES>¼ 14); (iii) a lower score of Mini-
BESTest functional test (score <¼16). Consequently,
fallers and non-fallers groups comprise 40 and 36
subjects, respectively. MATLAB scripts were devel-
oped for postprocessing data and extract features.
First, the data were normalized with respect to the
body weight after subtracting the corresponding mean
value. Second, 10 vGRF features were extracted: Mean
amplitude, Maximum amplitude, Standard Deviation,
RMS, Power Spectrum Density (PSD), 50% of PSD,
95% of PSD, Mean frequency, Centroidal frequency
and Frequency dispersion of PSD.

2.2. Machine learning classification model

ML classifications algorithms considered in this study
are as follows: K-Nearest Neighbors (KNN), Random
Forest (RF), Support Vector Machine (SVM), Logistic
regression (LR), Linear Discriminant Analysis (LD)
and Kernel Naïve Bayes (NB). The ML models are
tested using five-fold cross-validation. All computa-
tions were performed using the classification learner
tool in Matlab software. To evaluate the performance

S192 ABSTRACTS 48th Congress of the Society of Biomechanics



of different classifiers, accuracy, precision, and recall
were considered as evaluation criteria.

3. Results and discussion

The accuracy, recall and precision of KNN, RF, SVM,
LR, LD and NB algorithms for faller and non-faller
group classification are illustrated in Figure 1. Taking
all upright standing condition (All) together, KNN
and RF classifiers present the highest accuracy (73.9%
and 72.9%), precision (74.3 and 71.3%), and recall
(75.3% and 79%).

Under rigid surface balance tests, the KNN remains
the best classifiers for fall risk detection among older
populations for eyes-open and closed conditions in
terms of accuracy and precision. However, it shows
less accuracy and precision in detecting fallers under
soft surface tests (68 ± 0.3% and 60.1 ± 0.5% respect-
ively). This result was predictable, since KNN was
reported to be inconsistent with time domain signals
having high variability. An interesting result of our
study is the performance of RF and KNN to predict
the risk of falls among elderly populations when
applied to vGRF of eyes-open and eyes closed under
rigid surface test balance conditions (mean accuracy:

71.5 ± 7.5 vs 72.6 ± 7.4; mean precision: 72.2 ± 9.1 vs
71.1 ± 7.8 and recall: 75.8 ± 1.2 vs 81.8 ± 1.8). No sig-
nificant effect of vision was detected for those classi-
fiers, except for recall performance.

Predictor importance analysis with KNN and RF
classifiers was conducted for further investigation.
Among all studied features, Power Spectrum Density
and the Mean Frequency obtained the highest scores
for classifying fallers and non-fallers groups. This
result is in coherence with the findings of (Sozzi et al.
2022).

4. Conclusions

As a preliminary study on the performance of ML
classification algorithms in the Elderly detection of
risk of falls based on Vertical Ground Reaction forces,
results have shown that KNN and RF outperform the
other classifiers, particularly for upright tests under a
rigid surface. It may suggest that for only standing
over rigid surface is recommended clinical balance
tests as it is safer for elderly. However, the maximum
accuracy found for all tested algorithms is less than
80%, suggesting two hypotheses to further study in
future works. First, the number of features extracted
from vGRF may not be sufficient to predict falls.
Second, the ML results highly depend on the defin-
ition of the ‘fall group’ based on clinical score thresh-
old. In sum, this study can be useful to select the
suitable classifier for detecting risk of fall among the
older population based on vGRF. In addition, findings
suggest that focusing on vGRF measurements, with
appropriate features and ML algorithms, may substan-
tially reduce the cost of clinical balance evaluations.
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1. Introduction

Digital Twins, i.e. digital models that precisely simulate
the behavior of physical systems, are increasingly used
to better understand the properties of the systems and
predict how they would behave under unknown condi-
tions (Jones et al. 2020). This concept is particularly
useful in the a priori evaluation and planning of clinical
treatments, which impacts can be simulated in a
patient-specific manner, by using Digital Twins that
are specifically adapted to reproduce the physical char-
acteristics of each patient (Lauzeral et al. 2019).

In this paper we present a method for the design
of patient-specific biomechanical models of the oro-
facial region (oral cavity and face) starting from a
thoroughly validated reference Finite Element (FE)
model. This method is based on an iconic image
registration process (Bijar et al. 2016). Some anatom-
ical landmarks are introduced to improve the registra-
tion while the human face and the entire oral cavity
are transformed with the method.

2. Methods

2.1. General process

The segmentation of the different mechanical struc-
tures of the orofacial region on 3D medical images
is particularly difficult and long lasting, because
many of them are made of soft tissues and are in
contact with each other. This is why our approach
in designing patient-specific biomechanical models of
these structures consists in applying a non-rigid geo-
metric transformation on a reference biomechanical
model that has been designed from carefully seg-
mented MR and CT 3D images recorded from a
male subject. Our method uses patterns of grey lev-
els as well as anatomical landmarks on bone struc-
tures in both images to determine the best
geometrical transformation that registers the

reference image into the patient-specific one. The
registration process uses the Elastix library (Klein
et al. 2010). It returns a 3D displacement field that
can be in turn applied to the FE mesh of the refer-
ence subject (Calka et al. 2023), using the library
called Transformix, part of the Elastix library, in
order to obtain a patient-specific mesh.

2.2. Registration parameters

A non-rigid landmark assisted B-Spline transform-
ation is used. The optimization process consists of 5
steps that rely on 5 different image resolutions, with a
grid size varying from 256mm to 16mm (256mm,
128mm, 64mm, 32mm, 16mm). A multi-metric
approach is used made of a normalized cross correl-
ation (NCC) commonly used for images of the same
modality and a landmark mapping based on
Euclidean distance (SCP) for rigid alignment such as:

S ¼ aNCC þ bSCP

During the 5 steps the parameters a and b vary: in
the 1st step only the SCP metric is used and only the
NCC metric is used during the last two steps; for
steps 2 and 3 a ratio 0.95/0.05 is chosen for a and b:
A Gaussian pyramid (r ¼ 16:0, 8:0, 4:0, 2:0, 1:0)
is used during the different steps to subsample the
image.

A random sampling extracted 5000 voxels samples,
which corresponds to about 0.0005% of the image. It
allows us to drastically reduce the computation time.
The interpolation is performed using a B-Spline inter-
polator of order 3. Finally, the optimization of the
transformation is done using a stochastic gradient
descent method as advised in Klein et al. (2010).

3. Results and discussion

3.1. Registration result

Figure 1a represents the different meshes of a patient-
specific oral cavity obtained through our iconic regis-
tration process. These meshes are superimposed on a
mid-sagital MR image of the patient. The tongue and
the mandible obtained are rather precise. The hyoid
bone is not perfectly positioned. The maxilla is pre-
cise at the level of the teeth but less so on the palate
area. We can note that all the contacts tongue/mandi-
ble and tongue/hyoid-bone seem to be preserved.

Figure 1b represents the same process applied to
the face, the mandible and the maxilla of a second
patient. The meshes are superimposed on CT scan
images. These two examples show the ability of our
registration method to be used for different type of
mono-modal transformations (MRI/MRI and CT/CT).
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Table 1 shows the quality of the generated FE
meshes according to several quality criteria.
According to ANSYS criteria, an element is consid-
ered to be of poor quality if: AR >20, SN >0.95, OQ
<0.14, MA >165�. We can see that some elements
exceed the quality thresholds, but these remain in
small quantities and do not prevent simulations even
if they might reduce their accuracy.

3.2. Patient-specific FE model simulation

Figure 2 shows simulations (ANSYS MAPDL) per-
formed with the patient-specific tongue model gener-
ated with our method. These simulations represent
two French phonemes (/i/, /u/) involving lingual,
mandibular (’ 2mm) and bonded and sliding con-
tacts. In the phoneme /i/, the tongue slides along the
mandible toward the teeth. The hyoid bone advances
as a result of the genioglossus advancing the tongue.
In the phoneme /u/, the tongue has an important
backward movement. The hyoid bone lowers due to

the action of the sternohyoid muscle allowing the
base of the tongue to compress more. All these move-
ments show that the generated patient-specific models
are usable in simulations that will be used in the
future to generate interactive time simulations.

4. Conclusions

The patient-specific mesh generation method based
on iconic image registration using the Elastix library
shows real capacities to generate quality meshes
usable in accurate and realistic FE simulations. These
preliminary works need to be validated on several
patients. The next step is to generate a reduced order
model from the biomechanical model in order to
speed up simulations Such a digital twin could then
be used in a clinical application like a preoperative
simulator for orofacial surgery planning.
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Table 1. Mean, standard deviations, min, max for different
quality mesh criteria.
Criteria Mean Sd Min Max

Aspect ratio (AR) 2.157 0.554 1.197 7.435
Skewness (SN) 0.378 0.164 0.003 0.953
Orthogonal quality (OQ) 0.621 0.161 0.048 0.983
Maximum angle (MA) 102� 12� 72� 153�

Figure 2. French phonemes /i/ and /u/ pronounced with the
generated patient-specific FE tongue model. The color bar cor-
responds to the displacements of tongue tissues.

Figure 1. Generated patient-specific FE model. Left: Patient-
specfic mesh superimposed on MRI data; right: patient-specific
FE model.

COMPUTER METHODS IN BIOMECHANICS AND BIOMEDICAL ENGINEERING S197

https://doi.org/10.1007/s10439-015-1497-y
https://doi.org/10.1007/s10439-015-1497-y
https://doi.org/10.1016/j.cirpj.2020.02.002
https://doi.org/10.1016/j.cirpj.2020.02.002


registration. IEEE Trans Med Imaging. 29(1):196–205.
doi:10.1109/TMI.2009.2035616.

Lauzeral N, Borzacchiello D, Kugler M, George D,
R�emond Y, Hostettler A, Chinesta F. 2019. A model
order reduction approach to create patient-specific
mechanical models of human liver in computational

medicine applications. Comput Methods Progr
Biomed. 170:95–106. doi:10.1016/j.cmpb.2019.01.003.

KEYWORDS Face and oral cavity; patient-specific; finite element
model; image registration; biomechanical models

maxime.calka@univ-grenoble-alpes.fr

S198 ABSTRACTS 48th Congress of the Society of Biomechanics

https://doi.org/10.1109/TMI.2009.2035616
https://doi.org/10.1016/j.cmpb.2019.01.003


Biomechanical effects of using a
passive upper-limb exoskeleton to
assist firefighters during vehicle
extrication maneuver

P. Mauricea, S. Lemonnierb, N. Kohilic,
L. Cavagnacb and G. Mornieuxc

aCNRS, Inria, Loria, Universit�e de Lorraine, Nancy, France;
bPerSEUs, Universit�e de Lorraine, Metz, France; cFaculty of
Sport Sciences, Universit�e de Lorraine, DevAH, Nancy, France

1. Introduction

Firefighters’ work involves numerous strenuous tasks,
which often lead to the development of musculoskel-
etal disorders (MSDs) (Frost et al. 2015; Kodom-
Wiredu 2019; Nazari et al. 2020). Among these tasks,
vehicle extrication is particularly demanding because
it requires the manipulation of heavy cutting tools
(20–30 kg) in constrained and non-ergonomic pos-
tures. While adequate physical training is of utmost
importance and can help reduce MSDs risk, it is not
sufficient alone, especially with the current aging of
the workforce.

In industry, occupational exoskeletons have been
proposed as a potential solution to alleviate the phys-
ical load on workers, and thereby reduce MSDs risk
(De Looze et al. 2016; Theurel & Desbrosses 2019).
While exoskeletons are envisioned as a promising
solution for firefighters as well (Taborri et al. 2021),
their benefit is strongly task-dependent. So far, exo-
skeletons for firefighters have mainly been developed
as whole-body powered devices for strength enhance-
ment in load carrying tasks (Osipov 2019). However,
the use of lighter and less cumbersome exoskeletons
with MSDs reduction in mind has, to the best of our
knowledge, not been studied. This work therefore
investigates the biomechanical effects of using a pas-
sive upper-limb exoskeleton during a simulated
vehicle extrication maneuver.

2. Methods

2.1. Participants and protocol

Twelve male firefighters (7 professionals and 5 volun-
teers; age: 31 ± 9 yrs; experience: 11 ± 9 yrs; height:
175 ± 5 cm; mass 73 ± 6 kg) performed a vehicle extri-
cation maneuver (Figure 1), both with (WE) and
without (NE) the exoskeleton. The maneuver con-
sisted in a timed sequence of three subtasks per-
formed at different heights on the vehicle (heights:

rocker panel, middle of the door, top of the vehicle),
with two different cutting tools (about 22 kg each),
for a total duration of 3min. The two conditions
were performed in random order, with a 15min break
in between. The study was approved by INRIA’s eth-
ical committee COERLE (#2022-49) and was con-
ducted in accordance to the Declaration of Helsinki.

2.2. Instrumentation

The participants were equipped with the Xsens MVN
Link inertial motion capture system (capture rate
240Hz) to record whole-body kinematics. Fourteen
Delsys Trigno Snap-Lead EMG sensors were placed
according to the Seniam recommendations bilaterally
on the erector spinae (ES), latissimus dorsi (LD),
anterior deltoid (AD), upper trapezius (TR), biceps
brachii (BB), triceps brachii (TB) and brachioradialis
(BR) to record back, shoulder and arm muscle activity
(capture rate 1926Hz). Finally, a Garmin Forerunner
345 sensor was placed on the participants’ chest to
monitor heart rate (capture rate 1Hz).

At the end of each condition, participants
answered a Borg CR10 questionnaire to evaluate the
effort perceived in five body areas: shoulders, upper-
arms, forearms, abdominal and lumbar (Borg 1998).

2.3. Exoskeleton

The exoskeleton used in this study is the MATE-XT
(Comau, Torino, Italy). It is a lightweight (3 kg) pas-
sive upper-limb exoskeleton designed to provide
shoulder support in tasks involving arm elevation
(Pacifico et al. 2020). The MATE was selected as a
test candidate following a preliminary study of the
non-assisted extrication maneuver, in which the
shoulder was identified as the primary joint to assist.
Among commercially available exoskeletons for shoul-
der support, the MATE was deemed a good

Figure 1. Firefighters equipped with the MATE exoskeleton
performing a vehicle extrication maneuver.

COMPUTER METHODS IN BIOMECHANICS AND BIOMEDICAL ENGINEERING S199



compromise between the level of assistance provided
and the device compactness imposed by the task.

In the present study, the firefighters wore the exo-
skeleton over their work clothes, and the highest level
of assistance was always used (6 kg per arm). The exo-
skeleton was fitted on each participant according to
the designer’s guidelines. Before starting the task, par-
ticipants could move around and manipulate the cut-
ting tools during a few minutes (about 2–3min) to
familiarize with the exoskeleton.

2.4. Data analysis

The following dependent variables were analyzed:
average cardiac cost (current minus rest heart rate)
over the last 3 sec of the task; root mean square value
of the filtered EMG signal (Butterworth 4th order
band-pass with 10–500Hz cut-off frequency) over the
whole task for each of the 14 recorded muscles; per-
centage of time spent in the different zones inspired
from the RULA ergonomics assessment method
(McAtamney and Corlett 2004) for the back
(<20 deg; 20–60 deg; >60 deg), left arm and right arm
(<45 deg; 45–90 deg; >90 deg) flexion/extension; per-
ceived effort (Borg score) for each of the five body
areas.

Due to the non-normality of the data, Wilcoxon
signed-rank tests were conducted for all dependent
variables to evaluate the effect of the exoskeleton. A
significance level of 5% was used.

3. Results

3.1. Kinematics

When using the exoskeleton, participants spent more
time with their left arm in the 45–90 deg elevation
zone and less in the 0–45 deg zone, compared to
without it (þ7% in average). There was no significant
difference for the right arm or back.

3.2. Muscle activity

The use of the exoskeleton caused a significant
increase in the activity of the right BB (by 10% in
average). All other muscles were unaffected. Even the

activity of the left shoulder muscles remained similar,
despite more time spent with the arm elevated when
using the exoskeleton.

3.3. Heart rate

The cardiac cost was not significantly affected by the
use of the exoskeleton.

3.4. Perceived effort

A significant reduction was observed for the shoulder
(by 22% in average), upper-arm (by 22% in average),
and forearm (by 26% in average) areas when using
the exoskeleton (Figure 2). For the abdominal and
lumbar areas, the exoskeleton also reduced the per-
ceived effort, but not significantly.

4. Discussion and conclusion

This study suggests that there is no physiological
benefit in using the MATE exoskeleton for the extri-
cation maneuver, except possibly a mild assistive
effect on the left shoulder (similar muscle activity des-
pite higher arm elevation). This may be due to the
low arm elevation angle adopted by most participants
(<45 deg during most of the task), where the MATE
provides only limited assistance, especially compared
to the weight of the cutting tools. Interestingly
though, participants reported a reduction of perceived
effort with the exoskeleton, which suggests either a
placebo effect of the device, or biomechanical changes
that are too small to be detected with the proposed
methodology, given the large task’s degree of
freedom.
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1. Introduction

Our group has been working on the biomechanical
modeling of the human face soft tissue for more than
20 years, with two main applications: surgical assist-
ance (Chabanas et al. 2003) and speech production
(Nazari et al. 2011).

The first version of our face model was designed
to predict the aesthetic and functional consequences
of bone repositioning in the context of maxillofacial
surgery (Chabanas et al. 2003). It included a hexahe-
dral-dominant Finite Element (FE) mesh made of two
layers representing the dermis and hypodermis tis-
sues. Muscle activations used for speech production
or for facial mimics were functionally modeled
through a set of external forces applied to nodes
along the muscle courses.

Twenty years later, we must unfortunately admit
that such kind of modeling tools are still not used by
surgeons in their clinical practice. Some commercial
products such as MaterialiseVR software propose mod-
eling options for predicting passive and active face tis-
sue deformations after bone repositioning. However,
such options are currently not used by most surgeons
who consider them as not sufficiently realistic.

This paper aims to address this limitation, coming
back to the design of a patient-specific face model, with
a special focus on the accuracy of the model, including:

� 1) the identification and differentiation of anatom-
ical structures involved in face deformations, skin,
muscles and hypodermis tissues, in which we
include in a first approximation as a whole fat and
connective tissue;

� 2) the meshing of the volume represented by each
of these anatomical structures with a full tetrahe-
drons FE mesh which convergence has been
studied;

� 3) the accurate design of the course of each face
muscle, based on muscle contours observed on a
CT and an MRI exams of the patient, to study as
a perspective the functional aspect of the patient’s
soft tissues after surgery;

� 4) the definition of accurate boundary conditions
with the face FE mesh fixed onto specific locations
of the skull and with sliding contacts between lips
and teeth.

� 5) experimental tensile tests carried out on tissues
extracted from a human cadaver head, in order to
propose constitutive laws as inputs to the FE
model.

2. Methods

2.1. Finite element (FE) face model

The global geometry of the FE face model, extracted
from 3D CT images of the patient’s head, represents a
3D FE mesh composed of tetrahedral elements that
are supposed to model the hypodermis and muscle
tissues. On the top of this FE volume are defined shell
elements that represent the skin (with a thin thickness
of 1mm). Bony surfaces (mandible and maxilla) are
added and modeled by shell elements.

The volumetric and surface FE meshes were gener-
ated using HypermeshVR software, making sure that
the elements were of good quality. Indeed, a poor
quality mesh can lead to numerical errors during a
FE analysis and thus to distorted visual results. In
order to check the quality of the mesh, geometrical
criteria such as the ones proposed by ANSYSVR FE
solver were used. A convergence analysis was per-
formed to determine what element sizes to put in our
FE model in order to find a good compromise
between accuracy and computation time. A mesh that
includes 132,736 elements and 27,696 nodes was
therefore used for the simulations.

2.2. Muscles inserted into the FE mesh

Starting from this 3D tetrahedral mesh, the courses of
most muscles involved in the human face were
defined as follows. A set of points along muscle tracks
were manually positioned in 3D using information
from the literature (Hutto and Vattoth 2015) but also
with the use of CT images of the patient, on which it
was possible to distinguish the contours of some
muscles. Eleven muscles were then implemented by
selecting the sets of elements along the course of these
points: zygomaticus major and minor, orbicularis oris
peripheral and marginal, levator anguli oris, buccin-
ator, levator labii superioris alaeque nasi, risorius,
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depressor anguli oris, depressor labii inferioris, and
mentalis, represented in Figure 1 (top panel).

Muscle activations are modeled using the ANSYS
UserMat element designed by Nazari et al. (2022).
Such a model generates active stress along muscular
fibers assuming a transverse isotropic behavior for the
muscle.

2.3. Experimental tensile tests

To the best of our knowledge, no mechanical ex vivo
experimental test has been provided in the literature
as concerns the human facial tissues. We propose
here preliminary tests on a single specimen. In
accordance with French regulations on post-mortem
testing, a face anatomical dissection was performed at
the Anatomy Laboratory, Grenoble Faculty of
Medicine, on a female cadaver head (95 years old,
160 cm tall and 55 kg). The dissection occurred 8 days
after the death. Samples from skin, hypodermis tissue
and muscles (zygomaticus and masseter) were
extracted and dog-bone shape samples were used to
carry out tensile tests in a 37 �C bath of saline solu-
tion (MTS criterion model 41 machine, Figure 2).
Since this work is preliminary, a single sample was

tested for each tissue, without any details as concerns
variability.

3. Results and discussion

The lower panel of Figure 1 plots face deformations
after the activation of two muscles, namely the orbi-
cularis oris peripheral (left) and the zygomaticus
(right). The corresponding face deformations are
coherent with what is expected from these muscles,
namely lip closing and protrusion from OOP, and a
smile from ZYG (Nazari et al. 2011).

Figure 2 plots the nominal stress-strain curves
recorded for four tissue samples corresponding to
skin, fat, and the zygomatic and masseter muscles. As
expected (Barbarino et al. 2009), skin appears stiffer
in tension than fat and muscles.

Finally, it seems important to note that the various
steps described in this paper to generate a generic
subject-specific FE model of the face have to be done
one time only. For any new patient to study and to
model, an automatic image-based non-rigid registra-
tion technique will be used to morph the generic FE
model to the anatomy of that new patient.

References

Barbarino GG, Jabareen M, Trzewik J, Nkengne A,
Stamatas G, Mazza E. 2009. Development and validation
of a three-dimensional finite element model of the face.
Journal of Biomechanical Engineering. 131(4):041006.
doi:10.1115/1.3049857.

Chabanas M, Luboz V, Payan Y. 2003. Patient specific finite
element model of the face soft tissue for computer-
assisted maxillofacial surgery. Med Image Anal. 7(2):131–
151. doi:10.1016/S1361-8415(02)00108-1.

Figure 1. Top panel: Model of the human face (gray: soft tis-
sues, light blue: mandible and maxilla, light green: skull, other
colors: muscles). Lower panel: Face deformations during the
contraction of the orbicularis oris peripheral OOP, responsible
for smiling (left) and the zygomaticus ZYG major and minor,
responsible for lip protrusion (right). Simulations are provided
by the ANSYS software with the material parameters of
Barbarino et al. (2009).

Figure 2. Experimental stress/strain measurements of skin, fat,
zygomatic and masseter muscles. Strain rate was 10%/min.

COMPUTER METHODS IN BIOMECHANICS AND BIOMEDICAL ENGINEERING S203

https://doi.org/10.1115/1.3049857
https://doi.org/10.1016/S1361-8415(02)00108-1


Hutto JR, Vattoth S. 2015. A practical review of the muscles
of facial mimicry with special emphasis on the superficial
musculoaponeurotic system. Am J Roentgenol. 204(1):
W19–W26. doi:10.2214/AJR.14.12857.

Nazari M, Perrier P, Payan Y. 2022. Interwoven
muscle fibers: a 3D two-fiber muscle active model.
Comput Methods Biomech Biomed Eng. 25(sup1):
S226–S22.

Nazari MA, Perrier P, Chabanas M, Payan Y. 2011.
Shaping by stiffening: a modeling study for lips. Motor
Control. 15(1):141–168. doi:10.1123/mcj.15.1.141.

KEYWORDS Finite element model (FEM); human face; biomechanical
model

marie-charlotte.picard@univ-grenoble-alpes.fr

S204 ABSTRACTS 48th Congress of the Society of Biomechanics

https://doi.org/10.2214/AJR.14.12857
https://doi.org/10.1123/mcj.15.1.141


Comparison of EMG-to-torque
models using an upper-limb
exoskeleton

L. Quesadaa,b,c, D. Verdela,b,c, O. Bruneauc,
B. Berreta,b, M.-A. Amorima,b and N. Vignaisa,b

aCIAMS, Universit�e Paris-Saclay, Orsay, France; bCIAMS,
Universit�e d‘Orl�eans, Orl�eans, France; cLURPA, ENS Paris-
Saclay, Gif-sur-Yvette, France

1. Introduction

Work-related musculoskeletal disorders (MSDs) pose
significant challenges to society. To reduce the inci-
dence of MSDs, current solutions rely on developing
ergonomic workplaces or adapting work tasks. A
promising alternative aims to compensate for MSD-
causing efforts by using active exoskeletons. However,
an accurate estimation of the operator’s intention is
crucial for providing timely and appropriate assistance
(Bi et al. 2019). One potential method is to utilize
electromyographic (EMG) signals for estimating joint
torques and determining suitable assistance (Treussart
et al. 2020). The present study aims to compare the
ability of different EMG-to-torque models to estimate
elbow torque.

2. Methods

2.1. Participants

Ten healthy participants (3 F, 29.4 ± 6.6y,
72.6 ± 11.0 kg, 175.7 ± 4.4 cm) participated in this
study and signed a written informed consent. The
protocol was approved by an ethics committee (CER-
PS-2021-048/A1).

2.2. Material

EMG signals were recorded from seven muscle heads
at a frequency of 2 kHz (MiniWave, Cometa, Italy).
Electrodes were placed following SENIAM recom-
mendations on the lateral, medial, and long triceps,
the long and short biceps, the brachialis, and the bra-
chioradialis. The elbow axis of the ABLE upper limb
exoskeleton (Garrec et al. 2008) was used in resistive
mode, applying a viscous force field during flexion
and extension movements to impose a torque per-
turbation on the elbow (based on a normalized sub-
jective effort using a Borg scale). The participant was
attached to the exoskeleton at wrist level through an
adapted orthosis under which a 6-axis force/torque
(FT) sensor allowed the measurement of the

perturbation applied by the exoskeleton on the fore-
arm. Kinematic data were recorded using an optoelec-
tronic system (Qualisys, Sweden). Target trajectory
and elbow angle visual feedback were projected onto
a screen in front of the participant.

2.3. Procedure

EMG sensors were placed on the participant’s
muscles, and maximal voluntary contraction (MVC)
was performed after verifying sensor location.
Reflective markers were placed on anatomical land-
marks for limb measurement and kinematics. After
being attached in the exoskeleton with their arm
immobilized, the participant was asked to track a 30s
randomized trajectory projected on the screen, imply-
ing elbow flexion and extension. Each participant per-
formed ten trials.

2.4. Data processing

EMG signals were processed using a 20–450Hz band-
pass filter, a rectification, and a 3Hz low pass filter
(Lotti et al. 2022). They were then normalized with
MVC. Interaction torque (si) was computed using
inverse dynamics from the exoskeleton’s FT sensor.
Dynamic torques of the forearm (sdyn, gravitational
and inertial) were estimated using inertial data from
anthropometric tables. The net human torque sh is
then sh ¼ sdyn þ si and is the reference value.

2.5. Model validation

A cross-validation method was used to evaluate
EMG-to-torque models: they were each first calibrated
on one trial and then used to estimate torques (i.e.
ŝh) on the other nine trials. A normalized root mean
square error (NRMSE) was computed for each of the
nine estimates, comparing sh and ŝh: This process
was repeated for each of the ten trials in turn, with
one serving as calibration and the others as validation.
The mean NRMSE for each model was then
computed.

2.6. Statistical analysis

Normality was first assessed (Shapiro-Wilk), and a
repeated measures analysis of variance (RmANOVA)
was performed to test model differences. A post hoc
test was then performed using a Bonferroni
correction.

3. EMG-to-torque models

In the following section, EMG-to-torques models are
described using k muscles and j degrees of freedom.
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Data matrices contain n samples. Models were chosen
based on common occurrences in literature.

3.1. Multivariate linear regression

The multivariate linear regression (MVLR) model was
used as a baseline for comparison (Camardella et al.
2021). It is a linear relationship between muscle exci-
tations and torques:

sðtÞ ¼ C �mðtÞ
where C 2 R

j�k is the muscle mapping matrix, s 2
R

j the torque vector and m 2 R
k
þ the muscle excita-

tion vector. The muscle mapping matrix is computed
using multivariate regression on calibration data
matrices Tc 2 R

j�n and Mc 2 R
k�n
þ containing

respectively torque and muscle excitation sample
vectors.

3.2. Synergies

Synergy-based models (SYN) are described as a
coherent activation in space and time of groups of
muscles (Delis et al. 2014). Spatial synergies can be
extracted from muscle excitations using non-negative
matrix factorization:

Mc ¼ W �Hc þ e

with Hc 2 R
s�n
þ the synergy activation matrix corre-

sponding to the calibration data, and W 2 R
k�s
þ the

synergy matrix, mapping a synergy activation to a
group of muscles. In this formulation, s is the num-
ber of extracted synergies and e 2 R

k�n is the matrix
of factorization residuals. After factorization, the tor-
que is computed in a similar way to the MVLR
model:

sðtÞ ¼ Cs�Wþ �mðtÞ
with Cs 2 R

j�s the synergy mapping matrix computed
using multivariate regression on calibration data
matrices Tc and Hc, and �þ is the pseudo inverse.
This model was tested with two to seven synergies.

3.3. Neuromusculoskeletal

Neuromusculoskeletal (NMS) models combine mus-
culoskeletal and Hill-type neuromuscular models. A
generic OpenSim model (Holzbaur et al. 2005) is first
scaled using kinematic data. Muscle activation a is
then derived from excitations via a non-linear shape
factor and each muscle force is computed from a
Hill-type model (Buchanan et al. 2004):

Fm ¼ F0 af L ~lð Þf V ~vð Þ þ f PE ~lð Þ
� �

cos að Þ
where F0 is the maximum isometric force, f L and f V

are respectively the force-length and force-velocity
relationships, ~l and ~v are the normalized length and
velocity of the muscle fiber, and a is the muscle pen-
nation angle. The passive elastic behavior of the
muscle fiber is represented by f PE: Finally, the joint
torque s was obtained by summing muscle forces
weighted by the muscle’s moment arm projected on
the joint axis. A genetic algorithm was used to opti-
mize five parameters per muscle from calibration
data: max isometric force, tendon slack length, opti-
mal pennation angle, optimal fiber length, and shape
factor.

3. Results and discussion

Calibration took an average of ten minutes for
NMS and less than one second for MVLR and
SYN. Estimation time was several milliseconds for
NMS and less than one millisecond for MVLR and
SYN. The NMS and MVLR models produced a
mean NMRSE of 7.35% 6 1.2 and 8.73% 6 1.4,
respectively. SYN models ranged from 9.68% 6 2.5
to 8.69% 6 1.4. (Figure 1). Overall, the NMS
model allowed for significantly (p< 0.01) better tor-
que reconstruction than any other model with a
large effect size (Cohen’s d> 0.8). MVLR and SYN
models did not show significant differences. While
the NMS model is more accurate than the other
models, other criteria such as calibration and esti-
mation times should be considered for application
purposes (Bi et al. 2019). In this context, the per-
formance of the NMS model may not be worth its
computational cost against MVLR. To ensure
applicability in industrial settings, it is crucial to
expand these findings to multiple joints, considering
the potential influence of biarticular muscles on the
results. Additionally, it is important to investigate
the impact of EMG signal degradation caused by
factors such as sweat, fatigue, and electrode
displacement.

Figure 1. Mean normalized root mean square error of valid-
ation trials for each model. Error bars represent the 95% confi-
dence interval.
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4. Conclusions

In the present preliminary study, we compared three
EMG-to-torque models using a specific in situ pro-
cedure. We showed that the NMS model was signifi-
cantly more accurate than MVLR and SYN models.
Future work will extend this study to include more
degrees of freedom and criteria to guide the selection
of models for real-time applications.
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1. Introduction

Virtual reality (VR) headset has been increasingly
used in clinical settings in recent years for balance
and gait rehabilitation in patients with neurological
conditions (Cano Porras et al. 2018) or older adults
(Soltani and Andrade 2020). However, this device was
not specifically developed for rehabilitation and bal-
ance assessment but for video games.

Consequently, the specificity of this device could
lead to a modification of the user balance. In fact, some
authors (Akizuki et al. 2005) assessed the effect of vir-
tual reality on balance in healthy adults compared to
non-VR headset condition. They concluded that VR
headset negatively impacts balance in healthy adults.
However, the effect of VR headset on balance could be
attributed to two main factors: the specificity of the
projection of the virtual environment as nonfamiliar
visual clues and visual-vestibular conflict, and the
added mass of the headset that, is actually distributed
towards the front of the head. However, to achieve pos-
tural stability, the nervous system notably relies on
head stabilization within space (Wallard et al. 2012). In
addition, perception from cutaneous and kinesthetic
receptors can influence postural stability (Jeka and
Lackner 1995). Some studies (Robert et al. 2016) have
analyzed the effect of VR headset on balance and found
no significant difference compared to the non-VR
headset condition. However, the mass, its repartition
and the sensory feedback may vary from a headset to
another. These differences can lead to different effects
of the device on balance. In addition, another study
(Gotardi et al. 2020) evaluated the impact of a headset
eye tracker and observed that the device’s mass and
sensory feedback contributed to enhance user stability.

To our knowledge, no study has evaluated the
effect of the HTC VIVETM on postural stability, con-
trol and leaning. This headset is currently the most
commonly used in clinical practice. Therefore, this
study aimed to assess the effects of the mass (380 g)
of the HTC VIVETM on postural stability, control and

leaning. It was hypothesized that the mass of this
headset and its distribution over the head modifies
these postural parameters during upright standing.

2. Methods

1.1. Participants

The study involved 10 healthy young males (age:
24.7 ± 4.2 years, height: 1.76 ± 0.06 m, and body mass:
70.0 ± 11.3 kg). All included participants were
informed of the objectives and the progress of the
study, and gave written consent.

1.2. Protocol

The experimental task consisted of a 30 s stabilomet-
ric measurement. Between each acquisition, the par-
ticipants were invited to complete a rest period of at
least one minute outside the force platform. They
were asked to stand still upright in a standard stand-
ing position on the force platform, on an A3 sheet
of paper, with feet at hip-width and arms along the
side of the body (Figure 1). For the following trials,
participants had to position their feet according to
their drawn footprints. From then, two conditions
with eyes closed were used to analyze the effects of
the mass of the HTC VIVETM headset: with VR
headset (Headset) and without VR headset (No
headset).

1.2. Data analysis

The postural stability (antero-posterior (AP) and
medio-lateral (ML) ranges of the center of pressures

Figure 1. The experimental setup – standard position on the
force platform with the VR headset(a). standardization of feet
placement on an A3 sheet of paper (B).
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(CoP), 90% confidence ellipse area (EC90)), postural
control (CoP velocity (global, AP and ML)) and
standard deviation of the CoP mean position (Std)),
and postural leaning (AP/ML CoP mean position)
were assessed. The statistical analysis was done using
a paired sample t-test with JASP (V0.14) software.
The significance level a was set at p� 0.05.

2. Results and discussion

The spatiotemporal parameters characterizing postural
stability, postural control and postural leaning were
not significantly different with and without headset
(all p� 0.55) (Table 1).

Our findings, consistent with a previous study on
postural balance using a different VR headset
(Robert et al. 2016), contradict the results of another
study that showed balance improvements with a
395 g headset eye tracker (Gotardi et al. 2020). This
difference may be attributed to variations in mass
distribution around the head. While the eye tracker
had a relatively uniform mass distribution, the VR
headset concentrated most of its mass on the fore-
head. This could explain our disagreement in two
ways. Firstly, the additional sensory information pro-
vided by the VR headset mass may have been coun-
tered by mechanical degradation induced by the VR
headset mass. Secondly, the concentration of the VR
headset mass predominantly on the forehead could
lead to a reduction in degrees of freedom. Previous
studies have shown that the ability to control and
suppress biomechanical degrees of freedom allows
the postural control system to adapt postural strat-
egies without compromising balance (Buchanan and
Horak 2001).

3. Conclusions

The mass of the VR headset did not significantly
affect postural balance in young and healthy users.
These results should be confirmed in vulnerable
populations.

In the perspective of future research, it would be
intriguing to investigate the impact of VR headset
usage on Kinematic parameters, focusing on degrees
of freedom, specifically utilizing the uncontrolled
manifold theory. Studying the impact of VR on
human movement and coordination, specifically the
coordination between controlled and uncontrolled
components, can provide valuable insights for opti-
mizing VR-based rehabilitation.
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Table 1. CoP parameters with (Headset) and without (no
headset) headset with eyes closed.

Headset No headset p-value

RangeAP (mm) 16.3 ± 3 16.3 ± 3.9 0.98
RangeML (mm) 11.8 ± 3.7 10.7 ± 3.35 0.20
EC90 (mm2) 121.8 ± 56.9 113 ± 54.8 0.59
VelocityGL (mm s�1) 10.5 ± 1.2 10.7 ± 2.2 0.71
VelocityAP (mm s�1) 7.9 ± 1.4 8.0 ± 1.6 0.66
VelocityML (mm s�1) 4.7 ± 1.1 4.6 ± 1.6 0.95
StdAP (mm) 3.3 ± 0.7 3.3 ± 0.8 0.93
StdML (mm) 2.5 ± 0.8 2.3 ± 0.7 0.35
CoP mean positionAP (mm) �74.9 ± 12.6 �73.6 ± 12.6 0.59
CoP mean positionML (mm) 1.5 ± 6.4 2.5 ± 4.3 0.55
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1. Introduction

Cartesian wrench capacity, the range of achievable
forces and moments that a human, with different parts
of his body, can generate in different directions of
space, is an important tool for analyzing human phys-
ical abilities in various fields such as sport and rehabili-
tation (Rezzoug et al. 2021). However, obtaining this
information through empirical means is time-consum-
ing and often limited to static conditions.
Musculoskeletal models provide an efficient way of cal-
culating Cartesian wrench capacity metrics, such as
Cartesian wrench polytopes, enabling real-time applica-
tions (Skuric et al. 2022; Carmichael and Liu 2011).
However, when using these metrics on the fly, it is
essential to consider the dynamic factors related to
gravity and inertia. Therefore, in this paper, we propose
a new extended formulation of Cartesian wrench cap-
acity polytope based on musculoskeletal models
accounting for these motion and gravity related effects.

2. Methods

The dynamical model of the human musculoskeletal
model can be expressed as

M qð Þ€q þ C q, _qð Þ _q þ g qð Þ ¼ � LTðqÞt � JTðqÞF
where MðqÞ and Cðq, _qÞ are state q, _q dependent inertia
and Coriolis and centrifugal matrix, gðqÞ is the vector
of gravity induced joint torques. Matrix -LðqÞT is the
muscle moment arm matrix describing the relationship
between muscular forces and generated joint torques
s ¼ �LTðqÞt and JðqÞ is the jacobian matrix relating
joint velocities _q and the cartesian velocity _x ¼ JðqÞ _q:
Vector t is a vector of muscular tension forces and F is
the generated cartesian wrench.

2.1. Influence of dynamic on the wrench
generation

The generation of the Cartesian wrench F involves
two main factors: muscular forces t and the effects of

rigid body dynamics. These effects can be represented
as a state-dependent bias joint torque vector.

sb q, _q, €qð Þ ¼ MðqÞ€q þ Cðq, _qÞ _q þ gðqÞ
If assuming kineto-static conditions, where velocity

and acceleration is approximately zero _q, €q � 0, the
bias vector corresponds to the gravity vector gðqÞ:

The influence of dynamical movements is present
in the range of available muscular forces as well

t 2 ½tminðq, _qÞ, tmaxðq, _qÞ

as they depend on the muscle lengths and contraction
velocities which can be known from q and _q: tmax

and tmin correspond to the muscular forces produced
by fully activated (activation a¼1) and unactivated
(a¼0) muscle correspondingly.

2.2. Cartesian wrench polytope formulation

For given joint position qk, velocity _qk and acceler-
ation €qk, jacobian Jk¼JðqkÞ and moment arm
Lk¼LðqkÞ matrices can be determined, as well as the
range of available muscle tension forces tk,min, tk,max

and the bias vector sk, b: Finally, the resulting set of
all achievable Cartesian wrenches F can be repre-
sented as a convex polytope

P ¼ Ff jt 2 tk,min, tk,max½ 
, JTk F ¼ �LTk t � sk, bg

2.2. Polytope evaluation

In order to transform this polytope to the minimal
set of vertices (vertex representation) or a set of con-
straints HF � d (half-plane representation) an exten-
sion of the Iterative convex hull method (ICHM)
(Skuric et al. 2022) is proposed. ICHM is defined for
families of problems

Px ¼ fx j y 2 ½ymin, ymax
, Ax ¼ By g
To enable this method to evaluate the dynamics

aware Cartesian wrench polytope P, it needs to be
extended to account for additional bias b

Px ¼ fx j y 2 ½ymin, ymax
, Ax ¼ By þ bg

If the vector Byþ b belongs to the image ImfAg of
the matrix A, then the problem can be reformulated
as

x ¼ AþðBy þ bÞ
where Aþ is the pseudo-inverse of A: To ensure that
By þ b does belong to ImfAg, the equality constraint
can be enforced

VT
2 By þ VT

2 b ¼ 0
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where VT
2 is the projector matrix onto the null-space

of A, obtained from its Singular Value Decomposition
(SVD). This constraint guarantees that any solution x
to the equation x ¼ AþðBy þ bÞ also satisfies the
original equation Ax ¼ By þ b:

Finally, the new formulation of the Linear Program
(LP) used by the ICHM for finding the extreme
points (vertices) of the polytope Px, in the direction
of space defined by the vector c, becomes

max cTAþByþ cTAþb

s:t: VT
2 By ¼ � VT

2 b

ymin � y � ymax

3. Results and discussion

To demonstrate the influence of dynamical effects, a
3D Cartesian force polytope P is calculated for a 50
muscle, 7 degrees of freedom, upper limb musculo-
skeletal model (Holzbaur et al. 2005), generating
forces with its hand. To make these effects more vis-
ible the model has been extended to include a mass
of 5 kg rigidly fixed to its hand. The joint configur-
ation used for the experiments is

qo ¼ 0, 0:76, � 1:29, 1:82, 0, 0, 0½ 
T

The first experiment demonstrates the effect of
gravity on the polytope P: For this experiment the
kineto-static conditions are assumed _qo, €qo5 0, where
the bias vector becomes sbðqo, 0; 0Þ ¼ gðqoÞ:

The influence of the arm’s gravity on the polytope
P can be seen as a vertical shift of the polytope. As
shown on Figure 1, compared to no gravity polytope,
the arm is capable of applying a higher force in the
gravity direction and a lower force in the opposite

direction, while forces in other directions are not
impacted.

In the second experiment, the effect of the arm’s
movement is demonstrated. Joint velocity _qo and
acceleration €qo are set to ones producing 2 ms�1 and
2 ms�2 in the x-axis direction.

J qoð Þ _qo ¼ ½2, 0, 0
Tms�1, JðqoÞ €qo

¼ ½2, 0, 0
Tms�2

Figure 2 shows that when considering the effect of
the arm’s movement in the x-axis (red arrow), the
polytope P is shifted in the same direction. This fact
confirms that the arm is capable of generating higher
forces in the direction of movement.

Average polytope calculation time is around
150ms. The experiments are implemented in pro-
gramming language python using biorbd library
(Michaud and Begon 2021) and the proposed method
is available as a part of the open-source python
library called pycapacity.1

4. Conclusions

In conclusion, this paper presents a new method for
calculating human wrench capacity polytopes based
on musculoskeletal models that takes into consider-
ation the dynamics of the human body. The method
has a potential to be used in real-time applications
and could be a useful tool for analyzing human per-
formance online.

However, the method relies entirely on the accur-
acy of the musculoskeletal model used. Therefore, fur-
ther work is needed to validate the accuracy of the
calculated values against real data to ensure the reli-
ability of the method.

Note

1. https://pypi.org/project/pycapacity/
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1. Introduction

Overuse of back muscles induced by repetitive han-
dling tasks can be associated with the development of
low back pain (LBP). Several previous studies high-
lighted that the use of occupational back-support exo-
skeletons can limit lumbar muscular stress during
dynamic work tasks (Theurel and Desbrosses 2019).
However, the magnitude of the effects appears to
depend on the characteristics of the exoskeleton used
(Kermavnar et al. 2021). On average, the use of active
systems could decrease the muscle activity of the
erector spinae by an average of 25%, whereas for pas-
sive systems, this reduction was only 18%. If these
results generally come from work tasks of short dur-
ation (with few repetitions), the question also exists
for longer repetitive tasks, potentially generating
neuromuscular fatigue. Indeed, Dos Anjos et al.
(2022) recently showed a significant interaction
between exoskeleton technologies and task duration.
They observed an effect of the passive exoskeleton
with lower muscle activity only at the beginning of a
repetitive task. Having evaluated only one exoskel-
eton, it is difficult to say whether this observation is
linked or not to the model tested or it can be
generalized.

The objective of this study was therefore to assess
the consequences of the use of different models of
back-support exoskeletons on the activities of spine
and hip extensor muscles, during a 5-min repetitive
manual lifting task.

2. Methods

2.1. Participants

Twenty-seven volunteers without musculoskeletal dis-
orders participated in this study. Before the experi-
mentation, the participants realized a training
protocol to familiarize them with the use of the
exoskeletons.

2.2. Experimental condition

Participants performed a standardized repetitive man-
ual lifting task in the sagittal plane with a 10 kg load,
during 5min at an imposed rhythm of 15 cycles/mi-
nutes. The lifting task was realized with the stoop
technique without equipment (CON) and with three
exoskeletons: 1 passive (P-EXO, BackX from SuitX)
and 2 actives (A-EXO1, Exoback from RB3D and
A-EXO2, CrayX from German Bionic). Surface EMG
activity of erector spinae (ES) and biceps femoris (BF)
was recorded continuously during the task and nor-
malized as a percentage of a reference value deter-
mined with isometric contraction (%RMSref). Data
were analysed using generalized linear mixed model
with exoskeletons, sex and time as main effects, as
well as their interaction effects (p< 0.05). Normality
of the residuals was checked.

3. Results and discussion

Statistical analyses firstly showed a main exoskeleton
effect (p< 0.05). Considering the whole task, the use
of active exoskeletons (A-EXO1 and A-EXO2) signifi-
cantly decreased the muscle activity of ES by �15 and
�11% and BF by �21 and �14% respectively, com-
pared to the control condition without equipment.
These results are in agreement with previous studies
showing reduced muscle activity with the use of active
exoskeletons. There was also a decrease in muscle
activity of �6 to �14% compared to passive systems
when using active ones. This result is in agreement

Table 1. Participant characteristics.
Sex N Age (years) Height (m) Weight (kg)

Women 14 24 ± 6 1.66 ± 0.06 63.6 ± 13.3
Men 13 25 ± 5 1.80 ± 0.04 75.5 ± 7.9

Figure 1. Mean EMG activities ± standard deviations of erector
spinae (ES) and biceps femoris (BF) muscles on the whole
task. The control condition (CON) is in black, P-EXO in dark
gray, A-EXO1 in light gray and A-EXO2 in white. A significant
difference between two conditions (p< 0.05 is represented by
a bracket.
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with the review of Kermavnar et al. (2021), who
reported greater benefits on ES muscle activity with
active compared to passive systems. These differences
between technologies could be explained by the assist-
ance level, which is higher for active systems. In our
study, the passive exoskeleton theoretically allowed a
maximum assistive torque of 41Nm while the active
exoskeletons allowed 72Nm. However, our results also
shown a difference between the two active systems on
ES and BF muscle activity, with larger decreases
(-5 and 8%, respectively) for A-EXO1. As active sys-
tems have been settled to an identical assistive torque,
these differences could be explained by different
design characteristics, in terms of weight, transfer
points of the assistance or joints number. Indeed, a
lower weight (8 kg versus 11 kg) and a higher level of
anthropomorphism (2 joints at the lower back and
hip level versus one at the hip level) could explain the
greater EMG reductions induced by the A-EXO1
compared to A-EXO2. These hypotheses have previ-
ously been advanced to explain differences observed
for cardiorespiratory parameters (Schwartz et al.
2021).

In this study, the exoskeleton-time interaction was
not significant for the both ES and BF muscles activ-
ity. This result means that the beneficial effects
induced by the exoskeletons are not modified over
the time of the task performed. This is not in agree-
ment with Dos Anjos et al. (2022), who showed that
the EMG activity of ES muscles was reduced by 5%
only at the beginning of the task when using a passive
system. This difference with our study could be
induced by different experimental protocols. For
example, the task duration was 5min in the present
study while it was 10min in the study of Dos Anjos

et al. (2022). So it is possible that in the present study
the task was not sufficiently long to induce muscle
fatigue, which could have modulated the consequen-
ces of exoskeletons on the muscle activities. Other
studies must be carried out during longer or more
complex tasks inducing neuromuscular fatigue to con-
firm this hypothesis.

4. Conclusions

The objective of this study was to evaluate the evolution
of the muscular consequences of the use of various
models of back-support exoskeletons during a repeti-
tive manual lifting task. Our results showed that the use
of active occupational back-support exoskeletons could
reduce the EMG activity of the erector spinae and
biceps femoris muscles. The benefits provided by these
systems appear however to depend on various charac-
teristics of their design. It was also observed that there
was no differences in temporal evolution of EMG activ-
ities during the task between the different exoskeleton
conditions. In conclusion, active back-support exoskel-
etons could help reduce the risk of low back pain (LBP)
related to repetitive handling tasks.
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Figure 2. Mean EMG activities ± standard deviations of erector
spinae (ES) muscle over time. The control condition (CON) is
presented at the top left, P-EXO at the top right, A-EXO1 at
the bottom left and A-EXO2 at the bottom right.
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Effect of mass addition on upper
limb joint torques during meat
cutting tasks: a parametric study

A. Tomezzoli, A. Schuster, G. Dumont and
C. Pontonnier

Inria, CNRS, IRISA, Univ Rennes, France

1. Introduction

Musculoskeletal disorders (MSDs) are a major public
health issue. In the meat processing industry, elbow
and hand MSDs are over-represented, neck and
shoulder MSDs prevalence still being high
(Nordander et al. 2009). To mitigate the exposure to
physical risk factors of MSDs, especially to forceful
exertions, the use of a wrist exoskeleton delivering an
assistive force to the user during the task performance
can be considered (Chander et al. 2022). During the
development process of wrist exoskeletons, the risk of
increasing physical load by the addition of a given
mass, depending on its position on the forearm,
arose. To investigate this effect in biomechanical
terms, the intensity of the user-generated torques
associated with the exertion versus rest duration can
be used (Potvin 2012). The goal of the study was to
identify, based on these criteria, areas of maximum
increase in joint torques of a mass added to the fore-
arm, during a real meat cutting task.

2. Methods

2.1. Data collection

A previous dataset, described by Chander et al.
(2022), was reused. A meat cutting task consisting in
pork belly deboning was performed by a professional
butcher (INRIA ethics committee COERLE, n� 2021-
07). The butcher’s motion was recorded with an opto-
electronic motion capture system (Qualisys, 200Hz).
Knife and table forces were recorded using 6 degree
of freedom (dof) force sensors (ATI Mini45-E
Transducer, 500Hz, and HBM MCS10-005-6C,
1000Hz, respectively).

2.2. Joint torques computation

The cutting task was defined as the part of the trial
with a cutting force intensity higher than 3N. A bio-
mechanical model of the upper limb (3 segments, 7
dofs) was designed in CusToM (Muller et al. 2019),
following the International society of biomechanics

recommendations, and using body segment inertial
parameters of Dumas et al. (2007) scaled to the par-
ticipant. This baseline biomechanical model was
modified to provide a range of models integrating a
0.5 kg additional point mass at successive locations on
the forearm, to simulate the mass of an exoskeleton
and realistic positions of its center-of-mass. Three
parameters were combined: distance along the fore-
arm Y

!
longitudinal axis (n¼ 2), distance from this

axis (n¼ 3), angular position on the transversal plane
(n¼ 8), for a total of 34 locations (Figure 1). Inverse

Figure 1. Positions of the additional mass on the forearm.
Related model names (in yellow) on the proximal transversal
plane (black circles).

Figure 2. Pronation peak torque variations (%) for different
proximal mass locations.
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kinematics and dynamics were computed, under the
assumption of unmodified task performance, in terms
of upper limb kinematics and external forces.

2.3. Postprocessing

Peak torques were computed, for each dof, as the
97.5 and 2.5 percentile of torque distributions
across time, to prevent measurement artifacts
exceeding 2 standard deviations from the mean.
The peak torque variations were computed as (si,a,j
� si,b)/si,b, i being the different dofs, a,j the differ-
ent altered models, and b the baseline model. The
duty cycle (DC) was computed as the percentage of
frames exhibiting positive torques (e.g. elbow flex-
ion) or negative torques (e.g. elbow extension).
Differences between the baseline model (DCi,b) and
each altered model (DCi,a,j) were computed as
(DCi,a,j � DCi,b). As internal/external rotation of
the arm can hardly be interpreted clinically, this
result is not reported.

3. Results and discussion

3.1. Effects of mass location

Areas of maximum increase in joint torques were
identified. Firstly, peripherical positionings resulted
in larger joint torques than positioning close to the
longitudinal forearm axis, for shoulder elevation,
elbow flexion and, in case of distal positioning, for
shoulder elevation plane (-). Secondly, proximal
ulnar positionings resulted in larger joint torques
than proximal radial ones, for shoulder elevation
plane (-), shoulder elevation and pronation (Figure
2). Maximum joint torques were increased at most
by 38.3%, 38.0%, and 23.0% for supination, prona-
tion, and shoulder elevation plane (-), respectively
(Table 1). The associated DC were increased by
12.3%, 36.9%, 6.0%, respectively. This increase of
torques, especially when combined with increased
exposition durations (Potvin 2012), seems large
enough to increase the risk of forearm and shoulder
MSDs, which is already high among butchers
(Nordander et al. 2009).

3.2. Limitations

Firstly, kinematics was assumed to be unmodified; in
real life, kinematics might be influenced by a mass
addition (Latash and Zatsiorsky 2016). Secondly, the
forearm diameter varies depending on people anthro-
pometry and along the longitudinal forearm axis,
which will influence the position of an exoskeleton;
this should be accounted for accurate prediction of
the effect of a specific exoskeleton. Finally, as high
inter-personal and inter-task kinematics variability
has been reported during meat cutting tasks (Chander
et al. 2022), more kinematics records should be ana-
lyzed to conclude about the best mass positioning.
Moreover, an active exoskeleton is expected to induce
motion adaptations that were not considered in the
current study.

4. Conclusions

The effect of diverse mass positions on upper limb
joint torques was assessed, by virtually adding a 0.5 kg
mass at different locations on a butcher’s forearm,
during a real meat cutting task. Proximal ulnar, along
with peripherical positionings, increased multiple joint
torques. Pronation torques were particularly affected
by the choice of the additional mass positioning, in
terms of peak torques and exposure duration.
Consequently, the efficiency of an exoskeleton can
probably be compromised by poor center of mass
location, even for relatively light exoskeletons. Inertial
parameters must be considered when developing an
exoskeleton.
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Table 1. Maximum effect of mass addition, in terms of joint torque increase: magnitude, mass position, and associated effect on
exposure duration.

Baseline model Maximum effect of mass addition

Duty cycle
(%)

Peak
torque (N.m)

Peak torque
variation (%) Model name

Difference
in duty
cycle (%)

Shoulder plane of elevation þ/- 61.8/38.2 18.4/�4.2 1.0/�23.0 5bL1/5bL2 0.2/6.0
Shoulder depression/elevation 44.5/55.5 15.1/�9.5 5.6/�13.1 7bL2/5bL2 �3.0/4.0
Elbow flexion/extension 85.0/15.0 16.7/�7.4 6.1/�0.0 7bL1/2aL1 1.7/0.0
Pronation/supination 32.3/67.7 1.5/�1.4 38.0/�38.3 1bL2/5aL1 36.9/12.3
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1. Introduction

Knowledge of human’s force capacities enables the
design of physical Human-Robot Interaction (pHRI)
workspaces. As measuring force capacities for all pos-
tures is time consuming, predicting force capacities
from a subset of measurements performed in a lim-
ited number of postures is crucial. The force capaci-
ties can be described as a convex polytope by means
of a personalized musculoskeletal (MSK) model
(Skuric et al. 2022). However, the tuning of a MSK
model is difficult due to the high number of parame-
ters. Thanks to its constraint-free nature on the opti-
mization function, a genetic algorithm is implemented
to find a MSK model parameter set, which fits and
predicts force polytopes (Van Soest and Casius 2003;
Peng et al. 2015).

2. Methods

2.1. Force polytope

The upper-limb is considered as a n degree-of-free-
doms kinematic chain actuated by d muscles. In iso-
metric conditions, the (convex) force polytope
localized at the center of the hand is defined as:

P ¼ f 2 R3f j JTf ¼ �LTt, t 2 tmin, tmax½ 
g (1)

where JT 2 Rn�3 and �LT 2 Rn�d map respectively
the forces at the end-effector f 2 R3 and the muscle
tensions t 2 tmin, tmax½ 
 onto the torque space. These
mappings and the muscle tensions depend on the
joint configuration q 2 Rn: The Iterative Convex
Hull method with a tolerance of 1N is used to
approximate the polytope vertices (Skuric et al.
2022).

For an arbitrary k 2 N, the discretization of a poly-
tope is a scaled-down representation in 2k vertices. It
ensures easier comparisons. The polytope is inter-
sected with lines L1, L2, :::, Lk passing through the
origin and k points evenly distributed on the upper
sphere, with L1 passing through 1; 0, 0ð Þ: Each line
produces two vertices noted vþLi and v�Li : The discre-
tized polytope is defined as:

PD ¼ vþL1 , v�L1 , :::, vþLk , v
�
Lk

� �
2 R2k (2)

2.2. Musculoskeletal model

A biorbd-compatible version of Stanford’s upper-limb
model (Holzbaur et al. 2005) is used and consists of
50 muscles and 7 degrees-of-freedom. The muscle
tensions are computed using Thelen’s muscle model.

2.3. Optimization problem

Our goal is to find a MSK model parameter set M�

which generates discretized forces polytopes close to
discretized polytopes computed from an unknown
model parameter set in p postures:

M� ¼ argminM fp Mð Þ (3)

with fp Mð Þ ¼ 1
p

Xp

i¼1
MSE P̂

D
i ,P

D
i Mð Þ

� �
(4)

with M a model parameter set, p the number of pos-
tures considered, P̂

D
i the discretized polytope to esti-

mate at posture i, and PD
i Mð Þ the computed

discretized polytope at posture i:

2.4. Genetic algorithm

Genetic algorithms are based on the biological con-
cept of evolution. They are particularly efficient com-
pared to classic optimization methods to find
solutions for hard optimization problems, with condi-
tions such as unsteadiness, non-derivability, or noise
(Van Soest and Casius 2003). A genetic algorithm
begins with randomly or manually initialized solu-
tions called the initial generation. The solutions are
then assessed according to a cost function. The best
solutions, called parents, define a new generation by
means of small changes called mutations. The process
is iterated until a terminating criterion is met.

2.5. Simulations

A genetic algorithm is used to minimize (4). A solu-
tion is a set of 150 parameters defining Stanford’s
MSK model. This set includes 3 parameters per
muscle (the maximum isometric force, the optimal
muscle length at which the muscle creates its maximal
isometric force and the tendon slack length). These
parameters have direct impact on muscle tensions
computed using the force-length relationship. Each
generation has 128 solutions. An initial generation is
created using uniform random perturbations up to
30% (arbitrarily chosen due to computation consider-
ations) of the Stanford’s model parameter set. Small
perturbations, up to 5%, are also applied on each
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muscle origin and insertion points. Five initial genera-
tions G1,G2,G3,G4 and G5 are defined.

To assess the impact of the number of postures in
the optimization process, two sets of postures S4 and
S6 are considered: S4 includes 4 common upper-limb
postures (Q1,Q2,Q3, and Q4), while S6 includes 2
more (Q5 and Q6). The model is defined in the global
reference frame following the ISB recommendations:
the x-axis is normal to the coronal plane, the y-axis
normal to the transverse plane and the z-axis normal
to the sagittal plane. The postures are described by 7
Euler angles in degrees using a y-z0-y00 sequence for
the shoulder, a z-y0 sequence for the elbow and a x-z0

sequence for the wrist: Q1 ¼ (31�, 12�, �34�, 74�,
17�, 15�, 15�), Q2 ¼ (79�, 54�, -73�, 53�, 90�, 0�, 0),
Q3 ¼ (124�, 56�, �75�, 32�, 88�, 0�, 0�), Q4 ¼ (27�,
66�, �59�, 34�, 88�, 0�, 0), Q5 ¼ (-41�, 79�, �6�, 104�,
�46�, 6�, 0), and Q6 ¼ (108�, 104�, 7�, 31�, �46�,
6�, 0�).

A cost function is defined per posture set and are
respectively f4 and f6, using (4). The 5 best solutions
which minimize the cost function define the parents.
An elitist strategy is used to keep the parents in the
next generation. For each parent, the mutation pro-
cess generates 5 new parameter sets randomly selected
in the neighbourhood of the parent parameter set.
The neighbourhood size varies depending on the
number of times a solution has been selected as a
parent: below 4 times, the neighbourhood includes up
to 10% around the parent parameters. Between 5 and

9 times, up to 1%. Between 10 and 29, up to 0.5%
and above 30 times, up to 0.1%. Each generated par-
ameter set also includes up to 1% random perturba-
tions for the muscle origin and insertion points. They
induce small perturbations in the generated force pol-
ytopes, allowing us to verify the genetic algorithms
robustness.

3. Results and discussion

A genetic algorithm was used to tune a MSK model
using force polytopes discretized in 26 vertices. A
simplified version of the Stanford’s MSK model
(Holzbaur et al. 2005) with 7 degree-of-freedoms and
50 muscles was used as the model parameter set to
estimate. For the five different initial generations con-
sidered using each posture sets, the algorithm con-
verged to a solution (Figure 1). Predictions show
better results using 6 postures, due to overfitting
when using 4 postures only (Table 1).

Posture number should be optimized to get better
results. Also, found solutions were expectedly distant
from the model parameter set to estimate, due to
redundancy in joint torques generation.

4. Conclusions

Simulation results attest the performance of finding a
model parameter set which fits and predicts force pol-
ytopes for different postures (Figure 2). The cost
functions should be adapted to consider the polytopes
geometry. The method was tested in silico and will be
validated experimentally using a similar protocol for
force polytopes measurements as in (Rezzoug et al.
2013).
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Figure 2. Example of force polytope predictions for 3 new
postures.

Figure 1. Force polytope fitting for posture Q1 from loop 1 to
loop 500 using the posture set.S6

Table 1. Mean 6 SD of discretized force polytopes RMSEs (N)
between stanford’s and solutions found for G1 to G5 using S4
and S6 in fitting postures (white) and in 10 new prediction
postures (grey).

G1 G2 G3 G4 G5
S4 461 361 4 ± 1 5 ± 1 5± 2
S4 14 ± 7 16 ± 13 32 ± 45 31 ± 39 31 ± 53
S6 5 ± 2 6 ± 1 6 ± 1 6 ± 2 9± 3
S6 20 ± 14 16 ± 13 11 ± 9 11 ± 8 14 ± 8
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1. Introduction

Knee osteoarthritis (OA) is a chronic disease charac-
terized by joint cartilage damage which is a major
health issue in today’s society. Valgus knee orthoses
are recommended to improve the quality of life of
OA patients and to postpone the arthroplasty. Tibio-
femoral (TF) contact forces are important parameters
for the follow up of OA progression and the assess-
ment of the orthosis efficiency (Yan et al. 2022).

A reduction of the medial contact forces has been
reported using musculoskeletal models but the mech-
anical action of orthosis was not modelled or simpli-
fied to an external adduction moment (Yan et al.
2022). Musculoskeletal models have also shown that
medial contact force in OA patients is correlated with
inter-segmental moments and contact point locations
(Dumas et al. 2020; Amiri et al. 2023).

Using a musculoskeletal model with a personalised
modelling of the orthosis mechanical action, this
study aims to investigate how wearing an orthosis
impacts the medial contact forces and its correlations
with internal knee adduction moments and contact
point locations.

2. Methods

2.1. Experimental set up

Sixteen patients diagnosed with severe medial OA
wore a personalised 3D printed orthosis (Evoke,
OssKin) for four weeks prior to the test. The orthosis
applies a correction of 4mm knee medial displace-
ment and 5� knee abduction angle. All patients com-
pleted the consent form approved by the institutional
Ethics Committees. Low dose biplane x-rays (EOS)
were acquired in five weight-bearing squat postures
(0�, 15�, 30�, 45�, 70� knee flexion) with and without
wearing the orthosis. Two inertial Sensors (Noraxon,
Inc) were placed in the sagittal plane of the shank
and the thigh to control the knee flexion/extension
angle in real-time. An AMTI force platform (ORS-6)

was fixed inside the EOS cabinet to measure the
forces and moments under the studied foot. A plat-
form was designed to isolate the ground reaction
forces under the contralateral foot, while both feet
were maintained at the same level.

2.2. Musculoskeletal modelling

A five-segment lower limb model with 5 joint degrees
of freedom and 43 muscles lines of action was used
in this study. Bone segments and muscles have been
scaled to subject anthropometry and positioned in 3D
using the biplane x-ray images. Hip joint centre, TF
contact point locations (Zeighami et al. 2017), and
patellar tendon insertion and tendon length were per-
sonalised using the bones 3D reconstructions.

This study used a newly developed method to per-
sonalise loads applied by the orthosis on the lower
limb. The 3D orthosis forces and moments were com-
puted from the soft tissue stiffness of each segment
(Ki

tj, Ki
rj), where i¼ 2,3 stand for shank and thigh,

j¼ 1,2,3 for spatial directions and r,t for rotation and
translation mechanical action (Shafiei and
Behzadipour 2020):

Fij
Mi

j
¼ Ki

tj�ðu� u0Þ
Ki
rj�ð#� #0Þ

((
(1)

where u0, #0ð Þ ¼ ð�4 mm, � 5�Þ is the correction
values applied at standing posture and ðu,#Þ is the
orthosis movement relative to the bone measured in
the biplane x-rays of other postures. In order to ensure
static orthosis equilibrium, forces and moments on
each space axis has been modified as follow:

Fjj j
Mjj j ¼

ðFj3 � Fj2Þ=2
 
ðMj

3 �Mj
2Þ=2 

((
(2)

For all of the static squat postures, internal knee adduc-
tion and flexion moments (KAM and KFM) and contact
forces were calculated via inverse dynamics and static
optimisation including subject-specific contact point
locations (Dumas et al. 2020). TheMann–Whitney statis-
tical test has been performed to study the effect of wearing
or not the orthosis on TF contact forces. Linear regression
tests have been performed to study the relation between
the evolutions of medial force, internal KAM, internal
KFM and contact points locations.

3. Results and discussion

Regarding TF contact forces, a major increase of lat-
eral contact force of 26.4% in standing posture and a
general but not significant decrease in medial force in
all postures were found with the orthosis (Table 1).
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Correlations were observed between the medial
contact force and the KAM parameters (r2 ¼ 0.18
and r2 ¼ 0.15 with and without orthosis, respect-
ively) and the KFM parameters (r2 ¼ 0.23 both with
and without orthosis) (Figure 1) indicating that
modelling the orthosis does not impact the relation-
ships identified in the literature for OA patients
(Dumas et al. 2020; Amiri et al. 2023). Given the
slopes of the correlations, to reduce the medial con-
tact force, the internal KAM should be increased
(external KAM reduced) and the internal KFM
should be decreased (external KFM increased). No
correlations have been found between the medial
contact force and the contact point locations neither
with or without the orthosis. The literature (Dumas
et al. 2020) showed that medial contact forces could
be reduced if the contact points are more medial.
However, contact points seem already located more
medially in OA patients (Zeighami et al. 2017) com-
pared to healthy subjects, and this may not necessar-
ily be the goal to achieve with the orthosis. Besides,
it has been observed that the displacement of contact

point locations remains close to 0mm for many
patients and postures.

This study reports on the unloading mechanism of
the medial compartment of the knee when wearing the
orthosis, as previously observed by Yan et al. (2022),
and confirmed these observations with the inclusion of
the orthosis into the numerical approach. In this study,
the orthosis was assumed to be rigid, and the slippage
was neglected. The soft tissue stiffness was obtained
from the literature (Shafiei and Behzadipour 2020) and
was not subject-specific. All these modelling assump-
tions result in the computation of orthosis loads that
can compromise orthosis equilibrium. That is why a
control step was implemented in this study.

4. Conclusions

This study evaluates the impact of 3D knee unload
orthosis using biplane radiography and musculoskel-
etal modelling including customized loads applied by
the orthosis. Medial contact forces are reduced as the
internal adduction moments increased and the
internal flexion moments decreased.

Future investigations should now focus on evaluat-
ing the orthosis performances on dynamic activities
such as walking.
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Table 1. Average variation (in %) of TF contact forces while
wearing orthosis.

0� 15� 30� 45� 70�

Medial �9.1 �15.2 �15.2 �12.9 �6.6
Lateral þ26.4 �6.2 �3.9 �3.6 þ0.7
Total þ1.3 �10.8 �9.1 �7.3 �2.3

Figure 1. Correlations between medial contact force and
internal KAM (A) and internal KFM (B), with (red) and without
(black) the orthosis.
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bicycle saddle pressure
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1. Introduction

For ecological, economical and public health reasons,
sustainable urban mobility such as bicycle commuting
has increased in French cities, especially since the
Covid-19 pandemic. Nevertheless, despite the advan-
tages, some people are refractory to using bicycle
because of the pain from the saddle.

Indeed, due to the time spent on saddle, bicycle
commuters, sport cyclists (leisure or competition) or
professionals (such as delivery cyclist) may suffer
from more serious troubles than discomfort. These
troubles can be numbness of the perineal region,
apparition of nodules, irritations, erectile troubles,
loss of sensibility, oedema, etc (Van der Walt et al.
2014).

Up to now, most of the studies working on bicycle
saddle discomfort have focused on the interface pres-
sure between the saddle and the soft tissues of the
perineum (Guess et al. 2011). However, even if it
shows disparity of the pressure distribution among
cyclists, the measure of pressure is not enough to pre-
dict discomfort because it does not give information
on soft tissue stress.

In order to access to more information, some
authors measured the blood flow through the peri-
neum while sitting on a saddle (Piazza et al. 2020).
But this measure is not directly liked to discomfort,
nor most of the troubles. Another idea from Bressel
et al. (2007) was to use MRI in order to directly
observe the perineal tissue deformation. Because it
was in a conventional MRI, the participants had to be
lying on their back. For applying saddle pressure, a
device was developed where the participant was har-
nessed to pull up the saddle toward the perineum.
But the position of the participants was far from their
position on a bicycle. Consequently, the soft tissue
deformation observed in this study may not be rele-
vant due to unrealistic loading conditions.

In this study, we used an open MRI to reproduce
upright cycling postures during the image acquisition
to measure deformation in different soft tissues of the
perineum from image segmentation.

2. Methods

2.1. Experimental setup

An upright MRI scanner (ParamedVR 0.5 Tesla,
Figure 1), from the European Scanning Centered in
Manchester, United Kingdom, was used.

A plastic mockup, composed of a 3D printed sad-
dle, handlebars and supports, was built in order to fit
in the MRI which requires non-metallic material to
avoid ferrous metal and interferences.

Three male participants, aged 28, 35 and 31 years
old, were asked to hold three postures (Figure 1):

� the ‘reference’ posture, where the participants
stood up on their feet, in order to get anatomical
images of the unloaded perineum’s participants;

� the ‘top’ posture, where the participants were
seated on the saddle, holding the handlebar such
as their back is approximately at 45�, correspond-
ing to a cruising posture;

� the ‘drop’ posture where the participants were
seated on the saddle, with their forearm on the
arm rests, so their back was approximately at 25�,
corresponding to a racing posture.

The resolution of the scans was set to 2mm slice
thickness, and 1mm slice gap. For this resolution,
the field of view was adjusted to be 300� 300�
300mm in sagittal, coronal and transversal planes
respectively. Each scan took approximately 8min. In
order to help participants not to move during the
acquisitions to avoid blurry scans, two stabilizers
allowed the participants to lean their upper body for
stability.

The protocol was approved by the ethical commit-
tee of Universit�e Gustave Eiffel (formerly the French

Figure 1. Set up in the open MRI. Left: reference position;
middle: top position; right: drop position.

COMPUTER METHODS IN BIOMECHANICS AND BIOMEDICAL ENGINEERING S223



Institute of Science and Technology for Transport,
Development and Networks – IFSTTAR).

2.2. Data processing and analysis

The acquired MR images were segmented and proc-
essed in 3D slicer. It was desired to compare levels of
tissue deformations below the anterior face of the
pubis, from the reference to the top and drop pos-
tures. This anatomical location was of particular inter-
est, as the peak deformation due to saddle induced
forces are observed in this region according to
(Bressel et al. 2007). Hence, for each participant, a
region of interest (ROI) was subsequently defined as
the tissues below the pubis symphysis (perpendicular
to the saddle) in between the bilateral pubic tubercle
(Figure 2).

The visible tissues identified in the ROI were div-
ided into four categories: adipose tissue (fat and skin),
the bulbospongiosus muscle (BS), penile tissues (PT)
(comprised of corpus spongiosum and corpus caver-
nosum), and other (i.e. suspensory ligament of the
penile body, etc.). These tissues were then separately
segmented within the ROI for all participants’ posture
scans, and their individual segment volumes were
extracted. These volumes were then used for deter-
mining the individual and total percentage tissue
deformations.

3. Results and discussion

The MRI images of the three postures are shown in
Figure 2 where the four tissue categories from the
ROI are highlighted. The maximum compression of

the tissues in the whole ROI occurs in the drop pos-
ture. For the participant 1, this value is approximately
50%, however for the second and third participants it
is more than 70%. The BS muscle is the most com-
pressed tissue in the ROI in both postures for partici-
pants 1 and 2. This is the case for the adipose tissue
in the participants 3’s ROI.

Table 1 shows tissue compression based on volume
in the ROI in top and drop postures compared to the
reference posture: 1 – V/Vref. It seems that the penile
and the adipose tissues are the most compressed.

It appears clearly that there are disparities in
between participants in anatomy as well as in tissue
compression (Figure 2 and Table 1). Because the
number of participants in this study is small, it is
not possible to conclude on the possible cause of
discomfort and health trouble due to bicycle saddle.
Further work needs to be performed with more
participants.

4. Conclusions

Results show a difference between the anatomies and
percentage tissue compositions across the participants.
Surely these differences have major influence on the
manner with which the respective tissues deform in
the perineal region, and hence affect the neurovascu-
lar vessels they enveloped within them.

With regards to the effect of cycling posture on tis-
sue deformations, the results indicate that the max-
imum tissue-bundle deformation occurs during the
drop posture across all the participants.

In conclusion, pelvic and perineal anatomical
structures should be taken account during saddle con-
ception and should be added to the parameters that
need to be assessed before choosing a saddle.
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Figure 2. Segmentations in the ROI in the medial sagittal
view in the reference, top and drop posture. The four tissue
categories are highlighted as well as the pubic symphysis (PS)
in peach.

Table 1. Percentage of the tissue compression in the ROI for
the top and drop postures compared to the reference state.
Tissues Other Penile BS Adipose

Participant 1
Top 26% 32% 80% 45%
Drop 28% 49% 77% 80%

Participant 2
Top 12% 69% 70% 83%
Drop 29% 73% 62% 81%

Participant 3
Top 12% 71% 31% 55%
Drop 18% 72% 45% 76%
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1. Introduction

How can work equipment designers estimate the
maximum joint actuation torques that operators can
perform at the workstation? These data are essential
for ergonomic risk assessment, yet designers usually
only have at their disposal the databases provided
with digital mannequin software. These are often
approximate (Hall et al. 2021), leading to potential
under-estimation of occupational risk exposure. This
study describes a methodology based on zonotopes
and musculoskeletal simulation to provide designers
with more comprehensive and more reliable estimates
of maximum actuation torques. As a partial validation
process, this study also compares such simulated max-
imum actuation torques to experimental data
described in the literature (Frey Law et al. 2012;
Haering et al. 2019) focusing on maximum isometric
and isokinetic actuation torques of the elbow.

2. Methods

2.1. Mathematical and modelling approach

The upper limb is described as a musculoskeletal sys-
tem made of m muscles and p rigid bodies linked
together by N degrees of freedom (DoF). Let R ¼
[ri,j] be the matrix of the moment arms of muscle j
relative to the DoF i. R depends only on the joint
angles q of the system. Let t be the vector of individ-
ual muscle tensions. Considering a Hill-type muscle
model accounting for the active/passive length/veloc-
ity force relationships, t depends on joint the angles
and velocities q, _qð Þ: Hence the vector s of actuation
torques is:

s ¼ RðqÞtðq, _qÞ (1)

The set T of all achievable muscle tensions is a hyper-
cube of dimensionm. In this study, its bounds have been
computed using OpenSim (Seth et al. 2018) and the
musculoskeletal model of the upper limb ‘MOBL’
described in (Saul et al. 2015). This model represents to a

male subject with a height of 1.77m and a mass of 75 kg.
It includes 50 muscles and 7 DoFs.

According to Equation (1), the set of achievable
actuation torques is the image of T through the linear
mapping defined by R. This set, denoted Z, is a spe-
cial type of convex polytope called a zonotope, which
can be computed using the hyper-plane shifting
method (Gouttefarde and Krut 2010). Any point on
the external surface of Z is an extremum, where at
least one joint torque is maximum. Hence, computing
maximum joint actuation torques is equivalent to
computing intersections or projections of Z with a
line or a surface in the space of actuation torques.

2.2. Comparison with experimental data

As a partial validation process, we conducted simula-
tions for two experiments, on the one hand that of
(Frey Law et al. 2012), hereafter denoted FL, and on
the other hand that of (Haering et al. 2019), hereafter
denoted H. Both concern the joint torque-velocity-
angle relationships (JTVAR) of elbow flexion and
extension. The first focuses on concentric exertion,
the latter addresses eccentric exertion in addition.

3. Results and discussion

3.1. FL-experiment

We used the experimental data corresponding to 30
male subjects (mean height of 1.80m and mass of
81.5 kg). Figure 1 compares the experimental and
simulated maximum actuation torques. The Root
Mean Square (RMS) difference in normalized actu-
ation torque is about 27% and 20% for flexion and
extension exertion respectively.

3.2. H-experiment

This experiment involved 34 subjects, but we only
considered the subject whose height and mass were
the most similar to the MOBL model. Figure 2 shows
the experimental and simulated normalised maximum
flexion and extension joint torques depending on
joint velocity. The RMS is about 7% and 16% for flex-
ion and extension exertions.

3.3. Discussion

Simulated and experimental torques show similar
trends. This may be a significative benefit of this
approach over DHM data that completely neglects the
influence of joint velocities on actuation capabilities.
However, a normalisation processing is needed
because the MOBL model is not parameterised
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according to subjects’ anthropometry and
performance.

4. Conclusions

This paper describes a method to estimate joint actu-
ation performance based on zonotopes and musculos-
ketal simulation. This approach can be used to
simulate complex experiments, including isokinetic
exertions. As a first validation step, this study shows
that such simulations account for the global trends
observed experimentally, even without any customiza-
tion of the musculoskeletal model. This parameterisa-
tion step is to be explored further to reduce the gap
observed between experiments and simulation. Scaling
the model anthropometry, the individual muscle
capacities and moment arms should be the main

levers to play with. If this step is completed, this
approach may provide a convenient way to provide
work equipment designers with more accurate and
comprehensive estimations of maximum actuation
performances of operators at the workplace than
those at their disposal through current Digital Human
Model software tools.
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1. Introduction

Studies on human motion dynamics rely heavily on a
good knowledge of Segment Inertial Parameters (SIP).
Accurate knowledge of those parameters has made it
possible to refine medical diagnosis and personalize
health-care solutions. Conversely, a poor estimation
of those parameters leads to wrong estimate of the
external wrench and joint torques. A first estimation
of SIP (Dumas 2007) can be obtained from
Anthropometric Tables (AT), but they are notoriously
inaccurate for people with atypical mass distribution
such as infants, athletes or pathological individuals. In
this context, Venture (2009) showed a reliable and
robust method to estimate the SIP for humans out of
motion and external wrench measurements using a
real time visual feedback. This is this method that
have been revisited here to allow accurate SIP identi-
fication for human. This work is based solely on
open-source software that will be made available to
the community upon request.

2. Methods

2.1. Biomechanical model

The biomechanical model used in this study is com-
posed of Nj  ¼  42 DoFs (including a floating base)
and Ns  ¼  16 body segments. It follows the joint axis
definition proposed by the International Society of
Biomechanics. The base of the model is located on
the pelvis frame from which the upper body and the
lower body are connected to. A floating base, repre-
sented by 3 translations and 3 rotations, precedes the
pelvis frame to move the model in space. The main
kinematic tree chains the pelvis to the abdomen
through one lumbar cardan joint, the abdomen to the
thorax and the thorax to the head with respectively
one thoracic and one cervical spherical joint. Both
upper-arm segments are connected to the thorax
through one spherical joint, lower-arm segments are
linked to the upper-arm through a cardan joint, and

hand segments are linked to the lower-arm through a
cardan joint. Same applies for the legs where upper-
leg segments are connected to the pelvis through one
spherical joint, lower-leg segments are attached to
upper-legs through revolute knee joints and the feet
segments are linked to lower-legs thanks to ankles
cardan joints.

2.2. Inverse dynamic model (IDM)

The objective is to determine a set of 10 SIP for each
segment j that are expressed in the joint frame: Uj  ¼
  Mj MSj TIj
� �

, where Mj is the mass of the segment,
MSj  ¼   MSXj MSYj MSZj

� �
is the 3D vector of

the first moment of inertia and TIj  ¼
  XXj XYj XZj YYj YZj ZZj
� �

is the 6D vector regroup-
ing the element of the tensor of inertia.

It has been demonstrated that the IDM can be
written in a linear form with respect to the SIP as:

RdU  ¼   0 s½ 
T þ
XNc

k¼1
JT0k J

T
ck

� �T
Fextk   (1)

where:

� s  2 R
Nj�6 is the vector of joint torques.

� Nc is the number of contact point with the
environment.

� Fext
k 2 R

6 is the vector of external wrench acting
on the structure at contact k:

� J0k Jck ½ 
 2 R
6�Nj are the basic Jacobian matrices of

the positions and orientations of the contact link
at contact k with respect to q0 and qc, the angular
configurations of the base and of the rest of the
kinematic chain.

� Rd ¼ Rd0 Rdc½ 
T 2 R
Nj�10Ns is the dynamic regressor

associated respectively to the base link and to the
other segments. They are function of q0, qc and
their derivatives.

� U 2 R
10Ns is the vector containing all the seg-

ments SIP.

For humans, as we can only measure external
wrench acting on the base link, only the upper part of
the equation associated to the motion of the base link
can be used. Consequently, to identify human SIP
during the experiment, one requires the measurement
of the structure motion using, for instance, motion
capture to retrieve, thanks to Inverse Kinematics (IK),
q0and qcand their derivatives and the measurement of
external forces Fext

k :

The IDM as well as the forward kinematic model
are computed in real-time thanks to the Cþþ
Pinocchio (Carpentier 2019) library that efficiently
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implements state-of-the-art rigid body algorithms for
poly-articulated system.

2.3. Experimental setup

Experiment has been conducted on one healthy sub-
ject (26 years, 97 kg) using a 20 cameras
Stereophotogrammetric Systems and a force plate
(Vero v2.2 Vicon, AMTI OR6 Series) sampled at
100Hz at CREPS in Toulouse. The popular plug-in
gait template based on 35 markers was used to esti-
mate human motion.

The identification process is as follows:

1. The geometric model of human is calibrated,
using a static anatomical pose (T-pose).

2. From the motion capture and force-plates meas-
urements, the SIP are identified in real-time.

3. A colored visual feedback (Figure 1) is used to
inform the subject about the quality of the identi-
fication of each segment. It improves the quality
of identification results without the need to pre-
scribe pre-defined exciting motions.

The subject was simply instructed to perform sev-
eral movements such as squats, or arms and legs
rapid flexion/extensions as shown in Figure 1 until
the visual feedback showed all segment in the green
meaning that the identification was successful.
Indeed, the colours were displayed according to the
quality of the identification following the relative
standard deviation of the error:

r/j% ¼ 100

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
covi, i /j

� �q
mean /j

� � :

3. Results and discussion

To evaluate the quality of the identification process,
the measured forces and the ones estimated with the
model were compared. Figure 2 is a comparison
between the measured external wrench and its esti-
mate when using a model based on the AT and the
identified one. The corresponding averaged RMSE
were 19.47N and 33.22N.m for the model based on
AT and 16.84N and 16.77N.m for the identified
model

4. Conclusions

We have proposed a real time identification method
for the whole body segment parameters of humans.
We have shown that:

� The identification of all the SIP is possible. The
estimated parameters meet the identification
results without distortion, and minimize the error
of the prior information from data-base. A good
way to evaluate the results is to see how well the
measured forces are tracked when using the identi-
fied model.

� The proposed approach of real-time identification
and visualization of identification results during
measurement allows to generate optimal persistent
exciting trajectories, thus to obtain more accurate
results with less data.

Figure 1. Experimental setup and visual feedback associated to specific pose.

Figure 2. Human external wrench comparison between meas-
urements (red) and its estimation using at model (blue) and
the identified model (green).
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Future work will consist in developing the real
time algorithm using more affordable sensors to gen-
eralize the pipeline. Applications of the method
include interfaces for health and rehabilitation moni-
toring, to be seen as a clinical routine.
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1. Introduction

About 75 million people worldwide require a manual
wheelchair (WHO 2018). Within manual wheelchair
users, the prevalence of upper limb pain, particularly in
the shoulder, is over 70% (Smith 2016). Due to the per-
sistence of pain, their mobility and quality of life are
severely compromised (Chow and Levy 2011). Previous
studies looking at wheelchair locomotion mainly inves-
tigated propulsion on a flat surface (Koontz 2009;
Waldford 2019) and to a lesser extent over curbs, slopes,
or during other advanced wheelchair skills (Cowan
2008; Nagy 2012; Lalumiere 2013; Rouvier 2022).
However, none have focused on the kinematics of
wheelchair propulsion over an obstacle (e.g. gutters or
tram tracks) despite them being com-mon within urban
environments. Assessing propulsion over an obstacle
would improve our understanding of the challenges and
injury risks wheelchair users face while being mobile
within urban environments. Thus, the aim of this study
is to identify the adaptations of wheelchair users when
propelling over an obstacle.

2. Methods

2.1. Participants

The protocol was approved by the Sainte-Justine
University Hospital Center Ethics Committee (MP-
21-2020-2533). It included seven manual wheelchair
users (six males, average mass 71.77 ± 11.38 kg, height
178.6 ± 8.1 cm, age 20-40 years, four right-handed)
who had used a wheelchair for 6months to 8 years.
The participants had no history of right shoulder pain
or injury, or neurodegenerative disorders.

2.2. Data collection and analysis

Each participant used his/her wheelchair during the data
collection. Thirty-eight reflective markers were used to
track the participants’ trunk and upper right limb.
Additionally, six markers were placed on the wheelchair
frame, five on each back wheel, and four on the obstacle.

The kinematic data were recorded using Vicon (Vicon
Motion Systems, Oxford, UK) at 250Hz. Muscle activity
was recorded at 2000Hz using surface electromyog-
raphy (EMG) electrodes for 12 muscles (Delsys, Natick,
MA, USA): deltoids (anterior (DA), median (DM), pos-
terior (DP)), trapezius (upper (TI), middle (TM), lower
(TS), serratus anterior (SA), latissimus dorsi (LA), pec-
toralis major (clavicular head) (PS), biceps (BI), and tri-
ceps (long (TRB), lateral (TRL). For the six participants
who consented, intramuscular EMG electrodes were
inserted into the supraspinatus (SUPSP), infraspinatus
(INFSP), and subscapularis (SUBSC).

The participants propelled themselves at a con-
stant, comfortable, self-selected speed over a smooth,
flat surface (>1m), starting and stopping propulsion
outside of the view of the cameras. The steady-state
propulsion was confirmed by evaluating wheelchair
velocity. Then they propelled over an obstacle with
the dimensions 0.06� 0.12� 1.3m (H�W � L).
They began facing the obstacle with the wheelchair
axle 1m from it, and propelled their wheelchair up to
1m after the obstacle. The participants chose the
movement approach while propelling over the obs-
tacle; no technique was imposed.

The 15 muscles’ EMG maxima and the joint angle
time histories (Wu 2004) were calculated and tested
for normality using the Shapero-Wilks test. A paired
t-test with Bonferroni correction was performed to
compare the maxima glenohumeral (GH) joint angles
(flexion-extension, abduction-adduction, and external-
internal axial rotation) and muscle activation for each
condition.

3. Results and discussion

The peak GH flexion-extension angles were significantly
lower (p< 0.017), and the peak GH joint external rota-
tion angles were significantly higher (p< 0.017) during
propulsion over an obstacle compared to propulsion on
a flat surface (Table 1). Maximummuscle activation was
significantly higher (p< 0.003) during propulsion over
an obstacle compared to propulsion on a flat surface for
the following muscles, with the percentage difference:
DA (70 ± 20%), DM (32 ± 36%), DP (25 ± 41%), TI
(72 ± 19%), TM (39 ± 36%), TS (72 ± 15%), SA
(32 ± 33%), LA (75 ± 18%), PS (63 ± 29%), BI (69 ± 16%),
SUPSP (19 ± 53%), and INFSP (22 ± 78%) (Figure 1).

Previous studies have found that higher peak
shoulder joint angles occur whilst ascending higher
curbs compared to lower curbs (Lalumiere 2013;
Nagy 2012). In the present study, the flexion-exten-
sion angles recorded during propulsion over an obs-
tacle were lower than during propulsion on a flat
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surface. However, the external rotation (i.e. negative
axial rotation) was significantly higher. Given the
high SD values for both GH joint angles and muscle
activation, these results should be treated carefully. As
participants chose their movement approach for the
obstacle, the high SD could be due to the variance in
technique and strength. Propulsion over an obstacle
required a limited GH range of motion compared to
flat propulsion. This may be due to the higher levels
of control required to complete the obstacle. During
propulsion over the obstacle, all muscles showed, on
average, over 19% higher peak EMG excitations com-
pared to propulsion on a flat surface. Propulsion over
an obstacle may be more strenuous compared to pro-
pulsion on a flat surface, as wheelchair users must
elevate themselves above the obstacle, counteracting
gravity. Indeed, previous studies have found maxima
muscle activation of the BI, PS, and DA were signifi-
cantly higher whilst ascending higher curbs compared
to lower curbs (Lalumiere 2013).

4. Conclusions

Overall, GH flexion-extension angles were signifi-
cantly lower, and GH external rotation angles were
significantly higher whilst propelling over an obstacle
than over a flat surface, Given the high SD values, it
would be beneficial to expand this work by testing
more participants. The peak muscle activations were

higher during propulsion over an obstacle, indicating
that this task is more strenuous than propelling on a
flat surface. A perspective is to measure the external
efforts, using an instrumented wheel, to also docu-
ment the GH joint moments.
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Table 1. Mean and SD for the maximum angles of the GH
joint angles during propulsion on the flat and over an
obstacle.
GH joint angles Obstacle Flat surface

Flexion-extension 10.7 ± 7.4� 15.7 ± 5.8�
Abduction-adduction 25.6 ± 6.9 27.7 ± 8.2
Internal-external axial rotation �5.1 ± 8.9� �0.1 ± 4.1�
� represents a significant difference (p< 0.0017).

Figure 1. Peak muscle excitation during propulsion on a flat
surface (F) and over an obstacle (O) for deltoids anterior (DA),
biceps (BI), and pectoralis major (PS).
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1. Introduction

To relieve patients suffering cartilage diseases and to
facilitate the rehabilitation after an operation, it is neces-
sary to unload the knee during daily living activities.
Medical doctors used to prescribe knee orthosis to
relieve their patients. These devices are based on various
concepts to unload one or both knee’s compartments by
reducing the tibiofemoral contact force (TFCF) or the
abduction-adduction moment. Nevertheless, because it
is difficult to measure articular forces in vivo, few studies
evaluated knee braces in terms of TFCF reduction. This
leads us to question their effectiveness. In this paper, we
then raises two objectives: to list the various quantitative
methods for knee brace evaluation methods in terms of
TFCF reduction and then to highlight the current chal-
lenges in the design of unloader braces.

2. Methods

This literature review was carried out using the fol-
lowing databases: Scopus, World of Science, Science
direct and Google scholar.

The following keywords were used to review the
various TFCF evaluation methods: ‘tibiofemoral con-
tact force evaluation’, ‘tibiofemoral contact force
in vivo’. The brace evaluation results were obtained
by typing the keywords ‘knee brace evaluation’,
‘unloader brace evaluation’, ‘unloader brace effective-
ness’, ‘tibiofemoral contact force reduction’. Finally,
‘knee kinematics’, ‘in vivo knee kinematics’ and ‘skin
brace interaction’ were used to obtain data on knee
kinematics in vivo and interaction between skin and
orthotic devices.

3. Results and discussion

3.1. Methods for quantitative evaluation of the
tibiofemoral contact forces

Several methods for qualitative or quantitative evalu-
ation of the effectiveness of knee braces have been

developed and reviewed (perception based score, joint
geometry modification, knee abduction moment
modification) (Parween et al. 2019).

Quantitative measurement of the TFCF have recently
been carried out using tools that are still under develop-
ment in many laboratories. In vivo, the TFCF is estimated
associating musculoskeletal models and measured elec-
tromyography (EMG) signals, associated to Motion
Capture (Mocap) measurements (Zeighami et al. 2018).
Ex vivo, cadaveric knees are placed in a test rig and instru-
mented with pressure plates. Muscular forces are created
with pneumatic cylinders. (Hale et al. 2018).

3.2. Evaluation of knee braces tibiofemoral con-
tact force reductions results

Various mechanical knee braces have been tested
using the in vivo method presented above.

It shows that the reduction of the tibiofemoral con-
tact force peak by knee braces is weak with orthosis
that are just trying to create abduction-adduction
moment (max 5% with the Unloader Brace provided
by Oss€ur during gait (Hall et al. 2019)).

Unloader braces are presenting better results in terms
of contact force reduction (around 40% for the proto-
type of Stoltze et al. (2021) and 25% for the Levitation
Brace commercialized by Spring Loaded (Bishop et al.
2023). However, these braces are designed to unload the
knee during one specific movement and sometimes are
effective during one phase of this movement (e.g. first
peak of the stance phase during gait).

3.3. Major issues and limiting points in knee brace
design

It is necessary to design more efficient orthoses allow-
ing the reduction of the TFCF. However, other

Figure 1. Methods used to determine knee kinematics and
contact locations during daily living activities.
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parameters must be considered when designing such
device:

� The non-linearity of the contact force,
� The patient specific TFCF profile,
� Skin and soft tissue sensitivity to prolonged pres-

sure (pressure sores),
� The complex fine 6 degrees of freedom (6dof)

kinematics of the knee, patient specific.

The fine kinematic of the knee according to the 6
degrees of freedom can be determined experimentally,
using complex medical imaging devices, recently
developed, presented in Figure 30 (Kozanek et al.
2009; Taylor et al. 2017; Zeighami et al. 2018;
Thomeer et al. 2021; Zhou et al. 2021; Dreyer et al.
2022; Li et al. 2022)

4. Conclusions

Knee brace effectiveness is complex to evaluate in
terms of tibiofemoral contact force reduction. New
TFCF measurement methods (in vivo) are in develop-
ment and few braces have been tested using it.
Results of this studies are showing that the contact
force reduction is generally small. It seems that ortho-
ses aiming to reduce muscular activity have the best
results.

Several issues must be considered when designing
an orthosis, such as the interaction of the device with
the soft tissues or the kinematic constraints imposed
by the system at the knee joint.

In conclusion, in vivo methods for measuring con-
tact forces and joint kinematics are still under devel-
opment. Much progress remains to be made both in
the design of unloading orthoses and in the quantita-
tive evaluation of their effectiveness.
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DREEVEN, a novel motorization unit
for custom knee orthosis
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1. Introduction

In Europe and the United States, 75 million people
suffer from walking disorders: stroke, osteoarthritis,
arthritis, sarcopenia, poliomyelitis, cerebral palsy,
multiple sclerosis, myopathies, etc. These motor disor-
ders cause increased muscle and/or joint weakness.
To reduce the progressive loss of locomotor faculties
caused by these pathologies, the health authorities
recommend a regular and adapted physical activity:
walking. To improve the daily life of people with
walking disabilities, restore their mobility and extend
their walking perimeter, focusing on the knee joint,
REEV develops the DREEVEN solution (Temporelli
2022), a motorization unit for custom knee orthosis.

If many assistive lower limb orthosis are already
available on the market (Dollar and Herr 2008), the
motorized ones are serial (not custom) exoskeletons
which is a problem considering that most people need-
ing motor assistance require custom orthosis. In add-
ition, as presented in (Bernhardt 2006), patients tend to
think that actual serial exoskeletons don’t cover all
desired use cases, are unwieldy and the mass/volume is
not well accommodated on the human body. For these
reasons existing serial exoskeletons are not suitable and
unattractive for a daily use. In addition, they are expen-
sive; hence, they are mostly bought by dedicated
rehabilitation centres. Thus, people lack access to the
daily assistive rehabilitation/help they require today.

The DREEVEN solution presented in this article is
based on an unobtrusive electrohydraulic transmission
which can be integrated on any custom orthosis
thanks to its specific mechanical interface designed to
fit the morphology of the patient. The solution con-
sists in a motorized hydraulic emitter-receptor cylin-
der derived from (Temporelli 2019). Two hydraulic
hoses link the emitter part (the power unit) and the
receptor part (transmission mechanism at lower limb
level). This principle allows to relocate and spread the
mass and volume of the power unit to an appropriate
area of the human body (e.g. close to the center of
mass for a better body balance) and allows designing
a light and slim transmission mechanism at lower

limb level. The design of the mechanical transmission
also allows to transmits eccentric and concentric tor-
que to the knee, therefore assisting the patient during
the entire gait cycle. For these reasons, the DREEVEN
solution allows to power custom knee orthosis with
an adequate assistive torque and an adequate band-
width on the knee in various use cases whilst being
slimer and lighter than other marketed systems.

Here, we present the mechanical architecture of
the DREVEEN solution and the experimental investi-
gation of its mechanical performances: torque capaci-
ties and bandwidth.

2. Methods

2.1. Dimensioning and target performances

Understanding the kinematics and kinetics of the
lower limbs during the different daily activities is fun-
damental for developing a robotic orthosis. We estab-
lished a typical profile of a 80 kg patient with a
healthy gait and focused our attention on walking,
ascending/descending stairs and sit-to-stand/stand-to-
sit movements. Grounding our calculation on the
dataset presented in Reznick (2021), we defined our
requirements as follows: we aim to assist 30% of the
knee torque developed by a 80 kg user (approximation
of the mean weight of men in Europe) during a 1-s
sit-to-stand movement lasting. The worst load case
occurs at the 110� knee flexion where a 110Nm knee
torque is required. Considering the 30% assistance
objective that was based on an estimation of the best
power-mass ratio respecting the allocated esthetic vol-
ume envelope, and the targeted speed, the system was
designed to be able to produce a 33Nm torque at a
0.5Hz frequency.

2.2. Mechanical design

As previously stated, existing exoskeletons tend to be
heavy, bulky, expensive and lack power or use cases
coverage. We aim to overcome these drawbacks with
our design. After consideration of existing exoskele-
tons mechanical designs (Shi 2019), we designed a
novel mechanical transmission for lower limb exoskel-
eton inspired by the electromechanical clutch actuator
presented in Temporelli (2019). The presented design
relies on an hydraulic transmission functioning as
described in Figure 1.

The system is divided in two parts: the emitter (the
power unit installed in a bag pack close to the center
of mass) and the receptor unit (the transmission
mechanism installed on a lower limb custom orth-
osis). At the emitter level, the motor drives in
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rotation a ball screw that pushes the ball nut solidary
to two pistons using mechanical blades, therefore
opening and closing the emitter cylinders. The small
chamber of each emitter cylinder is connected to the
small chamber of a receptor cylinder that gets opened
or closed by the oil transport, and the pistons in their
travels pull on a cable therefore resulting in the rota-
tion of the knee pivot. As the receptor is fixed on a
thigh orthosis and the knee pivot is linked to a calf
orthosis, the motor rotation leads to a torque being
transmitted to the knee, therefore assisting the
patient’s gait.

The ‘Results and Discussion’ section describes the
test procedure that allowed us to validated the defined
mechanical objectives.

3. Results and discussion

In order to evaluate its mechanical performances, the
first prototype of the DREEVEN solution was placed
on a test bench. A high stiffness spring was attached
to it with a cable, creating a return force when the
pivot rotated.

A simple back and forth open-loop control was
applied with 3 different reference shapes (steps, ramp
and sweep sinusoid).

The test bench and experimental results of the
1Hz loaded step test are presented in Figure 2. The
DREEVEN developed a 34.06Nm torque on the pivot
and its response was fast enough to sustain a chirp
up to 1Hz, therefore confirming the system’s capacity
to reach the desired bandwidth and torque, thus
whilst keeping the mass and volume of the mechan-
ical assembly to 2170 cm3 and 1,5kg in the backpack
and 1461 cm3 and 1,1kg on the leg These performan-
ces can be compared to [Sanchez 2019] and classify

DREEVEN has a light exoskeleton for its application
and encourages us to follow our development of dif-
ferentiating features by implementing a novel robust
and adaptative control law.

4. Conclusions

We present DREEVEN, a novel concept overcoming
the drawbacks of the lower-limb assistive exoskeletons
present on the market in order to bring a novel
assistive solution to the patients. The electro-hydraulic
transmission divided in a power unit placed in a
backpack and a receptor mechanism interfaced with a
custom leg orthosis allows a better mass spreading
and power density. An experimental validation phase
allowed us to test the mechanical performances of the
system, confirming its ability to assist 30% of the
knee torque developed by a 80 kg patient during a 1 s
long sit-to-stand movement.

Figure 1. Mechanical architecture of DREEVEN.

Figure 2. DREEVEN on its test bench and step loaded cycle
test results.
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1. Introduction

Lymphoedema and chronic venous insufficiency are
among the most common diseases affecting the lower
limbs of adults. Compression therapy is the cornerstone
of their prevention and treatment, aiming to improve
venous and lymphatic return and reduce oedema.
Thanks to the manufacturing techniques and their
unique structures, compression products can deliver
controlled pressure in different areas of the extremity.
The different compression zones are obtained by adjust-
ing the manufacturing parameters. In the case of the leg,
the effect is greatest at the ankle, where the structure is
most compact, and gradually decreases towards the top
of the garment. (Kankariya 2022).

Currently, there are different methods to determine
the compression exerted by the garment. In addition
to direct measurements using pressure sensors, and
experimental approaches based on Laplace’s law
(Siddique et al. 2022), numerical calculations using
finite elements are attracting great interest (Lu et al.
2021; Ye et al. 2022). This type of simulation is car-
ried out using digital twins of the limb and the textile.
By bringing them into contact, it is possible to deter-
mine the pressure distribution and the effect of the
garment on venous and lymphatic flow.

While the models of human twins evolve to offer
accurate representations of the body tissues, the textile
simulations are often based on simple approaches.

The aim of the present work is therefore to offer a
new perspective to the modelling of medical compres-
sion stockings; the aim is to develop an innovative
numerical model that integrates the different compo-
nents of the knitted structure, highlighting the impor-
tance of the production parameters in their final
mechanical behaviour.

2. Methods

To design an accurate numerical model of the com-
pression stocking, it is important to study its knitted
structure and mechanical properties. For this purpose,

tests are carried out on the three primary compres-
sion zones of the product: ankle, calf and thigh. After
that, the numerical twin of the textile can be
designed. The compression distribution can be deter-
mined when coupled with the numerical twin of
the leg.

2.1. Characterisation of the medical compression
stocking

For characterisation, samples from the three compres-
sion zones are knitted with a cylindrical shape, similar
to that of the real product. The structural properties
are determined from the information provided by the
manufacturer and by microscopic analysis; the mech-
anical properties are studied through tensile tests.

2.1.1. Identification of structural parameters
The structural properties of each compression zone
determine its mechanical behaviour. This indicates
that each zone will have a specific structure according
to its mechanical requirements.

The European Standard for compression products
(SIST-TP CEN/TR 15831:2009) specifies that the raw
material is an elastic yarn, also known as a covered
yarn, obtained by overlaying an elastic polyurethane
core with other types of fibre (cotton or polyamide).
It also specifies the insertion of an inlaid covered
yarn in each course of the knitted structure (Figure
1a). This results in a complex structure, based on two
components: the base yarn creating the knit, respon-
sible of the shape and comfort, and the inlay yarn,
responsible of the compression.

The production parameters are adjusted to obtain
a compression that gradually varies along the garment
and a specific knitted structure is created.

To complement the manufacturer’s information,
the samples are analysed under a microscope.
(Olympus DSX1000) (Figure 1b,c). The number of
courses and wales per cm, the yarn tex for the knit
(base yarn) and inlay yarn, and the stitch length and

Figure 1. Knitted structure of a medical compression stocking:
(a) schematic representation, (b) front side of the calf zone
under a microscope, (c) back side of the calf zone under a
microscope.
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density are the parameters that define the knitted
structure.

2.1.2. Identification of mechanical parameters
To conduct the mechanical characterisation of the
compression zones, a tensile test is performed on the
cylindrical specimens using a Zwick dynamometer
with a 100N sensor. As required by the NF G 30-102
standard, the products are previously massaged on a
normalized wooden leg (Hohenstein), to simulate the
wearing over a day. During the test, a sensor located
in the central part of the upper jaw registers the force
variation associated with the change in perimeter.
In addition to the stress-strain curves obtained from
the test, the protocol allows the determination of
the compression for each perimeter, based on
Laplace’s law.

Besides, tensile tests are also performed in inlay
yarns extracted from medical compression stockings.

2.2. Finite element simulation

After the characterisation of the medical compression
stocking, it is possible to design the numerical model.
The choice of a hybrid model allows the dissociation
of the two components of the knitted structure: the
knit (base yarn), and the inlay yarn (Nasri et al.
2022).

The knit is represented by shell elements, in the
form of a cylinder with the dimensions of each of the
compression zones. Their mechanical properties are
defined by the results of the tensile test on the cylin-
drical specimens.

The inlay yarn is represented by connectors, which,
according to the structural and production parame-
ters, describe a helix along the cylinder. Their mech-
anical properties will be determined by the results of
the test on the yarns extracted from the compression
product.

The model is coded in Python (Spyder) to be exe-
cuted in the software Abaqus (Simulia, Dassault
Systems) (Figure 2).

3. Results and discussion

The presented characterisation of the compression
stockings allows the design of a numerical model, in
accordance with the production parameters.

The structural parameters of each compression
zone define the geometry of the model through its
elements. The distribution of inlay yarn, the main
responsible of the compression, will be specific to
each zone. This way, we can differentiate the part of
the ankle, calf and thigh.

As for the mechanical characterisation, the results
of the tensile tests allow us to define the properties of
the shell elements for the knit, and the connectors for
the inlay yarn. Future work will focus on the integra-
tion of these properties in the model, and the valid-
ation of the results obtained from the simulation by
comparison with the experimental ones.

Further analysis is also suggested to identify the
impact of each element on the final behaviour of the
medical compression stocking.

4. Conclusions

This study proposes a novel finite element model of a
medical compression stocking, based on its knitted
structure. It constitutes the first step towards linking
the mechanical behaviour of a compression product
to its structural parameters. Enriching this model will
lead to a better comprehension of how the production
influences the behaviour of the final product. By cou-
pling the model with limb twins, it will be possible to
obtain the distribution of the compression effect along
the leg. This combination will allow to adapt the
design and production of compression products to
meet the specific needs of each patient.
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Figure 2. Numerical model of the ankle part of the medical
compression stocking.
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1. Introduction

Facial mimicry is most commonly analysed clinically in
deficit situations, with facial palsy being the most
prevalent pathological condition. Peripheral facial palsy
refers to the partial or total loss of function in certain
facial muscles due to damage to the facial nerve, which
can have various aetiologies. Current methods of facial
movement analysis rely on clinical assessment, but
quantitative methods such as motion capture have been
developed on an experimental basis (Zhou and Hu
2008). Several studies have attempted to overcome the
lack of objective, reproducible, and sensitive measures
for facial movement assessment using these methods
(Hontanilla and Aub�a 2008; Sforza et al. 2010). Here,
our method uses a larger set of markers and the nor-
malised displacement as feature of interest. The pri-
mary objective of this research is to use motion capture
to measure marker displacement amplitudes, allowing
patient monitoring and comparison with reference val-
ues obtained from healthy individuals.

2. Methods

One patient with left facial palsy was recruited. She
underwent surgery (hypoglossal facial anastomosis) at
the end of February 2022 to rehabilitate her facial palsy.
A few days before, she performed an initial motion cap-
ture acquisition. The follow-up acquisitions were made
after 6months (September 2022) and 12months
(February 2023). These acquisitions followed the same
protocol as Sarhan et al., 2023. (Figure 1). She per-
formed five movements: (M1) simple eyelid closure,
(M2) forced eyelid closure, (M3) labial protrusion on
the [o] sound, (M4) labial protrusion on the [pl]
sound, and (M5) a wide smile revealing the teeth.
During the first 6months, the patient received botu-
linum toxin injections in May 2022 on the right side of
the face, but did not receive any injection between the
6th and 12th months. Movements were recorded using

a 10-camera Vicon Vantage system (Oxford Metrics,
Oxford, UK) recording at 100Hz.

The healthy reference was calculated using data pre-
viously obtained in 30 healthy volunteers (11 men
(26.05 ± 2.58 years old) and 19 women (25.40 ±
3.15 years old)). From these sessions, the data were
labelled and extracted. To calculate the normalised
mean displacement, first, we changed the reference
frame from Vicon to maxillary (Figure 1). After that, we
used 1D interpolation to bring all the acquisitions to the
same number of samples, in a second step, we normal-
ised the displacement from 0 to 1 with respect to the
maximum displacement recorded for the subject. The
same method was used to calculate the normalised mean
displacement for the patient. The data are represented in
a graph named Faciograph. For this graph, we reorgan-
ised the normalised displacement to show the markers
on their corresponding side of the face (mirror view of
the face). Finally, the normalised abnormality score was
determined by calculating the sum of the absolute values
of the differences between the healthy reference and the
patient’s data (Rodriguez et al. 2023).

3. Results and discussion

Figure 2, named ‘Faciograph’, shows the mobility
tracking of the movement of the wide smile uncover-
ing the teeth (M5) at 12months. It shows the normal-
ised mean displacement of each marker for the 2

Figure 1. Markers placement and maxillary mouthpiece defin-
ing orthonormal reference frame.

COMPUTER METHODS IN BIOMECHANICS AND BIOMEDICAL ENGINEERING S243



populations with the difference between us represent-
ing the anomaly. These anomalies are summarised as
an average score and by side of the face.

The results of the other movements and follow-ups
are detailed Figure 3.

This figure shows us a decrease of the anomalies
between the first and the second acquisition and then
an increase of these anomalies between the second and
the third acquisition for the movements 1 and 2 which
both concern the closing of the eyes, for the healthy
side and the paralysed side. In movement 3, the anoma-
lies decrease only for the whole face. In movement 4,
there is a decrease then an increase of the anomaly for
the paralysed side, and a stability then a decrease for
the healthy side. Finally, for movement 5 there is a
decrease in the anomaly between each acquisition for
the paralysed side, whereas for the healthy side there is
first a decrease, then an increase.

The decrease in the anomaly score between the ini-
tial acquisition and the 6th month, but also an

increase between the 6th and the 12th month is due
to the fact that the patient was treated with botulinum
toxin during the first few months and then stopped.
This work initially confirms the benefit of surgery for
this patient and in a second time the effect of botu-
linum toxin in the treatment and rehabilitation of
facial palsy (De Sanctis Pecora and Shitara 2021).
This study was carried out on a single patient. It
would therefore be interesting to include more sub-
jects to confirm this work. Another perspective would
be to use deep learning to make predictions of
healthy movement using models trained on data from
healthy volunteers (Rodriguez et al. 2023).

4. Conclusions

Here we describe the use of photo-reflective markers
and the ‘Faciograph’ representation that allowed for a
precise and objective analysis of the patient’s facial
movements, which is important in the context of eval-
uating the effectiveness of rehabilitation and treat-
ment. It would indeed be valuable to enlarge the
sample size of this study to confirm these initial find-
ings and to evaluate the usefulness of this method in
larger populations. Overall, this study provides prom-
ising insights into the use of biomechanical analysis
to follow-up patients with facial palsy.
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Figure 2. Faciograph for M5 in the 12th month.

Figure 3. Follow-up of anomaly score by side of face and
movement.
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1. Introduction

Manual Muscle Testing (MMT) is a tool commonly
used to evaluate muscular capacity of individuals in
various fields such as rehabilitation, sport, or research.
If the use of an isokinetic dynamometer is considered
the gold standard for muscle testing (Romero-Franco
et al. 2019), it might not be suitable for all manual
wheelchair users (MWU), especially because some
users cannot sit upright. In that case, using a hand-
held dynamometer (HHD) with the patient in a
supine position appears as an alternative. Although
recent studies have already demonstrated the validity
of HHD versus stationary dynamometers in healthy
subjects (Roy et al. 2009), such validation has never
been carried out on a MWU-adapted protocol.

With the aim of characterizing MWU muscular
strength, the goal of this study was to assess the feasi-
bility, validity, reproducibility, and repeatability of a
MWU-oriented upper limb MMT protocol.

2. Methods

2.1. Manual muscle testing protocol

The developed protocol covers the integrality of the
measurement session, starting with a standardized
warm-up composed of 5min of wheelchair propulsion
at a self-selected but active pace, followed by 4 series
of 10 sub-maximal concentric contractions analytically
recruiting the muscle groups to be tested. The MWU
then transfers to a rehabilitation table where he lies
supine with trunk, waist and both legs strapped, and
with a support bar available to its non-tested limb to
facilitate stabilization with the aim of reducing com-
pensation. The lever arms (i.e. the distances between
joint centers and dynamometer/arm contact points)
are then measured by the operator and marked on
the skin using a dermographic pencil.

Finally, a MicroFet2 dynamometer (Hoggan scien-
tific, USA) is used to measure the patient’s force at
the previously identified points. For each movement
tested, the patient was motivated by the operator. The
posture of the patient’s arm was standardized as
follows:

i. Shoulder flexion/extension (SF/SE):
shoulder and elbow flexed at 90� with neutral
rotation (Figure 1),

ii. Shoulder adduction/abduction (SAdd/SAbd):
shoulder abducted at 45� and elbow flexed at 90�,

iii. Shoulder external/internal rotation (SER/SIR):
arm in neutral rotation and forearm in intermedi-
ate pronation and elbow flexed at 90�,

iv. Elbow flexion/extension (EF/EE):
arm against the trunk, elbow flexed at 90� and
forearm supinated.

Considering the potential high fatiguability of
MWU, only one successful measurement was per-
formed by muscle group. Additional acquisitions were
realized if considered necessary by the operator.
Measured forces were finally multiplied by their cor-
responding lever-arms to obtain torque data in N m.

2.2. Data acquisition

For reproducibility and repeatability assessment, four
physiotherapists, 2 men (24 y/o, 1.78m, 79 kg and
27 y/o, 1.85m, 97 kg) and 2 women (24 y/o, 1.63m,
61 kg and 23 y/o, 1.53m, 42 kg), with no to little prior
experience in hand-held dynamometric measurement
were enrolled and participated both as subject and
operator. After one week of training in the use of the
HHD, they all tested each other’s dominant arm
twice, observing at least a 2-days rest period between
tests.

For validity and feasibility assessment, 39 healthy
subjects, 15 males and 24 females (age 30.6 ± 10 y/o,
height 1.71 ± 0.1m, mass 66.7 ± 12.2 kg), and 14

Figure 1. Use of a hand-held dynamometer to test shoulder
extension with patient strapped to the table.
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MWU, 6 males and 8 females (age 55.4 ± 16 y/o,
height 1.72 ± 0.1m, mass 73.9 ± 17.3 kg) were tested.

2.3. Data processing

Repeatability (i.e. the ability of an operator to obtain
similar data when performing the same test multiple
times) and reproducibility (i.e. the ability of a proto-
col to produce the same results when carried out by
different operators) were characterized by their
respective standard deviations sr and sR, as described
in the ISO standards (ISO 5725-2).

Repeatability and reproducibility were first assessed
per movement then averaged. Thus, for each move-
ment, sr was computed as the mean of the standard
deviations of each measurement pair. Similarly, for
each movement and each subject, sR was computed as
the standard deviations of the mean of the 3 measure-
ment pairs. The average of these standard deviations
over the 4 subjects was finally retained. Then, global
uncertainty (I) was computed as described in
Equation (1) then expressed as percentage of the max-
imal value of torque measured (I%max).

I ¼ 1:96 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sr2 þ sR2

p
(1)

Finally, for feasibility and validity assessment, the
average torque data obtained on the dominant arm of
healthy and MWU participants were computed and
compared to the few articles in the literature provid-
ing torque reference values (Mayer et al. 1994, Harbo
et al. 2012) (Figure 2).

3. Results and discussion

Repeatability, reproducibility and uncertainty, results
for each movement are gathered in Table 1. Smaller
values indicate better repeatability and reproducibility.
Figure 2 represents the torque obtained on both
healthy subjects and MWU’s dominant arm sorted by
gender.

As expected, worse uncertainty was obtained for
the movements in which subjects developed higher
torques such as shoulder adduction (I%max ¼18). In
contrast, elbow extension appears to be the most reli-
able measurement (I%max ¼6).

Additionally, in accordance with the literature, the
detailed results showed that lighter operators had
more difficulties in obtaining consistent data from
their two measurements, regardless of the movement.

Regarding Figure 2, healthy participants developed
torques consistent with data previously reported in
the literature and MWU displayed lower strength for
most movements. This trend was particularly true for
male subjects, but a larger number of MWU should
be tested to further investigate this observation.

4. Conclusions

This study assessed the repeatability, reproducibility
and validity of a specific protocol using a HHD to
measure the maximal isometric strength of MWU’s
upper limbs. By doing so, it established the feasibility
of using such a protocol in a clinical routine and for
research involving MWU. However, an overall uncer-
tainty of 11% needs to be considered for individual
subject strength analysis using this protocol.
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Table 1. Torque measured per movement (mean [min-max]),
repeatability (sr) and reproducibility (sR) standard deviations
and global uncertainty in percentage of maximal value
(I%max).
Movement Mean torque (Nm) sr sR I%max

SF 48 [18–82] 4,15 2,35 11
SE 61 [28–123] 6,35 2,98 11
SAbd 48 [17–97] 3,94 2,82 10
SAdd 57 [23–127] 8,30 8,33 18
SER 48 [16–90] 3,19 4,94 13
SIR 34 [15–54] 1,91 1,87 10
EF 56 [24–99] 2,54 4,25 10
EE 36 [12–73] 1,63 1,55 6
Overall N/A 4,00 3,64 11
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1. Introduction

Autism Spectrum Disorders (ASD) are part of neuro-
developmental disorders characterized by persistent
deficits in communication and social interaction, and
restricted and repetitive behaviors, interests, or activ-
ities. Motor disorders are also part of the clinical
phenotype of ASD (Mosconi et al. 2015). Yet, because
they remain poorly investigated and because the diag-
nosis still takes time to set up, it remains unknown
whether the study of motor tasks may improve the
process of identifying ASDs.

By transitioning between posture and movement, gait
initiation (GI) is a challenging motor task for balance
control. The quality of posture-movement coordination
during GI can be estimated by characterizing the antici-
patory postural adjustments (APAs), a specific coordin-
ation that fulfills two complementary mechanical roles.
First, they create a disequilibrium during the loading
phase, through a backward and a lateral (towards the
future swing foot) displacement of the Center of
Pressure (CoP). This initial imbalance provokes a center
of mass (COM) motion forward and towards the stance
foot. Second, the COM motion is stabilized during the
unloading phase, where the CoP moves towards the
stance foot. Previous results of APAs performed by ASD
children during GI reported a reduced mediolateral
(ML) displacement of the CoP, suggesting a reduced ML
stability (Fournier et al. 2010). However, the authors did
not distinguish the two APAs phases, thus leaving the
mechanisms of reduced stability unclear.

The objective of our study was to characterize
APAs during GI in ASD and typically developing
(TD) children by distinguishing the two phases.

2. Methods

2.1. Population

Twenty-five children diagnosed with ASD (10 girls,
8.7 ± 1.9 years old, 1.33 ± 0.16m, 28.7 ± 12 kg) were

recruited at the Limoges University Hospital and 31
age–matched TD children (15 girls, 8.4 ± 1.4 years old,
1.34 ± 0.90m, 29.8 ± 6 kg) were recruited in Poitiers.

2.2. Task and equipment

All children completed five GI trials. During each
trial, children started from an upright standing pos-
ture, with each foot positioned on one force plate and
their arms at their side. After at least 3s of quiet
standing, children were verbally instructed to start
walking at a comfortable speed to reach a ground
mark about 3 metres away. Initial position of the feet
was marked on the ground to ensure initial position
repeatability.

Ground Reaction Forces (GRF) were recorded
using two adjacent force plates (SensixVR in Poitiers
and KistlerVR in Limoges) sampled at 1000Hz. A
Vicon 3D motion-capture system with 20 cameras
sampled at 100Hz recorded the trajectories of four
reflective markers placed on foot anatomical land-
marks (lateral and medial malleoli, second metatarsal
head, and calcaneus).

2.3. Data analysis

The vertical component of the GRF (Fz) extracted
from the force plate located underneath the stepping
foot was used to identify three key instants (Figure 1,
left): APAs Onset (AO), as the first instant when Fz
amplitude was larger than its mean þ3 SDs measured
during the 3s of quiet standing; Foot-Off (FO), as the
first instant when Fz was inferior to 2.5% of the
child’s weight; and Beginning of Unloading (BU), as
the instant when Fz was maximal between AO and
FO. These instants were then used to compute three
durations: the total APAs (between AO and FO); the
loading phase (between AO and BU); and the unload-
ing phase (between BU and FO). Also, the trajectory
of the CoP was extracted from the two force plates
(Figure 1, right). After filtering the CoP using a 2nd
order Butterworth filter with a 10Hz cut-off fre-
quency, its trajectory was characterized by its ampli-
tude, in the AP and ML directions during the loading

Figure 1. Temporal evolution of the stepping foot GRF during
GI with the three key events AO, BU, and FO (left) and a top
view of the CoP trajectory during GI (right).
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phase, and in the ML direction during the unloading
phase. These amplitudes were normalized by the size
of the base of support, estimated as the foot length
and the feet width, measured from the feet markers,
respectively in the AP and ML axes. AP and ML vel-
ocity peaks were also extracted during the loading
and unloading phases, by taking the maximum of the
time-derivative of the trajectory.

2.4. Statistics

Non-parametric Mann–Whitney tests were performed
to compare the two groups for each dependent vari-
able, with a threshold set at p< 0.05.

3. Results and discussion

ASD children displayed prolonged APAs during GI
compared to TD children. This prolongation was
principally consecutive to the lengthening of the
unloading phase, during which the CoP also tended
to move with reduced amplitude and velocity. Despite
no duration difference between groups during the
loading phase, the CoP of ASD children moved with
reduced amplitude and velocity in the ML direction
(Table 1).

During the loading phase, laterally moving the CoP
towards the future swing foot allows to drive the
COM towards the future stance foot, increasing the
mediolateral stability conditions at foot-off. With
reduced amplitude and velocity during the loading
phase, the mechanical consequences of APAs pro-
duced by ASD children should drive the COM with
reduced velocity towards their stance foot.
Consecutively, ASD children may need to wait longer
during the unloading phase for the vertical projection
of their COM to come close enough to the stance

foot to be able to lift the swing foot. This may explain
why, in line with previous research, ASD children dis-
played a prolonged unloading phase with reduced
CoP movement compared to TD children (Fournier
et al. 2010).

Together, our results suggest that the main differ-
ence between ASD and TD children resides in the
ML direction for balance control of GI. These results
seem to corroborate previous observations reporting
differences between ASD and TD children in the ML
axis during maintenance of an upright standing pos-
ture (Lim et al. 2017). In the control of upright stand-
ing postures, it is assumed that hip muscles are
mostly responsible for CoP lateral displacements.
Therefore, ASD children may have difficulties with
hip muscle force production and/or hip muscles
coordination control (Lim et al. 2017). Difficulties in
coordination control may also come from immature
body representations consecutive to altered sensori-
motor integration during motor tasks (Assaiante and
Schmitz 2009). Among the neural structures involved
in motor control, one of the best candidates for inef-
fective balance control if altered is the cerebellum
because it is at the crossroads of ascending and
descending sensorimotor functions (Mosconi et al.
2015).

4. Conclusions

In summary, we showed that ASD children have slow
APAs during GI. The slowness of these APAs suggest
ASD children would end GI with reduced dynamic
stability in the mediolateral direction. These balance
deficits may be explained by alterations in hip
muscles and/or sensorimotor control going through
the cerebellum. GI seems to be a relevant paradigm to
identify motor alterations in ASD children, yet more
research is necessary to disentangle the origins of
these impairments.
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1. Introduction

Superficial digital flexor tendon (SDFT) injury is one
of the most frequent conditions in racehorses.
Management is still controversial, and recovery
requires a long period out of work. Rehabilitation
based on a gradually increased controlled exercise
program is thought to play a prominent part for a
successful return to full training. However the out-
come of these conditions is still poor and recurrences
are frequent (more than 50%; Witte et al. 2016).
Ultrasonography is the most used tool to follow-up
tendon healing. However, after 4months, the ultra-
sonographic images are not so helpful to give a func-
tional assessment of the tendon. Objective tools to
assess tendon functional recovery after an injury are
lacking.

Speed of sound (SOS) measurement using ultra-
sonic axial transmission method has been used to fol-
low-up induced SDFT core lesions (Vergari et al.
2012). In this previous study, SOS in the tendon sig-
nificantly decreased just after lesion induction. From
10weeks after induction, SOS started to increase, but
at the end of the follow-up period (15weeks) SOS
was still significantly lower compared with the healthy
tendon (pre-induction) values.

The objective of the present study was to use SOS
measurement to follow-up a group of racehorses dur-
ing their rehabilitation after a spontaneous SDFT
injury, and to compare SOS data at the end of
rehabilitation with the horses’ subsequent performan-
ces. It was hypothetized that SOS would be higher at
the end of the rehabilitation, or at least would show a
larger (positive) variation rate in horses that subse-
quently had a good outcome.

2. Methods

2.1. Animals

Ten steeplechase racehorses (6 geldings and 4 mares,
4.5 (0.8) years) suffering from a recent (<1month)
fore SDFT injury were included in a rehabilitation

program based on controlled exercise only.
Ultrasonography was used to initially characterize the
lesion and define the maximal severity zone, then for
following-up lesion healing through systematic exami-
nations every 4weeks.

2.2. Speed of sound measurements

SOS measurement (Tensonics, axial transmission,
1MHz) was performed, every 5weeks in average, dur-
ing the rehabilitation of each horse. After clipping
then depilating the palmar metacarpal area, the probe
(1 emitter, 2 receivers 1 cm apart) was placed in an
adapted gaiter facing the maximal severity zone as
defined ultrasonographically.

During each measurement session, for a given
horse (and for each forelimb), SOS between the 2
receivers was measured on 20 (4 series of 5) strides of
walk at a fixed and controlled pace (Figure 1).

SOS measurements were performed during 4 trials
of 5 strides of walk, the horse being led by hand.

The maximal value of the SOS of each stance phase
was determined (Figure 2) then averaged over the 20
strides of each session (i.e. 1 average SOS value per
session).

Ten SOS measurement sessions were performed in
average on each horse during its rehabilitation
program.

2.3. Follow-up of performances

After completion of the rehabilitation program, the 10
horses went back to training (at 4 different trainers).
The subsequent outcome (at training, then if applic-
able, at racing) was followed-up.

Reinjury at training (before racing), or after 3 races
or less, was considered ‘non successful’ (N_S).

Figure 1. The ultrasonic probe is placed facing the maximal
severity zone determined during the initial ultrasonographic
Examination.
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Horses having raced 3 times or more without rein-
jury were considered ‘successful’ (S).

2.4. Statistical analysis

Comparison of the SOS variables between the ‘S’ and
the ‘N_S’ groups was performed using Student t-test.

3. Results and discussion

Reinjury appeared at training (before racing) in 4
cases; another horse reinjured after 3 races. For these
5 horses, rehabilitation was considered ‘non success-
ful’ (N_S). For the other 5 horses, who did 3 to 17
(7.8(5.5)) races without reinjury, rehabilitation was
considered ‘successful’ (S).

Although the final SOS maximal value (value of
the last session before returning at training) tended to
be higher in the S-group (2067(77) than in the N_S
group (1987(100) m/s), this difference was not
significant.

Nevertheless, the average SOS variation rate during
the last 100 days of rehabilitation was significantly
larger in the S-group (p¼ 0.006: þ0.09(0.24) m/s/day
versus �0.33(0.18) in the N_S group, Table 1).

4. Conclusions

Although performance is multifactorial and external
factors (e.g. training technique) could have influenced
the outcome, these preliminary results are promising.
Assessing the functional recovery of a healing tendon

is essential to adapt the exercise level and decide
when the horse is ready to return to full work.

Further analysis is needed to precise on which
minimal period of time the variation rate of SOS is
the most relevant as a prognostic indicator of out-
come. SOS measurement is a non-invasive, well-toler-
ated technique. It has the potential of becoming a
useful tool for monitoring rehabilitation after tendon
injury.
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Figure 2. Example of SOS chart. For each of the 4 trials, the
first 5 maximal values of SOS (calculated between the 2 probe
receivers) during stance were determined then averaged over
the 20 strides.

Table 1. Speed of sound variation rate (m/s/Day) over the last
100 days of rehabilitation in the 10 horses (5 with a
‘successful’, 5 with a ‘non-successful’, outcome).
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1. Introduction

It is impressive that the virtual wheelchair offers a
solution for regaining mobility for people with
impairments and that it also offers a training pro-
gram depending on the user’s performance.
However, measuring these performances overlooks
one factor: the user’s posture (Pouvrasseau 2019),
which affects his stability and makes him fatigued
(Aissaoui et al. 2001). By examining the seated per-
son’s behavior and how it relates to muscle fatigue,
in this paper we highlight the relationship between
wheelchair platform movement and the response of
the person sitting on it. We also present a thor-
ough analysis and evaluation of different machine
learning algorithms for predicting physical fatigue
in a virtual dynamic state scenario. The posture
tracking system was implemented in the virtual
wheelchair simulator developed at Laboratory of
Systems Engineering of Versailles-LISV (Goncalves
et al. 2014)

2. Methods

2.1. Data acquisition

We conducted an evaluation of the postural response
of eight healthy subjects seated on an immersive
simulator (Virtual wheelchair) equipped with a
Kinect V2 sensor, which captures parts of the
human body at a frequency of 30Hz, a compact
motion platform that reproduces rapid forward and
backward movements through a scenario for
approximately 10min of successive ascending and
descending slopes generated by the Unity 3D simula-
tor, and a bipolar EMG sensor (Myon 3D) placed
on the external oblique muscle of the seated person
to measure muscle contraction. The recorded data of
muscle activity by EMG sensors and the absolute
position relative to the Kinect camera, restored in a
CSV format file. Using this data, it is possible to
measure the postural response and muscle contrac-
tion of the participant using MATLAB.

2.2. Signal processing

The measurements obtained with the EMG sensor
must be processed to be usable. For signal processing,
we used the root-mean-square method, which is well
suited for bipolar EMG sensors because it allows both
rectification and smoothing of the signal. They were
bandpass filtered between 10 and 500Hz using a sixth
order Butterworth filter. After bandpass filtering, the
processed EMG signal was normalized using the max-
imum voluntary contraction (MVE).

2.3. EMG and muscle fatigue

The Root Mean Square (RMS) values, which are vari-
ables related to the amplitude of the EMG signal, and
the Median Power Frequency (MPF), which is related
to the frequency content of the EMG signal, are often
used to evaluate the onset and development of muscle
fatigue (Rota 2013).

2.4. EMG classification

The task of moving our wheelchair was repeated three
times, and the collected EMG data were divided into
training and testing sections. Two sections were used
for training the proposed classification model in
MATLAB, while one section was used for testing.

(a) Binary indications of fatigue from the user
were used to train our model (0 means no fatigue, 1
means fatigue). Thus, a valid set of labels as specified
by the user would have the following form:
[0,0,0,0,0,0,.,1,1,1,1,1,1,1,1,1], where each label corre-
sponds to a sample detected by the EMG sensor.
Therefore, SVM (Super vector machine) and KNN
(K-Nearest Neighbors) classifiers can be trained to
detect these changes in electrical activity and classify
our given EMG signal as representative of a muscle
fatigue state or not. This can be achieved by using
signal feature extraction techniques (such as power
spectral density (PSD), zero crossing rate (ZC),
entropy, etc.) to extract relevant features from the
EMG signal, which are then used as input to
an SVM.

(b) Our model was trained in a different way using
the Artificial Neural Networks (ANN-LSTM) (with
the XTrain and YTrain data. XTrain stores the binary
indications of fatigue from the user the EMG samples
and YTrain stores the corresponding EMG label of
that sample. The EMG label can be either. non-fatigue
or fatigue with a representation of 0 or 1, respectively.
The variable XTest stores the test data of the EMG
signal classified using the trained neural network, and
the estimated label was stored in the variable YPred.
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The neural model developed here consists of 800 hid-
den units and trained in an iterative process with
epochs of up to 60 iterations. bandpass filtered
between 10 and 500Hz using a sixth order
Butterworth filter. After bandpass filtering, the proc-
essed EMG signal was normalized using the max-
imum voluntary contraction (MVE).

3. Results and discussion

(a) Effects of the disorders on postural and muscular
behavior: The result presented in the first subgraph
(Figure 1) illustrates the relationship between the per-
turbations of the platform and the measurements
acquired by the Kinect as a function of time (sec-
onds). We observe that when the motion imposed by
Unity, the platform becomes active and performs
backward and forward rotations, which perturbed the
camera measurement and shows an amplitude vari-
ation over time. This implies a strong relationship
between the perturbation motion induced by the plat-
form and the motion induced in the person sitting in
the wheelchair, which appears in the balance between
torso and platform rotations. that means that the
presence of perturbation leads to a loss of balance
manifested, among other things, by movements of the
upper limbs of this person, which affects his muscle
behaviour. The second subgraph of this figure relates
the movement of the wheelchair to the EMG data
(amplitude in volts as a function of time(s)). We see
that the muscle contraction increases proportionally
to the rotation of the platform.

Temporal analysis: to better understand the con-
tent of this EMG signal, the measurement of
the MVE value is used as a reference to evaluate the
effects of fatigue on muscle contraction. From the
result graph, there is a variation in EMG amplitude

when the platform is mobilized, we can conclude that
a fast recovery of maximum muscle force indicates
that the body has efficiently recovered the energy
against muscle fatigue, which means that the muscle
is ready to perform another intense effort. In contrast,
a slow recovery of maximal muscle force indicates
that the body is still fatigued and the muscle (OE)
needs more time to recover before it can perform
another intense effort.

-Frequency analysis: we carried out fatigue tests,
which involved subjecting the sample to varying levels
of stress amplitude; which we note variation of EMG
activity with frequency content (Figure 2) by calculat-
ing average frequency of the EMG power spectrum
(MPF), this means that fatigue generally leads to a
shift of the EMG power spectrum to lower frequen-
cies, while higher frequencies can provide information
about faster and more precise muscle contractions.

The result of this frequency analysis shows that
the amplitude of the EMG signal increases with
increasing frequency up to the cutoff frequency (fc ¼
0.217Hz) and then decreases beyond this frequency.
The increase in EMG activity that accompanies the
increase or maintenance of frequency content corre-
sponds to greater muscle excitation rather than
fatigue. The increase in MPF observed during this
exercise can be explained by the activation of fast-
twitch muscle fibers involved in high-intensity muscle
contractions. Conversely, the frequency of muscle
action potentials detected by the EMG signal
decreases. This is due to the fact that more easily
fatigued muscle fibers tend to discharge more slowly,
which may contribute to a decrease in the frequency
of the EMG signal.

(b) The results of the training performance of the
proposed network have been shown in Table 1.

The accuracy, sensitivity, and specificity of the
SVM and KNN algorithms are shown to be 70% in
the performance results, but the ANN algorithm

Figure 2. The relationship between frequency content and
EMG activity.

Figure 1. Platform rotation’s effect on body movement and
EMG measurements.
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stands out with values of 85.73%, suggesting greater
predicting capacity.

4. Conclusions

We discussed the postural behavior evaluation per-
formed with the virtual wheelchair using a Kinect v2
camera and EMG sensor. The results show that the
wheelchair user becomes unstable when disturbed,
which affects his muscle behavior and leads to pro-
longed fatigue. In the context of muscle fatigue detec-
tion, we proposed two methods that allow us to
classify the acquired signal into two classes 'fatigue’
and 'non-fatigue’ using supervised learning techniques
such as SVM, KNN and ANN.

At a later stage, after applying the three-dimen-
sional study to the muscles of the upper body, we can
infer muscle fatigue from the movement without the
need for EMG and develop an improvement strategy.
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1. Introduction

Numerous pathologies may affect upper-limb move-
ments (quadriplegia, stroke, amputation… ). In par-
ticular, grasping is crucial for many daily activities,
and its impairment considerably impacts quality of
life and autonomy. Attempts to restore this function
may rely on various approaches and devices (func-
tional electrical stimulation, exoskeletons, prosthe-
sis… ), and all face two great challenges. First,
targeted objects’ characteristics are highly variable in
shape, weight, and texture, demanding high flexibility
from the assistive device in controlling its degrees of
freedom (DOFs). Second, individuals with disabilities
have a significantly reduced number of DOFs avail-
able to express their intent, and current human-
machine interfaces provide limited inputs for control-
ling devices (Azevedo Coste et al. 2022; Jiang and
Farina 2014). Current approaches (i.e. myoelectric
control) rely on state machines to alternatively set the
user’s DOF as the control input for a given (poten-
tially synergetic) movement elicited by the device. Yet
these command modalities often exert considerable
cognitive loads on users and lack controllability and
intuitiveness in daily life.

In this work, we propose a novel user interface for
grasping movement control in which the user dele-
gates the grasping task decisions to the device, only
moving their (potentially prosthetic) hand toward the
targeted object. Time before impact is estimated for
the device to open or prepare the hand in time for
the upcoming grip, which is automatically selected
among a set of grips achievable by the assistive
device.

2. Methods

2.1. Apparatus and computer vision tools

Required information for assisting an ongoing
grasping task is the following: (1) hand position and

orientation; (2) object position and orientation; (3)
object nature (including shape and potentially
weight and texture). Regarding hand pose estima-
tion, markerless motion capture applying convolu-
tional neural network (CNN) to RGB frames is a
most active field of research that has consistently
been narrowing the accuracy gap that used to separ-
ate them from optoelectronic systems, all while rely-
ing on less expensive and cumbersome hardware. In
the meantime, object pose estimation most active
research also relies on CNNs applied to RGB
frames.

Thus, an OAK-D S2 (Luxonis) stereoscopic RGB
camera was chosen as a data acquisition sensor, pri-
oritizing cost, ease of use, installation and universality,
as it may be easily mounted on a wheelchair or a hat.
Hand pose estimation was performed using Google’s
MediaPipe (Zhang et al. 2020), leveraging stereoscopic
vision for depth estimation. Object identification and
pose estimation were achieved using CosyPose (Labb�e
et al. 2020), a multi-object 6D pose estimator trained
on a set of objects with known 3D models.

2.2. Grasping intention detection

Hand and objects’ pose were estimated and repre-
sented in a 3D virtual scene for grasping intention
detection. Multiple rays formed a virtual cone in the
direction of the hand’s velocity, with a length and
diameter embedding scalar velocity. Ray tracing was
used to determine if the user targeted an object by
comparing the number of rays intercepting with the
object’s 3D mesh to a threshold.

Figure 1. Illustration of the adaptive grip selection: different
approach movements (represented as arrows embedding Dimp

and vhand) yield either a palmar grip (green) or a pinch grip
(purple).
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2.2. Time before impact estimation

We defined the expected area of impact as the mesh
triangle intercepted by a ray defined as the barycenter
of the intercepting rays. Time before impact was eval-
uated by integrating the extrapolated velocity of the
hand up to the area of impact.

2.3. Grip selection

We chose to select a grip among a predefined set
rather than generate a grip on the flight for two rea-
sons: (1) some assistive devices cannot (yet) achieve
independent, continuous control over the hand
(Azevedo Coste et al. 2022); (2) predefined grips are
more likely to be correctly anticipated and exploited
by the user. We took inspiration from the concept of
documented objects (Dalibard et al. 2010) to select
the optimal grip for a given object and a foreseen vec-
tor of impact. A 4-dimensional table (illustrated in
Figure 1) was constituted for each object of the used
set in which a grip is attributed to every tuple formed
by the mesh triangle representing the expected area of
impact Dimp and the hand’s normed velocity vhand:

3. Results and discussion

In a preliminary study, a participant was instructed to
grasp randomly selected objects with a randomly
selected grip. Video recordings of the task were ana-
lyzed offline to fine-tune the parameters of our grasp-
ing intention detection algorithm and build the grip
selection table.

Our ongoing study aims at quantifying the real-
time performances of our algorithm regarding accur-
acy and time of impact estimation, which are crucial
for practical use. Figure 2 shows a snapshot of the
video feed of a grasping task on the upper part and
the corresponding virtual scene on the lower part.
Object 000028 was correctly detected as the target,
while object 000023 was ignored. Area of impact was
estimated from the ray intercepts figured as red dots,
and a palmar grip was accordingly selected.

An upcoming study in which participants will wear
an assistive (FES or prosthetic) device will assess the
usability of the proposed approach.

Although this proof of concept used CosyPose,
which is restricted to the variety of objects it was
trained on, recent work allows for pose estimation of
objects unseen during training but with known 3D
models. Nonetheless, the fact that our grip selection
table was built specifically for our set of objects may
present challenges in real-time scenarios where object
discovery is required. Despite these limitations, the
proposed approach shows potential in controlled
environments with known objects, such as home set-
tings, where it can significantly reduce the cognitive
load for individuals with upper-limb pathologies.

Additionally, it should be noted that the proposed
approach is agnostic of the hand and object pose esti-
mation tool. Any precise and fast enough pose esti-
mation solution could be utilized, allowing for
flexibility in choosing appropriate technologies based
on specific requirements and constraints.

Finally, while only the 3D position of the palm was
used, exploiting the whole hand pose estimation and
prolonging the tracking after the object is grasped
would allow, for instance, increases in the grip
strength if the object is slipping as a substitution to
missing sensory feedback.

4. Conclusions

Grasping intention detection and automatic adaptive
grip selection were achieved, requiring minimally
complex sensors. This proof of concept paves the
way for assistive device control modes lightening the
cognitive load of impaired people in known
environments.
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1. Introduction

Springboard diving is a sport which is evaluated by
judges. The performance is based on the technique
and grace from the starting position to the entry into
water (FINA 2017). The interaction between the diver
and the springboard, depending on the temporal syn-
chronization between them, may be optimized to
improve this performance (Sinclair 2012).

This pilot study focuses on the synchronization
between the final push of the diver before take-off
and the maximal deflection of the springboard during
forward dives. The technical sport manager and the
literature (Miller and Munro 1985) agree that this
push should be synchronized with the maximal
deflection of the springboard. But they also observed
that this push was usually performed while the
springboard was still deflecting. The current abstract
presents a study of the synchronization between this
push and the maximal deflection of the springboard
for dives with different difficulty levels.

This push was studied according to knee joint
coordinates and torques. The synchronization
between the knee kinematics and dynamics and the
maximal deflection of the springboard was then
addressed. A biomechanical model of the diver and
motion capture data of the diver and the springboard
were used to compute the required mechanical
features.

2. Methods

2.1. Motion capture data

Motion capture data were recorded using an optoelec-
tronic system (18 cameras, 200Hz, Qualisys). A set of
36 reflective markers was placed on an elite diver
(1.80m; 79 kg) following ISB standards for a whole-
body study. A set of 51 markers was placed on diving
board sides (50 on a side and 1 on the other side)

and spaced 10 cm apart. The diver performed 9
forward dives (3 101C, 3 105C and 3 107C). These
types of dives differ in the amount of half somersaults

achieved, which corresponds to the last number of
the code. These dives were evaluated by another elite
diver watching them: the 3 repeats of each type of
dive were ranked against each other.

2.2. Diver modelling and IF&M computation

A three-dimensional 18-segment model of the diver
was used to compute the interaction forces and
moments (IF&M) between the diver and the spring-
board. Firstly, joint coordinates were computed using
an inverse kinematics method. They were filtered
using a 4th-order Butterworth low-pass filter with no
phase shift and a cut-off frequency of 10Hz. The
IF&M were then computed using these results and
motion capture data of the diver and the springboard.
Firstly, a contact detection step was performed con-
sidering 28 discrete contact points under the diver’s
feet. This process was suitable for interaction between
a human subject and a moving and/or non-horizontal
structure. Secondly, the forces were distributed among
them using an optimization approach (Demestre et al.
2022). An inverse dynamics step was then carried out
using the Matlab toolbox CusToM to compute joint
torques (Muller et al. 2019).

2.3. Data analysis

To study the diver’s final push on the springboard,
the knee kinematics and dynamics were considered.
The temporal evolution of joint coordinates and tor-
ques of the two knees were computed from touch-
down (start of the last contact phase before take-off)
to take-off. The two knees were observed separately
to verify the hypothesis of a movement in the sagittal
plane admitted in the literature.

The touchdown and take-off moments were identi-
fied using the contact detection results of the IF&M
computation method. The maximal deflection
moment was identified using motion capture data of
the springboard free end. The flexion-extension angles
of the knees were obtained from inverse kinematics
results. Maximal extension corresponded to an angle
of 0� and maximal flexion to an angle of �180�. The
flexion-extension torques of the knees were obtained
from the inverse dynamics results. The torque was
positive during extension and negative during flexion.
The duration between maximal torque and deflection
(DT) was computed as the difference between the
maximal deflection moment and the maximal torque
moment. A negative duration corresponded to a max-
imal torque happening after maximal deflection. A
similar duration was also computed regarding the
maximal knee flexion (DF).
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3. Results and discussion

3.1. Knee flexion-extension angle

Right and left knees have a similar kinematic behav-
iour (Figure 1). Therefore, the hypothesis of a planar
movement seems suitable for studying knee kinemat-
ics during a forward dive.

Diver’s knees were in flexion at touchdown. Then,
the diver started an extension which then remained
nearly constant before the maximal deflection of the
springboard. Finally, the diver was increasing exten-
sion until the take-off.

No tendency was observed regarding DF according
to difficulty and quality of the studied dives. This
observation may come from a similar DF for all the
dives, which shows that the diver was repeatable con-
sidering his knee kinematics.

3.2. Knee flexion-extension torque

Regarding knee dynamics, the hypothesis of a planar
movement seems not suitable (Figure 2). This asym-
metry may also come from lateral dominance, ana-
tomical asymmetry, posture, fatigue, traumas (Loffing
et al. 2017) or an imbalance during the dive.

Torques were always positive even if flexion was
observed at touchdown. This observation shows that
the diver provides a resistive torque at touchdown to
limit flexion increase due to contact with the spring-
board. During the constant extension phase observed
in Figure 1, torques also remain constant, or even
decrease. Maximal torques were then reached close to
the maximal deflection. These maximal torques could
be reached before (for 101C 1 and 2) or after the
maximal deflection (for all the other dives).
Considering all the dives with a maximal torque after
the maximal deflection, this duration increased as the

dive difficulty increased. This phenomenon may come
from a higher maximal torque for more difficult
dives, which requires more time to be reached. No
tendency was observed regarding DT according to
dive quality.

4. Conclusions

This study enabled to study knee kinematics and
dynamics from touchdown to take-off during forward
dives. It was found that the hypothesis of a planar
movement was suitable for studying knee kinematics
but not dynamics.

No performance criteria were identified regarding
the synchronization between knee behaviour and
maximal springboard deflection. It was observed that
the maximal knee torque increase with the difficulty
of the dive.

A study involving more divers performing more
dives could enable to validate the observed tendencies.
Other type of dives may also be studied following the
presented method.
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1. Introduction

During Paralympics events, wheelchair fencers compete
under one of 2 categories depending on their classifica-
tion of functional ability. According to Olympic rules,
current classification is designed for assessing the
trunk’s functional ability in terms of the range, strength,
and speed of trunk movement and balance. It consists of
an evaluation of the extension and lateral inclination
ability of the chest in different positions, with or without
the use of a weapon. However, this classification is called
into question, especially because it is performed without
the supporting bar which athletes hold on to with their
non-dominant arm. Indeed, a recent study observed
that in competition conditions (i.e. with the supporting
bar), athletes with different official classification dis-
played similar trunk ranges of motion (Fung et al. 2013).
Furthermore, this method relies on qualitative criteria
and remains rather subjective.

Hence, the objective of this study was to propose a
new objective measurement method to assess the
functional ability of the wheelchair fencers with or
without trunk movement, based on reach space
envelop (RSE).

2. Methods

2.1. Data collection

A control group, composed of ten right handed young
healthy adults (5 females, 5 males) with no prior experi-
ence in fencing, was enrolled to participate in this
study, as well as an additional international category B
wheelchair fencer (study n� IRB00012476-2022-11-02-
153). They were all equipped with markers aiming at
measuring pelvis and upper limbs movement (Wu et al.
2005) placed on : manubrium, xyphoid process, the
processes of the seventh cervical, acromion and on the
middle of clavicles as well as second and fifth

metacarpal heads. To complete, 4 markers were added
on the anterior superior and inferior left and right iliac
crests as well as two markers on the wheel centres of
the wheelchair.

Volunteers were asked to perform one exploration
of their maximum reach space envelop while sitting
in a fencing wheelchair without a weapon. They were
asked to hold the supporting bar, and no restriction
on trunk movement were set. Both vertical and hori-
zontal back and forth patterns were suggested.

Those movements were performed in a motion
analysis room equipped with 10 cameras (Vicon,
Vero 2.2) with a 100Hz sampling rate.

2.2. Reach space envelop calculation

The RSE was computed with a custom frame for the pel-
vis. Custom frame origin was set in the middle between
the anterior superior, left and right iliac crests. X-axis
was defined as the axis passing through the centres of
the wheelchair wheels from left to right, and Y-axis was
set as the vertical axis. The end effector was set as the
middle of the markers placed on the second and fifth
metacarpal bones of the leading arm (Klop�car et al.
2007). The position of the end effector regarding the
centre of the reference frame was described in spherical
coordinates (displacement, azimuth, elevation).

2.3. Data treatment

The space was described as regular 5 degrees azi-
muthal and elevation sections. Only data with max-
imal distance to frame origin were kept for every
portion of the segmented space. Raw distances to
frame origin were processed through MATLAB soft-
ware (R2022a) using a linear interpolation, thus pro-
vided a single value for each space section.

To examine results consistency, Pearson correlation
coefficient between these values and maximum sub-
ject value of the whole space were computed. After
distance values were normalised by subject maximum
distance, a mean RSE was computed as the mean of
all data of the control group. For the corresponding
figure, values lay between 0 and 1 as percentages of
the maximum distance to the origin. Whites areas
correspond to space portions without data. For all fig-
ures, the results were plotted in a spherical mathemat-
ical projection on the azimuthal-elevation 2D plane.

Table 1. Statistical values for the Pearson correlation coeffi-
cients between mean value of each space portion and max-
imum subject envelop value computed for the whole space.

Min Max Mean Std

Normalized RSE 0.20 0.95 0.74 0.06
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3. Results and discussion

3.1. Consistency of the control group

Statistical values are reported in Table 1. Local results
are reported in the coloured map of Figure 1. Except
from extreme positions, data highly correlates.

It tends to indicate that subjects with no known
pathology describe reach space envelops that are simi-
lar to each other.

However, results showed that extreme positions
might be difficult to reach for some persons, even in
the healthy population, which is visible through low
correlation coefficient at these locations. However,
this might also be due to an insufficient insistence
during instructions or a too limited training period.

3.2. Reach space envelops

Mean normalized RSE of the control group is dis-
played in the colored map in Figure 2.

For the control group, maximum distance, corre-
sponding to a value of 1, is obtained for azimuthal
angles near 0� (arm is in the sagittal plane) and eleva-
tion angles around 40�. It decreases to 0.8 mainly
when the elevation angle of the end effector decreases.
Isovalue lines are mainly horizontal. Their local min-
imum is reached at around 20� of azimuthal angle.

This mean RSE was compared to a subject specific
RSE obtained from an international category B wheel-
chair fencer to illustrate the method. Differences in
term of localization of the 95% section (orange space
portion) appear. Also, isovalue lines rise when the azi-
muthal angle rises, which can be explained by the lower
trunk mobility of the wheelchair fencer. Yet, for azi-
muthal angles near to 0�, RSE of the wheelchair fencer

reaches at least 95% of his maximum value for this
area. It would indicate a higher shoulder mobility.

Moreover, lack of data for very low azimuthal
angles can be considered as a consequence of a lower
trunk mobility.

4. Conclusions

This study demonstrates the feasibility of this method
to obtain and describe reach space envelop of wheel-
chair fencers. The same methodology can be used to
describe other specific RSE: without trunk motion, with
or without a foil and then provide quantitative data.

For a better understanding and use of this quanti-
tative data, the graphical representation may be
improved by adding a 3D description. Moreover, fur-
ther developments are needed to determine uncertain-
ties and to assess repeatability of such a method.

Although first results are promising, comparisons
of RSE between category A and B wheelchair fencers
are now needed to evaluate if this method could be
used to establish more equitable categories.
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Figure 2. Mean normalized RSE of the control group (a).
Subject specific normalized RSE (b).

Figure 1. Colored map of the Pearson correlation coefficients
between local value and maximum subject value for the con-
trol group.
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1. Introduction

Wheelchair badminton was only introduced in the
Paralympic scene during the Tokyo Games in 2021.
Two classes are defined for this sport: WH1, who
are athletes with little or no abdominal function,
and WH2, who have abdominal function. The speci-
ficity of this sport, in term of movement, resides in
the fact that athletes constantly performs back and
forth motions with a racket in their hand.

The propulsion is then made difficult because of
the contact with the handrim which is no longer
made with the hand but through the racket. It has
already been shown that holding the racket lowered
propulsion effectiveness and increased the risk of
injury by modifying the way the force is applied to
the handrim (Alberca et al. 2022). In para-tennis, it
has also been shown that holding a racket lowered
the push time, and increased the power loss during
propulsion (de Groot et al. 2017). The trunk flexion
was also impacted by the racket grip (de Groot
et al. 2017) which could lead to differences in
upper limbs kinematics, and in temporal character-
istics of propulsion, even without a racket
(Sanderson and Sommer 1985). The impact of hold-
ing a racket on the upper limbs has not been
studied for para-badminton, it could then be inter-
esting to study the differences of the upper limbs
kinematics of the para-badminton athletes when
holding a racket.

Therefore, the aim of this study was to analyze
the kinematics of the upper limbs during two types
of propulsion: with and without the racket. It has
been hypothesized that, since the trunk was
impacted by the racket grip, the athlete belonging to
the WH1 would compensate the lack of trunk
mobility by increasing the range of motion of his
upper limbs in comparison to the athlete belonging
to WH2.

2. Methods

2.1. Participants

Two French elite para-badminton players volunteered
for this study. One was competing in WH1 category
(S1), while the other one competed in WH2 category
(S2). The categories were defined according to the
Badminton World Federation classification regula-
tions. Their height and weight, (S1 and S2) were
1,68m and 1,8m, and 71 kg and 60 kg. Athletes used
their own wheelchair designed for para-badminton,
and their own racket. This research was authorized by
EudraCT / IDRCB n� 2020-A02919-30.

2.2. Experimentation

Each athlete performed back and forth pushes over
three meters during a minute under two conditions.
The first one was without the racket (No Racket), and
the second one with the racket in their hand (Racket).

A total of 15 markers were place on the scapula, fore-
arm, arm, and hand on the side of the racket, according
to (Wu and Cavanagh 1995) to perform a 3D-analysis of
the kinematics of the upper limbs. Positions of the
reflective markers were captured using a 22-cameras
optoelectronic motion capture system (ViconVR System,
#OxfordMetrics Inc., UK) working at 200Hz.

2.3. Data processing

The trajectories of the markers were smoothed using
a sliding window average method over five frames.
The OpenSim model with the scapulothoracic joint
from Seth et al. (2016) was used. The joint angles
were computed using the inverse kinematics tool of
OpenSim 4.3 and filtered afterwards with a 2nd order
Butterworth filter with a cutting frequency of 6Hz.

The gleno-humeral elevation, elbow flexion, and
wrist flexion have been computed for the different pro-
pulsions. The forward phase (FP) and backward phase
(BP) have been manually identified when the athlete
was changing direction. The range of motion of the ele-
vation of the shoulder, the elbow flexion, and the wrist
flexion was then reported for each phase. There was at
least seven forward or backward phase for each acquisi-
tion, so the values were averaged over the seven first
phases. The results of the upper limb on the side of the
racket were reported. Given the low number of athletes,
no statistical test was performed.

3. Results and discussion

The gleno-humeral elevation pattern did not differ
between the Racket and No Racket trials (Figure 1),
and so did the other coordinates. This might be due
to the extensive training that both athletes had in
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their wheelchair, and their ability to propel themselves
even with a racket in their hand. However, it was
observed that the range of motion of gleno-humeral
elevation was higher, in average, over the second
push while holding onto the racket for S1 (Figure 1).

Overall, the range of motion of the upper limbs of
S2 were higher than the one of S1 (Table 1) for both
FP and BP. Nevertheless, athletes had a higher range
of elbow flexion and gleno-humeral elevation (except
S2 without a racket) during FP than BP (Table 1).
The differences observed between FP and BP here
were mostly due to the different technique used by
athletes to propel forward or backward.

However, there were differences between both activ-
ities. Indeed, for S1, the range of motion of the gleno-
humeral elevation was lower when holding a racket
both for FP and BP. However, it was higher for S2 for
BP. The range of motion of the gleno-humeral elevation
of S1 was higher during the No Racket activity for both
FP and BP but it was higher during BP and lower dur-
ing FP during the No Racket activity for S2:

The wrist of S1 was the least impacted joint, with less
than 1� in average of difference in range of motion
between the two activities. S2 had a higher wrist range
of motion but a lower elbow range of motion during
the Racket activity whereas S1 had a higher elbow range
of motion during BP and lower during FP.

The compensation in terms of range of motion of
the upper limbs differed between both subjects. And
the pattern of compensation was not the same during
FP and BP, meaning that athletes had their own strat-
egy to compensate the lack of grip on the handrim
with their upper limbs.

4. Conclusions

This preliminary study was the first to investigate the
impact of holding a racket on upper limbs kinematics
during propulsion in para-badminton.

Differences have been found between the FP and BP
which could be due to the different technique used to
propel forward or backward. The differences due to
holding the racket were however specific to each athlete.

Those results need to be confirmed on more ath-
letes, to identify if the discrepancies come from the
techniques used or from the differences in term of
handicap, between athletes belonging to WH1 and
WH2. Biomechanical analysis could then be useful to
help classify athletes based on their mobilities.
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Table 1. Amplitude (mean± std) of the studied angles for
both subjects with the two conditions.
Range of motion GH elevation Elbow flexion Wrist flexion

S1 Racket FP 50.9 ± 3.9 85.8 ± 8.0 61.8 ± 4.9
BP 43.8 ± 2.8 72.3 ± 5.4 77.7 ± 2.0

No racket FP 55.4 ± 3.9 91.2 ± 6.9 62.9 ± 6.8
BP 47.9 ± 1.9 65.4 ± 3.7 76.6 ± 3.1

S2 Racket FP 57.5 ± 3.1 92.6 ± 6.2 76.6 ± 2.4
BP 64.4 ± 2.8 81.2 ± 7.9 85.5 ± 5.8

No racket FP 59.9 ± 3.7 98.8 ± 5.5 72.8 ± 8.1
BP 57.7 ± 2.1 87.8 ± 7.5 76.1 ± 18.3

FP is forward phase and BP is backward phase.

Figure 1. Mean (strong dark line) and standard deviation (red
fill) of the evolution of the gleno-humeral elevation during the
seven forward propulsions for S1 with and without the racket.
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1. Introduction

Shoulder injuries are common problems in athletes
practicing sports involving upper extremities, such as
rugby, tennis, handball or swimming. Such problems
are due to the low congruence between the glenoid
and humeral head, demanding high contribution of
the rotator cuff (RC) muscle strength to stabilize the
glenohumeral (GH) joint, while moving the arm
(Gaudet et al. 2018). During sport practice, all the
components of muscle strength ability are required
(Schwank et al. 2022), and particularly the muscular
endurance, defined as the ability to limit the strength
decrement for an extended period. Isokinetic dyna-
mometry is considered the ‘gold standard’ to assess
strength objectively, as for maximal strength of RC
muscles (Edouard et al. 2011). Currently, discrepancy
in number of contractions (from 10 to until a decre-
ment of 50% in maximal strength value), and in com-
putational methods exists to characterize RC muscle
endurance in GH internal (IR) and external (ER)
rotation.

Therefore, this study aimed to explore the influ-
ence of the number of contractions and computa-
tional method on the reliability of muscle strength
endurance measures assessed isokinetically.

2. Methods

2.1. Participants

Twenty healthy athletes (10 males, age: 23.5 ± 5.0 yrs;
height: 173.3 ± 10.1 cm, mass: 67.6 ± 10.1 kg) per-
formed two sessions, one week apart.

2.2. Experimental procedure

For each session, after a standardized warm-up, the
participant was secured with two thorax belts in lying
position on an isokinetic dynamometer (CON-TREX

AG, D€ubendorf, Switzerland). The arm assessed was
abducted at 45� relative to the thorax in the scapular
plane, i.e. 20� forward the frontal plane, and the
elbow bent at 90�. From 0� position, i.e. forearm
placed vertically, the participant performed bilaterally,
series of reciprocal contractions in IR of 50�, and ER
of 60� (total range of motion ¼ 110�), with gravity
correction: two submaximal and one maximal of five
contractions in concentric mode at 120�/s, one sub-
maximal and one maximal of three contractions in
concentric then eccentric mode at 60�/s, and one sub-
maximal of two contractions and one maximal of 50
contractions (Gaudet et al. 2018) in concentric mode
at 120�/s (Guillemot et al. 2016). Sub-maximal and
maximal series were interspersed by 30-s recovery,
and maximal and submaximal series by 1-min. The
dominant side was assessed first.

2.3. Data treatment and statistical analysis

After filtering (low-pass Butterworth order 4th; cutoff
frequency ¼20Hz) the signal of the 50-contractions
series, muscle endurance was assessed by the decre-
ment (Dec) in % in peak torque (PT) for IR and ER
when considering only 10, 15, 20, 25, 30, 35, 40, 45
or 50 contractions (con) based on the following equa-
tions:

Dec1 ¼ maximal PT�minimal PT
maximal PT

�100 (1)

Dec2 ¼ mean PT of the 1st 4 con�mean PT of the last 4 con
mean PT of the 1st 4 con

�100

(2)

Dec3 ¼ 100� mean PT of the last 3 con
mean PT of the first 3 con

�100 (3)

Dec4 ¼ 100� Cumulated PT
Maximal PT�total number of con

�100
(4)

Analysis of variance for one intraindividual factor
of 10 repeated measures were applied (JASP 0.17.1,
University of Amsterdam, Netherlands) to assess the
effect of number of contractions on the PT Dec for
IR and ER. When p� 0.05, contrast analysis was
performed to compare deci for a given number of
contractions to 0%, meaning no PT Dec. Interclass
coefficient of correlation (ICC3,k) was computed using
MATLAB (R2021b, The MathWorks Inc Natick, Mas-
sachusetts) to assess Deci intersession reliability, with
0.5 � ICC <0.7 for moderate, 0.7 � ICC <0.9 for
high, and ICC �0.9 for very high reliability (Gautrey
et al. 2013).
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3. Results and discussion

Based on the 80 series of 50 contractions (40 should-
ers assessed twice), the required velocity of 120�/s was
reached for all the contractions in IR and ER for 68
(85%) series. This rate was similar to the rates of
84.6% reported for 60�/s and 180�/s, and higher than
77% reported for 360�/s (Mueller et al. 2011).

Despite the number of contractions considered,
Dec1 values were higher than values obtained for the
three other computational methods for both IR and
ER, that may be explained by the occurrence of max-
imal and minimal PT unrelated to a fixed number of
contractions. The analysis of variance showed a sig-
nificant effect of contraction number on PT Dec for
IR and ER (p< 0.001). For both IR and ER, signifi-
cant decrease was observed after 10 contractions for
Dec1 and Dec4, and 15 contractions for Dec2 and
Dec3 (p< 0.001; Figures 1 and 2). Our findings with
equation Dec1 were similar to those reported by
Gaudet et al. (2018).

Considering ICC values for IR Dec, moderate reli-
ability was found after 35 contractions when using
Dec1, Dec2 and Dec3, from 40 contractions with
Dec4. High reliability was obtained with Dec2 for 35
and 40 contractions, and with Dec1 for 45 and 50
contractions (Figure 1). Regarding ICC values for ER
Dec, moderate reliability was found after 15 contrac-
tions with dec1 and dec4, high reliability after 20 con-
tractions with dec1. Regardless of the computational
method, high reliability was obtained after 40 ER

contractions. Regardless of the number of contrac-
tions and equations, the reliability of PT decrement
seemed higher for ER than for IR. Despite the partici-
pant’s upper body was secured with two thorax belts,
more compensatory shoulder motions may occur dur-
ing IR than ER. However, for both IR and ER, our
values remained largely lower than 0.88 reported by
Gautrey et al. (2013) and 0.98 by Maffiuletti et al.
(2007). Such discrepancies may be explained by dif-
ferences in movement studied: hip adduction and
abduction in Gautrey et al. (2013), and knee flexion
and extension in Maffiuletti et al. (2007). To the best
of our knowledge, currently no study reported reli-
ability in PT decrement for GH IR and ER.

4. Conclusions

The findings of this study revealed that, based on
four computational methods involving peak torque
values, a minimum of 15 contractions was required to
observe significant decrement in peak torque values
for glenohumeral internal and external rotator
muscles. In addition, 40 contractions allowed muscle
strength endurance outcome measure with high reli-
ability to be found, while applying the same computa-
tional method for both the glenohumeral internal and
external rotator muscles. Further studies may evaluate
other computational methods, such as those involving
work or those based on decay slope, to produce

Figure 2. Mean (þ standard deviation) PT decrement for GH
ER (top) and ICC3,k (bottom) according to the computational
method (Deci) and number of contrac-tions. Significantly dif-
ferent from 0% (p< 0.001) with A, B, C, D for Dec1, Dec2,
Dec3, Dec4 respectively.

Figure 1. Mean (þ standard deviation) PT decrement for GH
IR (top) and ICC3,k (bottom) according to the computational
method (Deci) and number of contractions. Significantly differ-
ent from 0% (p< 0.001) with A, B, C, D for Dec1, Dec2, Dec3,
Dec4, respectively.
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outcome measures assessing muscular strength endu-
rance of rotator cuff muscles.
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1. Introduction

In horseback riding, the riding saddle plays a funda-
mental role in rider-horse interaction (Clayton et al.
2014). The main contact area between the horse and
the rider is through the riding saddle. Professionals,
who ride for several hours and different horses per
day, are more exposed to mechanical stress on their
spine, due to intensive and repeated practice. These
riders revealed a prevalence of musculoskeletal disor-
ders of the spine, particularly low back pain (Deckers
et al. 2021). Considered as an aggravating factor in
musculoskeletal disorders (Boshuizen et al. 1990),
exposure to vibrations is regulated in the professional
field. The quantification of vibrations is based on
their frequency and amplitude, but also on the pos-
ition and duration of exposure. Standards exist to
limit this occupational exposure, and thus reduce its
harmful effects on health (ISO 2631, 2002). To date,
the exposure to vibrations of horseback riders has
only been quantified in one study in the agriculture
field (Zeng et al. 2017): their results suggest a moder-
ate health risks for rider. However, no study has yet
looked at this phenomenon in professional horseback
riding. The aim of this pilot study is to quantify the
human exposure to vibrations of professional horse-
back rider’s lumbar spine area through the spectrum
of the existing standards, depending on the riding
saddle.

2. Materials and methods

One participant carried out the experimental protocol:
a 37-year-old (1.74m–85 kg) professional rider and
instructor riding around 5–8 h per day. The partici-
pant was riding an 11-year-old horse. Two parameters
were varied during data acquisition: the type of saddle
and the paces of the horse. A jumping saddle (SJ) and
a dressage saddle (DR) from the Devoucoux saddlery

were used (Figure 1). Both are made of leather, with
a wooden tree and a semi-curve seat for the SJ saddle
and a carbon tree with a curve seat for the DR saddle.
The protocol took place at three paces: walk, trot (ris-
ing trot and sitting trot) and canter. The participant
performed several passages in a straight line: 2 pas-
sages at walk (one passage at the left hand then one
passage at the right hand), 2 passages at rising trot, 2
passages at sitting trot, 2 passages at left canter and 2
passages at right canter. A Vicon Blue trident IMU
was used to measure the high-frequency acceleration
(sampling rate of 1600Hz) and was placed at the level
of the rider’s lumbar spine (L5). The IMU was
attached to the horseback rider (Figure 1) with dou-
ble-sided tape, secured with an adhesive strip on top.

The raw vibration data were processed to extract
three indicators from the standard (ISO 2631, 2002)
and the directive (Directive-2002/44/EC, 2002) on
human exposure to vibrations: the Total Vibration
Value (TVV – [ms�2]), representing the frequency-
weighted vibration dose transmitted to the body in a
seated position with a vibration input at the seat ; the
Daily Exposure Action Value (DEA – [min]), repre-
senting the minimum duration of exposure to whole-
body vibration to reach the action value (0.5ms�2

according to the European directive) and the Daily
Exposure Limit Value (DEL – [min]), representing
the minimum duration of exposure to whole-body
vibration to reach the limit value (1.15ms�2 accord-
ing to the European directive).

3. Results and discussion

The results regarding TVV at the lumbar spine are
presented in the histogram in Figure 2. The results
obtained are compared between paces and between
saddles. Regarding the comparison between the sad-
dles, the results obtained with the DR saddle are
superior to those obtained with the SJ saddle (mean
relative difference of 23%), especially in rising trot.

Figure 1. Rider posture on the SJ saddle (a) and on the DR
saddle (b) and position of the IMU on the rider.
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Nevertheless, the results at this pace must be nuanced
because there is not a constant contact with the sad-
dle. This implies regular impacts for the rider, adding
a source of vibrations besides the horse motion.

Regarding the paces, the trot represents the most
important pace in terms of vibration exposure, with a
domination for the sitting trot in the SJ saddle, and
for the rising trot in the DR saddle. The least restrict-
ive pace is the walk. This finding is consistent with
the type of pace: the walk is a walking pace and the
slowest, while the others are jumping (trot) or tilted
(canter) paces, which means repeated impacts every
time the horse touches the ground after a flight time.

Regarding the Daily Exposure Action value
(Table 1), there is a difference between the two sad-
dles: the DR saddle has a higher time limit than the
SJ saddle, except for rising trot. In terms of DEL,
knowing that during a work session, a rider spends
on average 10min minimum at each pace, the values
are low regarding trot and canter, considering only
work at three paces, without jumping.

For comparison, the results of Zeng et al. (2017)
for agricultural horseback riding, regarding daily
vibration exposure, suggest moderate health risks.
However, it should be noted that the experimental
conditions are different with this pilot study for pro-
fessional riding, on intensive practice of sport horse-
back riding. With respect to the time limit for
exposure to vibrations considered, the value is less

than an hour, considering that the participant only
moved at walk mostly, and a little at trot.

The first limitation of this study lies in the popula-
tion, which is made up of just one participant.
Secondly, the participant performs daily 5–8 h of
horseback riding. This intensive practice is completely
out of line with the values obtained from the standard
(ISO 2631, 2002). The rider is supposed to stop his
activity after barely 10min of trotting, knowing that a
work session in horseback riding lasts on average one
hour per horse. However, it is interesting to consider
this indicator when planning the work sessions, to
adapt work time to each pace depending on the
defined target.

4. Conclusions

This pilot study on the quantification of human
exposure to vibrations of riders’ spine-lumbar sug-
gests that horseback riding could lead to health risk
for professional riders following the European
Directive. The type of riding saddle plays a major role
in the transmission of vibrations, particularly by mod-
ifying the rider’s posture (different rotation of the pel-
vis, modification of the leg position).

These standards do not seem really suitable for the
world of horseback riding. It would be judicious to
adapt the vibration exposure indicators to the specific
characteristics of equestrian practice, in particular by
taking into account the horse’s and rider’s motion, as
well as optimising the placement of the sensors at the
saddle. They could be used optimally to adapt train-
ing sessions and as another evaluation indices of the
riders’ musculoskeletal disorders of the lumbar spine.
These indicators could also be used in the process of
validating equipment with saddle manufacturers to
improve their design.
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Table 1. Daily Exposure Action Value (DEA – [min]) and Daily
Exposure limit value (DEL – [min]) at the three paces.

Paces

DEA DEL

SJ Saddle DR Saddle SJ Saddle DR Saddle

Walk 14min 13min 75min 73min
Rising trot 1min 49s 1min 25s 10min 7min 33s
Sitting trot 38s 49s 3min 20s 6min 48s
Canter 1min 34s 1min 43s 8min 27s 9min 08s
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1. Introduction

Wheelchair badminton is a relatively new sport that
was officially integrated into the international
Paralympic scene at the Tokyo Games in 2021. This
wheelchair sport presents several peculiarities in terms
of movement, which is solely done through forward
(FP) and backward propulsion (BP). Due to this speci-
ficity of movement and the internal logic of badminton,
players must perform significant forward and backward
trunk tilts to retrieve net shots or clearances. Trunk
postural control is crucial for stabilizing the entire body
and generating muscular force during physical activity.
When the trunk is stable, it is easier and safer to trans-
fer the forces applied along the body to perform any
motor task, improving muscular action, and reducing
joint load (Kibler et al. 2006). In addition, studies have
identified important differences in upper limb kinemat-
ics, temporal characteristics of propulsion (Sanderson
and Sommer 1985), and energy expenditure
(Vanlandewijck et al. 1994) depending on the degree of
trunk flexion. Therefore, studying trunk kinematics is a
key element to consider in wheelchair badminton.
There are two classes of athletes in this sport: WH1,
who are athletes with little or no abdominal function,
and WH2, who have abdominal function. These differ-
ences in abdominal function notably affect postural sta-
bility and propulsion capacity (Gagnon et al. 2009).

The aim of this case study is to compare the trunk
kinematics of two wheelchair badminton players, one
belonging to the WH1 class and the other to the WH2
class. This analysis will allow for a better understanding
of the impact of abdominal function on postural stabil-
ity and performance in this wheelchair sport.

2. Methods

2.1. Participants

Our study involved the participation of two French
elite para-badminton players of classes WH1 and

WH2, who reported no injury or pain that could
impede their wheelchair propulsion. The categories
were defined according to the BWF classification reg-
ulations. Their height and weight were 1.68m and
1.8m, and 71 kg and 60 kg. They used their own
wheelchair designed for para-badminton, and their
own racket. This research was authorized by
EudraCT/IDRCB n� 2020-A02919-30.

2.2. Experimentation

The two athletes were asked to perform consecutive
sprints in FP and BP for one minute on a straight
line of 3 meters. They started from a standing start in
FP and then, once the big wheels of the wheelchair
crossed the three-meter line, they started again in BP
and so on for one minute. The tests were conducted
in a laboratory on a wooden parquet surface.
Kinematics were recorded using an optoelectronic
system composed of 22 cameras (ViconVR System,
#Oxford Metrics Inc., UK) arranged in a circular
manner. The following markers were recorded at a
frequency of 200Hz: right and left occipital and tem-
poral bones, manubrium, C7, T8, xiphoid process, 6th
right and left ribs, high, low, right and left scapular
spines, acromion, center of the clavicle, medial and
lateral epicondyles of the right and left elbows, right
and left radial and ulnar styloid processes, rigid body
of 4 markers on the right and left arm, right and left
radius (technical markers), and 2nd and 5th right and
left metacarpal heads.

2.3. Data processing

Data were processed using Python 3.11 and the
Kinetics Toolkit library (Ch�enier 2021). A trunk seg-
ment was created from the middle point of T8 and
xiphoid process to the middle point of C7 and manu-
brium. The trunk angle was calculated by projecting
this segment in the sagittal plane. The phases of FP
and BP as well as the transition from FP to BP (TBP)
and the transition from BP to FP (TFP) phases were
manually identified by video analysis and marked
using events. Peak angles were calculated for each
phase and each transition. Given the nature of our
case study, no statistical test was performed.

3. Results and discussion

The test results of the study are presented in Table 1.
According to Table 1, both athletes performed con-

secutive forward trunk inclinations during the FP and
BP. This allowed them to achieve synchronous
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propulsion. Figure 1 illustrates this and the transition
phases.

During TFP, the athletes positioned their trunk in
a forward inclination to brake efficiently and be able
to restart in FP. Conversely, they positioned their
trunk in a backward inclination during TBP. This
position allows them to brake more quickly by plac-
ing their center of gravity behind the wheelchair.

Comparing the results of the two athletes, it
appears that WH2 exhibited greater forward trunk
inclinations during both FP and BP as well as during
TFP, compared to WH1. These differences can be
explained by differences in the athletes’ abilities.
Indeed, WH2 has abdominal strength that allows him
to perform significant forward trunk inclinations dur-
ing propulsion and braking without falling.
Conversely, WH1, who lacks abdominal strength, will
fall if he inclines his trunk too far forward. He will
then have to use his arms to lift his upper body,
which could slow him down.

Regarding TFP, it is WH1 who performs the great-
est trunk inclinations backward. Here also, the results
can be explained by abdominal strength. Indeed,
WH1, not having abdominal strength, will not be able
to control his backward trunk inclination.
Furthermore, WH2 does not have a backrest which
may limit his backward trunk inclinations to avoid
any falls.

4. Conclusions

The preliminary results of this case study reveal dif-
ferences between the two classes of athletes regarding
trunk inclination. Athlete WH2 seems to perform
more significant forward inclinations than athlete
WH1, while the latter performs more pronounced
backward trunk inclinations. These preliminary results
of this case study are a step towards a better under-
standing of the kinetics of wheelchair badminton, but
this requires further in-depth studies on the subject.
It would also be interesting to examine the risks of
injury associated with joint amplitudes, especially at
the shoulders and wrists, to better prevent injuries.
Therefore, further research is necessary by studying
other joints. Additionally, the results obtained could
help athletes and coaches identify strategic positioning
on the court based on athletes’ abilities. Finally, if dif-
ferences in trunk inclinations exist between the WH1
and WH2 classes in our case study, it would be inter-
esting to see if this is also the case for a larger cohort
of athletes. These identified differences could contrib-
ute to the athlete classification process based on func-
tional classification.
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Figure 1. Example of a complete cycle of FP-TBP-BP- TFP for
each athlete.

Table 1. Peak trunk inclination angles. þforward, –backward.
Peak angle FP (�) Peak angle BP (�)

WH1 60.36 (5.66) 24.55 (6.04)
WH2 76.63 (2.99) 49.06 (6.22)
WH2-WH1 þ16.27 þ24.51

Peak angle TFP (�) Peak angle TBP (�)
WH1 33.23 (8.12) �27.93 (3.28)
WH2 75.91 (4.73) �14.51 (3.57)
WH2-WH1 þ42.68 �13.42

S274 ABSTRACTS 48th Congress of the Society of Biomechanics

https://doi.org/10.21105/joss.03714
https://doi.org/10.1310/sci1502-59
https://doi.org/10.1310/sci1502-59
https://doi.org/10.2165/00007256-200636030-00001
https://doi.org/10.1016/0021-9290(85)90277-5
https://doi.org/10.1016/0021-9290(85)90277-5
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1. Introduction

Nordic walking popularity as a physical activity has
increased in last 15 years due to its playfulness and
easy accessibility. Nordic walking is more and more
considered as a physical practice during rehabilitation
to improve gait patterns or counteract the deterior-
ation of walking quality (e.g. Ben Mansour et al.
2018). Moreover, Nordic walking is known for its
social and psychological benefits (Zurawik 2020) and
differs to normal walking both in kinematics and tool
usage (poles). Nevertheless, because of its practice in
ecological situations, carrying out a classical analysis
of Nordic walking through the detection of walking
events is a challenge.

Detection of walking events is at the core of gait
analysis. Gait can be broken down into cycles defined
by walking events, Heel Strike (HS) and Toe Off
(TO) (Perry 2010). They are usually detected in bio-
mechanics studies using forces platform or through
the use of algorithms based on kinematics data from
optoelectronic systems (Fonseca et al. 2022). Despite a
very large number of articles dedicated to estimating
walking events through kinematics, no articles were
found on the specific practice of Nordic walking.

Hence, the purpose of this study is to test the abil-
ity of three classical algorithms for detecting walking
events on a practice of walking as well as Nordic
walking.

2. Methods

2.1. Participants

Seventeen subjects without known osteoarticular path-
ologies and engaged in regular physical activity gave
their voluntarily consent to participate in this study
(age: 26.4 ± 5.9 years; height: 172.18 ± 7.2 cm; mass:
74.47 ± 15.2 kg).

2.2. Protocol

A total of 49 reflective markers were placed on each
subjects following the recommendation of the IOR
Full Body Model. Markers’ 3D trajectories were

recorded with a 12 cameras motion capture system
(VICON) with a framerate of 200Hz.

Each participant was asked to walk over a 10-m
corridor on which were placed 4 Kistler forces plat-
form Type 9286A. In order to prevent subjects from
targeting their gait at the force platform, subjects
walked as many times as required to step 10 times
exactly on at least one platform. To do this, one of
the experimenters took care of observing the walking
of subjects on the force platforms in contact with feet.

The first passage was done in normal walking, the
second in fast walking and the third in Nordic walk-
ing with poles (all conditions were at self-selected
speed). Concerning the passage in Nordic walking,
the participants had a period of familiarization with
walking in sticks of about 5min in order not to dis-
tort the results of participants not initiated to the
practice.

2.3. Data analysis

Two different datasets were used to compute the
walking events. Reference events were computed with
the force platform data. Reference HS and TO were
defined when the vertical force reached a value
respectively above or below 20N (Fonseca et al.
2022). Kinematics based events were computed via
the 3D trajectories of marker which were processed
according to the event detection algorithms proposed
in (Zeni et al. 2008) [Zeni 1] and [Zeni 2], and
(Hreljac and Marshall 2000) [HMA]. The [Zeni 1],
[Zeni 2] and [HMA] algorithms are respectively based
on positions, velocities and accelerations of foot and
sacrum markers.

Reference timing was subtracted to the three other
algorithms to obtain the average time difference in
HS and TO detection between algorithms and forces
platforms according to the 3 walking conditions.
After verification of the normality, repeated measures
two-ways ANOVA were performed on both HS and
TO errors depending on the 3 algorithms and walking
conditions. A Post Hoc test was carried out in order
to verify these significant differences by pairing T-test
with Bonferroni corrections.

Data processing and statistical computation were
carried out on Matlab software. Statistical tests were
performed using the 0D SPM toolbox to investigate
potential effect of walking condition on the mean
detection error of HS and TO events.

3. Results and discussion

Fifty-one acquisitions were collected for all subjects
who walked between 3 and 10 times over the corridor
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for each condition. A total of 223 walking events
were identified for normal walking, 153 for Fast walk-
ing and 183 for Nordic walking. Mean error and
standard deviation between the force platform data
and the [Zeni 1], [Zeni 2] and [HMA] algorithms
according to the gait conditions for HS and TO
detection has been carried out (cf. Table 1).

The [HMA] algorithm presents an average error
between 0.08 s and 0.02 s depending on the gait con-
ditions. On the other hand, the [Zeni 1] and [Zeni 2]
algorithms show an error between 0.04 and 0.01 s.
Moreover, for each algorithm, the Nordic walking
condition represents the lowest average error. Finally,
for the 3 algorithms, the lowest average error was in
the detection of TO compared to HS, and that what-
ever the gait condition.

The 2-ways RM ANOVA yielded significant results
for both HS and TO detection according to gait
condition.

For HS detection event (cf. Figure 1), the results
showed a significant difference both on the algorithm
and walking condition (p¼ 0.002). Significant differ-
ences were found between [HMA] and [Zeni 1] and

between [HMA] and [Zeni 2] (p< 0.001) but not
between [Zeni 1] and [Zeni 2] on all walking condi-
tions. Similarly, all algorithms result significantly
changed their timing error depending on the walking
condition (p< 0.001).

For TO detection event (cf. Figure 1), the results
showed a significant difference only on the algorithm
choice (p¼ 0.002). Post-hoc analysis yieled a signifi-
cant difference between [HMA] and [Zeni 1] and
between [HMA] and [Zeni 2] (p< 0.001) but not
between [Zeni 1] and [Zeni 2] on all walking
conditions

Interestingly, the [HMA] HS estimation precision
improves with gait speed increase whereas [Zeni 1]
and [Zeni 2] stay constant. It might be due to the
content of the [HMA] algorithm based on acceler-
ation and jerk; quicker kinematics could improve the
precision of event detection. Theses results shows that
both Zeni algorithm seem more appropriate for the
study of nordic walking.

4. Conclusion

The aim of this study was to test the ability of three
classical algorithms for detecting walking events on 3
gait conditions (normal walking, fast walking and
Nordic walking). All algorithms were successful in
detecting walking events (HS and TO), with better
results for [Zeni 1] and [Zeni 2] especially for HS.
Moreover, [Zeni 1] and [Zeni 2] appears to be more
robust related to walking speed.

Despite the presence of significant differences
between the algorithms for each condition, all three
algorithms obtained accurate average errors in the
Nordic walking condition compared to other condi-
tions for either HS or TO. These results encourage
the feasibility of detecting walking events on a Nordic
walking practice with embedded motion capture
systems.
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Figure 1. Timing error for HS and to depending on the three
algorithms for all conditions.

Table 1. Mean error and standard deviation (in sec) of HS
and to detection between algorithms and forces platform for
each gait condition.

HS TO

HMA Zeni 1 Zeni 2 HMA Zeni 1 Zeni 2

Normal �0.08
± 0.08

�0.04
± 0.02

�0.04
± 0.02

0.03
± 0.03

0.01
± 0.03

0.01
± 0.04

Fast �0.05
± 0.07

�0.03
± 0.01

�0.03
± 0.01

0.03
± 0.01

0.01
± 0.01

0.01
± 0.01

Nordic �0.02
± 0.07

�0.03
± 0.01

�0.03
± 0.01

0.02
± 0.02

0.01
± 0.03

0.01
± 0.03
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1. Introduction

The gross mechanical efficiency of the manual wheel-
chair (MWC) propulsion movement is defined as the
ratio between power applied to the hand rim and
energy expenditure associated. The values reported in
the literature for wheelchair propulsion are particu-
larly low (between 2.0 and 10.5%) compared to other
movements (between 18 and 23% for cycling and
between 20 and 40% for walking (Zepeda et al.
2016)). Thus, the MWC propulsion movement is a
major issue in sports performance.

The energy losses during the MWC propulsion
were mainly due to rolling resistance (RR) (Bascou
2012). Testing methods evaluating the RR of a MWC
were mostly focused on the evaluation of the RR of
the entire wheelchair, without isolating the front
caster.

However, caster wheels are responsible for the
rotation around the vertical axis and the stability of
the wheelchair. As such their study must not be
neglected for both daily and sports applications.

Many authors agreed that the geometry and the
material of the casters, the surface, the mass distri-
bution between rear wheels and front casters (Sauret
et al. 2012) and the load applied on the front cas-
ters (Ott et al. 2022) had a significant impact on
the RR force acting on the system. However, until
now, no study has evaluated the power dissipated
due to RR.

Hence, the purpose of this study was to evaluate
the power losses due to RR in front casters during
wheelchair propulsion. Four casters with different
geometries and materials were used. The tests were
conducted on two surfaces with different deformation
properties, at a specific speed and under several load-
ings. It was expected that the casters with the smallest
diameters would generate the most power losses. It
was also hypothesized that the lowest power would be
dissipated on the less deformable floor, regardless of
the caster or the loading.

2. Methods

2.1. Experimentation

Four casters (1Spherical, Ø50,8mm; 2Omniwheel,
Ø127mm; 3Skate, Ø52mm; 4Roller, Ø80mm) were
tested on two surfaces representative of indoor sports
surfaces (parquet floor and Taraflex-type PVC floor).
A specific test bench adapted from a cutting bench
was used. It was composed of a horizontal plane mov-
ing back and forth and a 6-axis force sensor (3-D
dynamometer type 9257B, Kistler). The force sensor
measured the efforts applied by the surface to the
caster when the horizontal plane was translating back
and forth at 1.1m/s. The speed was chosen to corres-
pond to a daily normal displacement speed (Chan
et al. 2018). Tests were conducted under four com-
pressive loads (50N, 100N, 150N, 200N). These
loading conditions were based on the literature with a
total mass system (subject and wheelchair) of 100 kg
with a loading on each caster of 5%, 10%, 15%, and
20% of this total mass (Chan et al. 2018). Speed data
were measured at 200Hz. Forces were measured at
1000Hz. Each caster was tested once under the sur-
face and load conditions described above, for a total
of 32 tests.

2.2. Data processing

Load data were resampled at 200Hz and filtered with
a 2nd order Butterworth low-pass filter (4Hz-cut-off
frequency). Loading data were synchronized with the
speed data. Power (P) dissipated by the caster was cal-
culated as the product of the horizontal force (Fh)
and the linear speed (v) of the plane:

P ¼ Fh:v

The whole roundtrips were identified and data
were processed only on forward phases (between 2
and 11 depending on the trial). The mean and stand-
ard deviation (SD) of the power dissipated was calcu-
lated for each trial. To evaluate the impact of the
different parameters (loading, surface and caster
type), the mean and the standard deviation of the
mean powers was calculated for the trials implying
the parameter. The mean power over all the trials was
also calculated as a reference.

3. Results and discussion

The power dissipated on the Taraflex was more than
four times higher than on the parquet and was higher
than the average power over all the trials (Figure 1).
This result could be explained by the deformable
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nature of the Taraflex, which corroborates with a
result stated by Chan et al. (2018).

At loadings of 50N and 100N, the power dissi-
pated was roughly equivalent and lower than the
average power. From 100N, the power dissipated var-
ied linearly with the loading. Beyond 150N, the load-
ing had a critical effect on the power dissipated since
it was much higher than the average power
(Figure 1). The fact that a loading of 50N implies
more dissipated power than a loading of 100N was
surprising. This could be explained by the relation
between the impact of the loading and the diameter
of the caster (Zepeda et al. 2016). The interaction
between combined factors could surestimate the effect
of each individual factor (Ott et al. 2022).

The power dissipated by the spherical and the
Omniwheel casters were equivalent and more than
two times lower than the average power. The skate
caster dissipated almost four times more power than
the spherical and Omniwheel casters (Figure 1).
Several authors have shown that casters with a lower
diameter dissipated more power (Sauret et al. 2012).

However, the smallest caster in this study (spherical)
dissipated the less power. This could be explained by
the geometry and the material of the spherical caster
which implied a contact surface between the caster
and the surface much lower than the one for skate
and roller casters. In assessing the impact of the
parameters on the dissipated power, some SD values
were higher than the mean values, leading to the
negative values shown in Figure 1. These SD values
reflect a large variability of results between conditions,
which can be explained by a possible variability
between measurements due to surface irregularities,
for example, or by parameter interdependance.

On the parquet, the lowest power was 0.8 ± 0.4W
(50N, roller). On the Taraflex, the lowest power dissi-
pated was 1.8 ± 0.8W (50N, Omniwheel). The highest
power dissipated was 37.8 ± 19.1W (200N, Taraflex,
skate) (Table 1).

The SD values were particularly high on the
Taraflex. Once again, this could be explained by the
deformation of the surface during the trial which
involved a larger contact surface between the Taraflex
and the caster.

4. Conclusions

This study was the first one evaluating the power dis-
sipated due to RR in front casters during wheelchair
propulsion. Thus, the results of this study cannot be
compared to literature.

This study was also the first one investigating the
effect of a floor representative of sports applications
as a Taraflex-type PVC floor and a spherical caster.
This study has shown that the Taraflex floor consider-
ably increases the dissipated power, regardless the
other parameters. Then, it would not be recom-
mended to use this type of floor for sports perform-
ance. This study also revealed that spherical and
Omniwheel casters seem to be interesting candidates
for use on wheelchairs. A future study will investigate
the impact on the speed and the direction of transla-
tion (front or back) on the dissipated power. In the
field, tests must also validate the present results by
mounting the casters on the wheelchairs.
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Table 1. Mean and standard deviations of the power dissi-
pated [W] during the trials for the different casters.

1 2 3 4

50 N P 1.4 ± 0.4 1.4 ± 0.4 1.4 ± 0.7 0.8 ± 0.4
T 1.9 ± 1.0 1.8 ± 0.8 5.6 ± 2.9 4.7 ± 2.3

100 N P 1.5 ± 0.5 1.4 ± 0.5 1.3 ± 0.6 0.9 ± 0.6
T 1.9 ± 1.1 2.1 ± 1.1 15.0 ± 7.8 9.9 ± 2.1

150 N P 1.5 ± 0.5 1.5 ± 0.5 2.5 ± 1.0 2.1 ± 0.8
T 2.9 ± 1.6 2.6 ± 1.4 25.2 ± 12.7 15.4 ± 1.1

200 N P 1.6 ± 0.5 1.4 ± 0.5 2.2 ± 1.0 2.3 ± 1.1
T 3.7 ± 1.8 2.7 ± 1.4 37.8 ± 19.1 18.8 ± 9.4
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1. Introduction

Lateral epicondylitis, also known as tennis elbow, is a
major health issue among tennis players as well as in
other part of the population, e.g. assembly line work-
ers or musicians (Lenoir et al. 2019). This musculo-
skeletal disorder affects hand extensor tendons, results
in substantial pain and impairments for sporting and
everyday activities and can require more than
12months for full recovery (Lenoir et al. 2019).
Unfortunately, prevention remains limited by the lack
of data regarding biomechanical risk factors, espe-
cially because in vivo evaluation of hand tendon
forces remains challenging. Musculoskeletal modeling
is a non-invasive method to estimate muscle and joint
loading from motion capture data and has already
provided insights in biomechanical loadings during
tennis playing (Martin et al. 2014). Nonetheless, such
modeling approach was never applied to study hand
mechanical loading during tennis playing. The object-
ive of this study was thus to develop a musculoskel-
etal model to provide new insight into hand tendon
loading in tennis players.

2. Methods

2.1. Participants and protocol

An Advanced player (ITN 3; 19 y; 185 cm; 64 kg; grip
strength: 653N; eastern grip position) and an
Intermediate player (ITN 7; 19 y; 183 cm; 73 kg; grip
strength: 1195N; semi-western grip) participated in a
two-step protocol. The first step consisted in a series
of grip force tasks to establish a relationship between
electromyographic (EMG, Trigno, Delsys, MA,
2000Hz) activities and grip force (3.3-cm diameter
cylindrical handle, Sixaxes, FR). The second step con-
sisted in performing forehand drives to hit a target
with a ball being sent by a ball machine. The fore-
hand drives were performed at two different shot
speeds (Slow and Fast) and with three different

rackets (R1, R2 and R2w) with different mass (270–
320 g) and transverse moment of inertia (125–
162 kg cm2).

2.2. Motion capture data acquisition

Upper limb and hand three-dimensional kinematics
were tracked using reflective markers (Figure 1) and a
seven-camera motion capture system (MX T40,
Vicon, Oxford, UK). EMG activities were synchron-
ously recorded for four forearm muscles (FCR: flexor
carpi radialis, ECR: extensor carpi radialis, FDS: flexor
digitorum superficialis, and EDC: extensor digitorum
communis, see Figure 1).

2.3. Muscle force estimation

An electromyography-informed musculoskeletal
model was developed to estimate the tendon forces of
42 hand muscles, including both finger intrinsic and
extrinsic as well as wrist prime movers. The model
relied on an inverse-dynamics approach (Goislard de
Monsabert et al. 2012) with three main inputs: grip
force estimated from FDS EMG activity (step 1), wrist
net moments deduced from marker displacement data
and EMG-informed muscle force estimation using
FCR, ECR and EDC force-length-activation relation-
ships (Goislard de Monsabert et al. 2020). The model
was run for five specific time points (Figure 2) from
beginning of forward acceleration to end of follow-
through phases (vertical dashed bars on Figure 1).
From the 42 tendon forces estimated by the model,
muscle group forces of finger (RFF�ext) and wrist
(RFW�ext) extensors were calculated by summing the
forces of the four EDC and the three wrist extensors,
respectively.

2.4. Data analysis

For comparison between players, muscle group forces
at pre-impact were first normalized and expressed as
percentage of maximal grip force (MGF) and then

Figure 1. Illustrations of the positions of the motion capture
markers (left panel) and surface EMG electrodes (right panels).
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divided by the ball velocity after impact (Vball) in
ms�1 to express the muscle efficiency (Martin et al.
2014). A low value corresponds to a greater efficiency.

3. Results and discussion

Wrist extensor forces were 10 times higher than fin-
ger extensor ones (Figure 2). This low implication of
finger extensor is in contradiction to previous EMG
recordings (Morris et al. 1989) but for which no
information was provided regarding shot speed or
player-specific technique. Wrist extensor tendon
forces increased with shot speed but were moderately
affected by racket properties. When comparing play-
ers based on efficiency index (Table 1), the results
suggest that the loadings in wrist extensors of the
Advanced player were up to three times higher than
for the Intermediate one. This inefficient coordination
of the Advanced player does not result from the grip
force level, which were comparable between players

but from the wrist flexion-extension moment which
was 3.5 times higher compared to the Intermediate
player.

These higher joint moments and tendon loadings for
the Advanced player were linked to the dynamics of the
racket and upper limb joints. Compared to the
Intermediate player, this player’s technique involved
less smooth racket trajectories at the transition between
preparation and forward acceleration with a greater
elbow movement amplitude. The two players also used
different a grip positions which influences joint coord-
ination (Elliott et al. 1997). The use of an eastern grip
position might have participated in the increased elbow
extension, leading to a greater racket-shoulder distance
and in a different hand orientation, influencing the
sharing between the wrist moment components, i.e.
flexion-extension and radial-ulnar deviation. These
results suggest that player-specific technique, such as
racket trajectories, joint coordination and grip position,
might modulate importantly wrist extensor tendon
loading, potentially leading to a higher risk of LE.

4. Conclusions

The results of this study confirmed wrist extensors
are exposed to high mechanical loadings and that
player-specific characteristics might modulate this
loading. Further studies are required to clarify the fac-
tors influencing finger and wrist biomechanical load-
ings during tennis gesture.
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1. Introduction

Among vertebrates, humans are unique concerning
their fully upright posture allowing bipedal locomo-
tion. However, human bipedalism has created a 'ter-
rific mechanical imbalance’, and the upright spine
was recently considered a 'Scar of Evolution’ due to
spinal diseases exclusive to humans, such as adoles-
cent idiopathic scoliosis (Smit 2020), which can be
associated with disabling conditions, leading to a high
mortality rate (Wong and Tan 2010). The relevance
of growth-related pathologies highlights the need for
a good understanding of the respective changes in the
spinal shape, which are poorly understood in the
paediatric population. However, while there is ample
research on vertebral geometry in adults, not enough
clinical and experimental data is available on the
paediatric population, since it is hard to justify clin-
ical imaging of children and teenagers. Therefore, the
goal of this study is to fill this gap by analysing the
main shape and size variations of the fourth lumbar
vertebra (L4) in a healthy paediatric population aged
9–19 years old (y/o) through the development of a
statistical shape model (SSM), as proposed by Cootes
et al. (1995). This model uses clinical images from an
available database and analyses the L4 shape and
geometry evolution given its similarity in shape with
most vertebrae and its position in a highly mechanic-
ally loaded environment (Bruno et al. 2017).

2. Material and Methods

2.1. Materials

Abdominopelvic multi-slice computed tomography
(MSCT) scans of 66 healthy Australian individuals
(36 males and 30 females) were selected from the
‘Skeletal Biology and Forensic Anthropology Virtual
Osteological Research Database’. The sample database
is comprised of de-identified retrospective DICOM

from different hospitals (Philips Brilliance 64 CT; and
Toshiba Aquilion TSX-101A CT). MSCT scans were
obtained with patients lying in an extended supine
position (legs straight). The selected scans consist of 6
MSCT per age group, which vary from 9 to 19 y/o.
Every age group presents the same number of male
and female patients, except from the 10 y/o group,
which has 5 male and 1 female MSCT, and the 11 y/o
group, that presents 4 male and 2 female MSCT. No
differentiation regarding sex were made in the con-
struction of the SSM.

2.2. Methods

Three-dimensional surface meshes of the L4 were cre-
ated for every MSCT through manual segmentation
using the 3D Medical Image Processing Software
Materialise MIMICS (Figure 1A). Thereafter, all ana-
lysis were performed using MATLAB R2022a. The
correspondence of meshes was achieved using a vol-
ume-to-volume approach. Therefore, the average
shape �s from all vertebrae (Figure 2 left) was used
as the baseline mesh (BSL), and all the remaining
meshes were applied to the target set (Ti), where i
varies from 1 to the total number of patients. The
BSL was then deformed to match all targets in two
stages: a rigid registration to correct rotation, transla-
tion, and scaling of BSL; and a non-rigid registration
that deforms the BSL using an iteratively optimised
locally weighted rigid deformation (Figure 1B, top).
The registration process ensures that all studied sam-
ples are constituted by the same number of points
(np) in corresponding positions. The shape and size
variation throughout the dataset was examined by a
principal component analysis (PCA). For every sub-
ject, its shape si was described by the vertex coordi-
nates of every node. Since our work aims to study the
shape and size variance related to age, we included
the patient age as the last component of our shape
vector, as such

si ¼ x1, y1, z1, :::, xnp , ynp , znp , ageið ÞT (1)

Subsequently, �s and the average age (14.41 y/o)
were subtracted from all si to form the data matrix D
(Figure 1B, bottom). Singular value decomposition
then computes the eigenvectors of the covariance
matrix D, which describes the modes of variation of the
shape and age, called the principal components (PC).
For every PC, new vertebral shapes st can be expressed
by s and a linear combination of the eigenvectors, as

st ¼ s þ
XPC
t¼1

ptkt (2)
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where pt represents the eigenvectors for every PC,
and kt is the coefficients associated with the corre-
sponding eigenvectors. Variations in shape and age
can be seen when analysing different standard devia-
tions (r).

3. Results and discussion

Based on our SSM results, we found that the first
seven PCs can explain up to 85% of shape and size
variability (Figure 2 right). We evaluated the quality
of our model using the root mean square error, which
was calculated by recreating the total dataset with the
SSM for every PC as described in Equation 2 and
comparing it to the original data.

Our analysis revealed a maximum error of
1.67mm, which indicates a reasonable level of accur-
acy giving the vertebral dimensions. Finally, results
show that 56.8% of shape and size variation with age
is represented by an isotropic volumetric growth of
the vertebra (PC 1 – Figure 1C, top), and around
10% of variation is represented by the variation in
size of the spinal canal (PC 2 – Figure 1C, bottom).
Further PCs also highlight the elongation of the spinal
processes with age, and specially the increase in verte-
bral height.

4. Conclusions

To the best of the authors’ knowledge, this study rep-
resents the first SSM of a paediatric lumbar vertebra.
Our findings demonstrate significant growth in all
dimensions, which slightly deviates from the typical
expectation that vertebral bodies grow mainly in
height at the growth plates, due to their endochondral
ossification. Moreover, our SSM analysis revealed
insights into specific growth patterns, including varia-
tions in the shape of the spinal canal, which have not
been previously explored. Similar results were
obtained using a reduced dataset of 44 vertebrae, sup-
porting the relevance of these findings. Overall, our
results provide valuable information regarding the
shape and size variability of vertebrae during the
growth process in paediatric populations. Better
understanding these growth patterns can aid in the
development of more accurate and effective models of
vertebral growth and development and help improve
decision-making in paediatric spinal surgeries. Future
work will investigate the evolution of bone micro-
structure and the potential influence of sex on growth
patterns.
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1. Introduction

Developments in vision introduced new approaches
for optical tracking based on binary square fiducial
markers. Garrido-Jurado et al. (Garrido-Jurado et al.
2014) suggested highly reliable fiducial markers called
ArUco markers. On this basis, several authors pro-
posed to combine multiple ArUco markers to define
a hand-held stylus (Le et al. 2022). Their studies dem-
onstrated that this approach can led to a sub-milli-
metric accuracy tracking with a low-cost system based
on a simple 2D camera. Still, the reliability of such a
stylus remains unknown. The aim of this study was
to assess the inter and intra-observer reproducibility
of an ArUco-based localisation stylus. This was tested
during the 3D digitalisation of the glenoid cartilage
related to the glenohumeral joint.

2. Methods

2.1. Specimen preparation

Ten fresh-frozen, unembalmed adult arms (5 right / 5
left sides) were used. None of the limbs had an
advanced degenerative joint disease confirmed by dir-
ect inspection and radiographs before experiments.
The Cantonal Commission for Research Ethics
approved this study (2020-00598). Dissection of the
pieces consisted in resecting all the soft parts to pre-
serve only bones and cartilages.

2.2. Cartilage contour digitalisation

Cartilage contours were digitalised using an ArUco-
based localisation stylus (Figure 1). The 3D localisa-
tion of the stylus tip (1-mm radius spherical contact
probe) was made available using a set of planar

ArUco markers (Garrido-Jurado et al. 2014) glued on
the surface of a double dodecahedron secured at the
other extremity of the stylus. The position of ArUco
markers was recorded by a 3.1-Mpx monocular cam-
era (EXO252 MU3, SVS-Vistek, Germany) equipped
with a 12-mm focus camera zoom length (PENTAX
TV, PENTAX, Japan) at each motion frame (3Hz).
The digitalisation process was performed sequentially.
First, a set of anatomical landmarks (Figure 1) were
pointed by one examiner (PR) to define bone coord-
inate systems. Second, the contour of the glenoid car-
tilage related to the glenohumeral joint was
digitalised. To assess the inter and intra-observer reli-
ability of this digitalisation procedure, 3 examiners
(PR, CE, FM) performed 3 consecutive digitalisations
of each cartilage contour.

2.3. Bone coordinate systems

To allow comparison between digitalisations, the 3D
point clouds defining each cartilage contour were
expressed in a bone coordinate system. This coordin-
ate system was defined using the previously defined
anatomical landmarks following the recommendations
of the International Society of Biomechanics (ISB)
(Wu et al. 2005). To record the position and orienta-
tion of the bone coordinate system, the bone was also
instrumented with a double dodecahedron made of
ArUco markers (Figure 1).

2.4. Position, orientation, and shape of the cartil-
age contour

Firstly, the cartilage contour 3D point cloud was pro-
jected orthogonally on its least-squares plane. The
resulting 2D point cloud was fitted with an ellipse
using a least-squares approach based on orthogonal
distance. An ellipse coordinate system, centred on the
resulting ellipse centre, was defined using 3 unit vec-
tors: along the ellipse major axis, along the ellipse
minor axis, and along the least-squares plane normal
vector pointing laterally. Secondly, the cartilage 3D
point cloud contour was projected orthogonally on a
plane having as normal vector the previously defined

Figure 1. Cartilage contours digitalisation procedure.
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unit vector along the ellipse minor axis. The resulting
2D point cloud was fitted with a least-squares circle.
A cartilage contour was thus defined by 9 parameters.
Six parameters describe its 3D position (Xcart, Ycart,
Zcart) and orientation (acart, bcart, ccart) in the bone
coordinate system. Three other parameters describe
its shape: ellipse major and minor axes length (L1 and
L2), and the least-squares circle radius (r).

2.5. Statistical analysis

Intra-observer repeatability and inter-observer repro-
ducibility were computed using an intra-class correl-
ation (ICC), respectively ICCintra and ICCinter

following the methodology proposed by Chia and
Sangeux (Chia and Sangeux 2017). ICC estimates
were completed with the standard error of measure-
ment (SEM).

3. Results and discussion

Statistical analysis results are reported in Table 1.
Overall, 35.2 ± 2.4 s were required by each examiner
to digitalise the contour of a glenoid cartilage. Intra-
observer reproducibility demonstrated good to excel-
lent agreement with an ICC ranging between 0.89
and 1.00, with excellent SEM values, except for the
radius of the least-squares circle. Inter-observer
reproducibility demonstrated good to excellent agree-
ment with an ICC ranging between 0.77 and 0.99,
with excellent SEM values. Only the cartilage pos-
ition along the inferior-superior Yb axis and the
least-squares circle radius demonstrated poorer
results.

The proposed approach allows for cartilage shape
analysis. Concerning the glenoid cartilage, its mean
length and width were respectively 28.8 ± 1.2mm and
20.4 ± 1.2mm and are consistent with previous studies
(Hata et al. 1992). The 3D radius of curvature was

38.1 ± 5.5mm which is also consistent with previous
measurements (McPherson et al. 1997).

This study has some limitations. First, due to the
mean age of the specimens (77.4 ± 9.99 years), cartil-
age morphologic changes may have appeared due to
various progression of osteoarthritis making arduous
cartilage surface identification. Still, good to excel-
lent agreements were obtained in such conditions.
Second, this approach being guided by the opera-
tor’s vision, it can lead to several discrepancies
when the targeted structure is not well recognisable.
Hence, it appeared that the inferior-superior limits
of the glenoid cartilage were more difficult to iden-
tify in a reliable way, which corresponds to the
fibrocartilaginous transition area between the glenoid
cartilage and the labrum fibrous tissue in the super-
ior and inferior parts of the glenoid. Third, the par-
ameter set used to describe the cartilage position,
orientation, and shape might not be adaptable to
every cartilage type. In particular, some cartilages
are flatter than others, leading to discrepancies
when trying to fit a sphere to estimate their curva-
ture. Fourth, the study could have been performed
on phantom pieces (e.g. sawbones) to allow both
accuracy and reliability assessment. Still, this study
is part of a wider project being performed on ana-
tomical pieces.

4. Conclusions

The use of an ArUco-based localisation stylus can
thus be a low-cost, reliable, and accurate (Le et al.
2022), approach to digitalise anatomical structures
such as shoulder cartilage contours in cadaveric
studies.
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1. Introduction

Scapula position and patient posture have been shown
to be interesting in clinical research. For example, the
authors (Yamamoto et al. 2015) investigated the rela-
tionship between posture and rotator cuff tears, and
the authors (Moroder et al. 2020) showed the interest
of considering the patient’s posture for prosthesis
planning. Therefore, the use of biplanar radiography
in a standing position seemed interesting to investi-
gate the relationship between posture and shoulder
disorders. Methods exist to reconstruct the spine
(Gajny et al. 2019), the ribcage (Aubert et al. 2016)
and the scapula, but the 3D reconstruction of the
scapula is performed on images taken in different
planes (with a 40� axial rotation (Bousigues et al.
2023)) from those of the spine and the rib cage.
Recently, an interactive method has been proposed to
obtain all the bone segments in the same reconstruc-
tion in two steps. The first step was a registration
based on annotated landmarks on the X-rays. Then,
manual adjustments were made using a collision
detection algorithm (Gilbert et al. 1988) to avoid
interpenetration with the ribcage. This method has
been previously evaluated in vivo with a reproducibil-
ity study (Bousigues et al. 2023). The 95% confidence
interval was less than 3� for protraction, and less than
5� for the other parameters. Although the reproduci-
bility was assessed in this previous study, the trueness
of these measurements was not evaluated. We pro-
pose here an in vitro evaluation of the accuracy of the
presented method.

2. Methods

Four cadaver CT-scans from previous studies were
used. Each scan was used both to create a reference
and to generate two pairs of Digitally Reconstructed
Radiographs (DRRs). The first pair was designed to
reproduce biplanar radiographs in the frontal and

lateral planes. The second pair was acquired with an
axial rotation of 40� (Figure 1).

2.1. Creation of a reference

The T1 vertebra, the pelvic bone, and the scapulae
were manually segmented using MITK-GEM
(Pauchard et al. 2016). The mesh elements belonging
to regions of interest were manually identified using a
in-house software. Clinical parameters were then cal-
culated as references.

Figure 2. (a) Illustration of protraction and internal rotation
(with GC: Glenoid Centre; TS: Trigonum spinae; and T1: Centre
of the T1 vertebra body). (b) Illustration of the upward rota-
tion and the tilt (TS: Trigonum spinae, IA: Inferior angle).

Figure 1. Evaluation process carried out on each CT-scan.
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2.2. Evaluated method

The scapula was reconstructed on the 40� DRR
images, while the spine (Gajny et al. 2019) and the
ribcage were reconstructed on the frontal and lateral
DRR images by a trained operator.

The scapula was then registered on the frontal and
lateral X-rays in two steps. First, both pairs of radio-
graphs were annotated, and the scapula was roughly
registered. For in vivo subjects, when they change
position in the cabin, there is also a noticeable move-
ment at the scapula that does not occur when DRRs
are performed as both pairs are done on the same
CT-scan. This would obviously introduce a bias, with
the coarse alignment. Therefore, prior to registration,
and to trigger this coarse alignment step, a position/-
orientation uncertainty was added to this coarse regis-
tration before it was projected onto the X-rays. This
was done by applying a random number derived from
a normal distribution with a standard deviation of ten
(degrees and millimetres) around and along the dif-
ferent rotation axes of the scapula coordinate system
from (Kolz et al. 2020). A trained user was then asked
to manually adjust the position of the scapula so that
its contours matched the radiographic contours of the
images, using a collision algorithm (Gilbert et al.
1988) to alert the user of interpenetrations between
the scapula and the ribcage. Clinical parameters were
calculated on the 3D registered reconstructions. The
clinical parameters were then computed twice: first,
using the manual segmentation on the CT-scan
images as reference, and second using the above-men-
tioned registration method on the DRR. The calcu-
lated clinical parameters are the protraction (PRO),
internal rotation (IR), tilt and upward rotation (UR).
Their definitions were adapted from the article by
(Moroder et al. 2020) (Figure 2). Errors reported in
Table 1 are the difference between clinical parameters
obtained with each process.

3. Results and discussion

The results obtained are synthesized in Table 1. The
mean error for the protraction is �1.6� (PRO). It is
�1.1� for the internal rotation (IR), 0.9 for the

upward rotation (UR) and �0.5 for the tilt. The max-
imum error is 4.6� for the internal rotation. The
mean values (and standard deviation) observed by
(Moroder et al. 2020) on the 200 shoulders were 88.4
(4.7) for PRO, 41.4 (5.2) for IR, 13.3 (5.1) for UR,
and 19.4 (8.6) for the tilt. In regards to these values,
the method presented seems sufficiently precise to
express differences in the measurements of these
angles, but it seems that we need to remain cautious
concerning the UR.

The sample size is small, but the results seem
promising, especially considering the small number of
alternatives to perform similar measurements in func-
tional position. One limitation would be the similarity
between EOS and DRR images. A user would not
confuse images from these 2 systems, but there are
difficulties specific to each type of image. A second
limitation of this study is related to the fact that the
cadaver is not in the position in which the images are
usually taken. This position affects the absolute values
of the angles that are obtained, but it should not have
a major impact on the accuracy results.

4. Conclusions

The presented accuracy study confirms that the
method allows to quantify the position and orienta-
tion of the scapula with the possibility to assess the
global spinal alignment. The accuracy should be fur-
ther evaluated in additional subjects, but the proposed
method shows promising results.
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1. Introduction

Percussionists and drummers are particularly exposed
to musculoskeletal disorders (MSD) due to the phys-
ical demands of the constraints associated to their
musical gesture. A recent study concluded that 70%
of drummers experienced playing-related MSD and
that the majority of them are tendinopathies at the
hand and wrist levels (Azar 2020). This high preva-
lence is due to the physical demands and the associ-
ated mechanical loadings withstood by their
musculoskeletal tissues. The drummer must indeed
hit different elements, including cymbals made of
metals, with wooden drumsticks to produce a sound.
This gesture involves a multi-segment coordination
of the upper limb (Altenm€uller et al. 2020) ending
with the drumstick impact, thus implying complex
muscle coordination to control the sound and
rhythm and manage shock absorption. Unfortunately,
MSD prevention remains insufficiently provided dur-
ing musical education and is limited by the lack of
data quantifying the loadings on the musculoskeletal
system of drummers. Previous works have studied
the muscular co-activation at the wrist during differ-
ent types of drumming exercises using electromyog-
raphy (Fujii et al. 2009; Beveridge et al. 2020).
Investigating electromyographic activity is relevant to
determine the relative implication of agonists and
antagonists and identify excessive or abnormal
muscle solicitations. Nevertheless, most of these stud-
ies investigated the influence of expertise on the
muscle activation whereas prevention requires to
quantify how musculoskeletal loading are influenced
by ergonomic parameters including drumsticks char-
acteristics and drummer-specific technique, such as
posture. The objective of this study was to propose a
protocol to investigate the influence of drumstick
length on activation of hand muscles during drumkit
playing and present preliminary results on a
drummer.

2. Methods

2.1. Participant and protocol

Three drummers were tested but the results of only
one participant will be presented here: a non-profes-
sional but experienced male drummer (Age: 45;
Height: 168 cm; Hand length: 19.5 cm; Experience: 30
yrs; Weekly practice: 25 hrs).

2.2. Task

The drummer was instructed to perform sixteenth
notes, alternating left and right hands, in forte
(loudly) while maintaining the sound level as constant
as possible and respecting as accurately as possible
the tempo given by a metronome.

2.3. Material

Participants performed the task on a practice pad
(EVANS ‘RealFeel’ RF-12G). The pad height and
orientation was fixed but the participant could adjust
the height of his drum seat (Gibraltar) once, at the
beginning of the protocol.

Three different models of VicFirth 5A Hickory
drumstick pairs were presented to the drummer only
varying in length: Classic (L¼ 406mm), Extreme
(L¼ 419m), Freestyle (L¼ 432mm). The types of the
drumsticks were hidden by black marker.

A smartphone microphone app (Redmi note 8 pro,
Xiaomi) was used to record the sound produced while
performing the task in each trial. A smartphone video
app (iPhone 11, Apple) with the flash activated was
used to film the motion of three reflective markers
placed on the lateral epicondyle, the ulnar styloid and
the fourth metacarpal head (Figure 1). A wireless sur-
face EMG system (Trigno, Delsys, Natick, MA,
2000Hz) was used to record the electrical activity of
two muscles, i.e. flexor digitorum supeficialis (FDS)
and extensor carpi radialis brevis (ECRB). Electrode
placement was determined by skin palpation during

Figure 1. Illustration of the video plane Recording motion of
markers placed on the forearm and hand.
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muscle contraction and by visual observation during
functional motions.

2.4. Protocol

The participant was first equipped with EMG sensors.
Then, he performed a guided warm-up including
dynamic and static stretching of the shoulder, the
elbow, the wrist, and fingers. Two types of maximal
voluntary contraction were then performed: a max-
imal grip force exertion and a maximal wrist exten-
sion against manual resistance. Each MVC was
performed while the drummer held his personal
drumstick, with the shoulder in neutral position, the
elbow flexed at 90� and the wrist at 0� of flexion and
deviation and was repeated twice. Reflective markers
were then posittioned. The participants then per-
formed the drumming task for the three drumstick
models (Classic, Extreme, Freestyle) at three tempi
(40, 120 and 200bpm) specified by an electronic
metronome. Each drumstick/tempi condition was
repeated twice, separated by at least 1min rest, and
only the data from second trial was used.

2.5. Data analysis

The variability in inter-tapping time (rt) was deter-
mined by calculating the standard deviation of the
time separating two drumstick impact from video
files. The variability in tapping loudness (rs) was
determined by calculating the standard deviation of
the peaks in the normalized data from the audio file.
The maximal wrist amplitude (Hwrist) was determined
by subtracting the highest and lowest wrist angle
value obtained by tracking the marker positions in
the video files using Kinovea. The relative distance
between the the hand and the drumstick tip (dhand-tip)
was calculated once per drumstick model on the first
frame of the trial and expressed as percentage of
drumstick length.

EMG signals were first bandpass filter (butterworth
2nd order, zero lag, 20–400Hz), rectified and an
envelope was determined using a lowpass filter (but-
terworth 2nd order, zero-lag, 3Hz). For each trial, a
mean peak activation was calculated for each muscle

by averaging peak envelope values by the maximal
envelope value in the MVC trial of that muscle.

3. Results and discussion

Only the data related to the 200bpm tempo will be
presented and no statistical analysis was run such that
only trends are discussed.

In terms of performance, drumstick length did
not seem to impact the regularity in terms of tim-
ing, i.e. no variation of rt but the longer sticks
(Freestyle) might have resulted in more regular
sound power, i.e. lower rs, (Table 1). The kinematic
analysis did not reveal a major effect of drumstick
length, but the use of the longer drumstick could
have resulted in smaller wrist movement amplitude
(Hwrist) and a hand positioning (dhand-tip) further
away from the stick tip.

The results of peak EMG activation suggests that
drumstick length could influence hand muscle activa-
tion (Figure 2). While wrist extensor (ECRB) peak
activation seemed to remain constant, finger and wrist
flexor (FDS) peak activation could have decreased by
about 5% with the longer drumstick. This suggests
that the ECRB acts as stabilizer of wrist joint motion
and its activation is not related to drumstick charac-
teristics. Considering that the hand placement relative
to the drumstick could have increased with drumstick
length, the drummer had to move more mass when
performing his tapping gesture. The reduction in FDS
peak activation with the longer drumstick could then
suggest that the drummer used this added inertia to
reduce muscle implications and maintain temporal
and sound level regularity.

4. Conclusions

Only one participant was studied so no strong con-
clusion can be drawn but the study suggests that
hand biomechanics during drumkit playing require
more interest. Beyond testing a larger population

Figure 2. Mean peak activation of FDS and ECRB for each
drumstick model.

Table 1. Variability in tapping loudness rs and in inter-tap-
ping time rt, amplitude of wrist movement Hwrist, and hand-
dumstick tip distance dhand-tip for each drumstick model.

Classic409mm Extreme419mm Freestyle432mm

rt (ms) 5 3 4
rs (du) 0.83 0.94 0.52
Hwrist (�) 34 33 31
dhand-tip (%) 68 70 73
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sample, further studies should investigate the influ-
ence of other ergonomic parameters, such as seat
height, on wrist and finger muscle implications.
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1. Introduction

During synovial joint morphogenesis (SJM), articular
cartilage growth not only depends on biochemical
cues but also on the loading conditions (Galea et al.
2021). In general, cyclic hydrostatic compressive stress
promotes chondrocyte proliferation, while high shear
stress promotes cartilage ossification (Palmoski and
Brandt 1984; Sah et al. 1989). This process of shaping,
along with a complex lubrication system provided by
the synovial fluid, generates joints with remarkable
wear resistance (Neville et al. 2007).

In mechanical engineering joints are also common.
They are used as transfer load mechanisms, and fail-
ure usually is driven by wear—material lost on the
surface. In addition, when the contact pressure is not
uniform along the contact surface, failure by wear
occurs even faster (Kato 2002).

As the improvement of wear resistance of engin-
eering joints is still a current problem, the develop-
ment of design strategies inspired by SJM results
attractive.

In this study, we present an SJM–inspired genera-
tive design strategy that leads to two–dimensional
contact profiles with uniform contact pressure.

2. Methods

2.1. Bio–inspired growth rules

As mentioned above, in synovial joint morphogenesis,
hydrostatic compressive stress promotes chondrocyte
proliferation and, in consequence, cartilage growth. In
contrast, high shear stress triggers cartilage ossifica-
tion and in consequence cartilage becomes bone and
it does not grow anymore. Regarding the process of
shaping, these two rules can be translated into: com-
pressive stress promotes growth while high shear
stress inhibits it.

2.2. Adaptation of the growth rules

Synovial joints are enclosed in the synovial capsule.
This capsule prevents the synovial fluid from leaking.
In addition, the load transfer from one bone to
another is mediated by the fluid. In consequence, the

stress distribution within the bones is different from
the one resulting if such a transfer is mediated by dir-
ect contact (also called dry contact).

Human-made joints are usually lubricated as well.
However, in many cases the lubrication film is very
small, and load transfer stops being mediated by
lubrication and starts being mediated by direct con-
tact. As these cases are more prone to failure, we shall
focus on them.

As we mentioned above, the morphogenesis
depends on the state of stress of cells. Nonetheless,
the stress distribution changes from capsule-mediated
to direct-contact-mediated load transfer. Thus, it is
necessary to adapt the growth rules. For that, we pro-
pose a second inhibition of growth by high compres-
sive stress. In biological terms, it would mean that
ossification would not only be promoted at cells
under high shear but also at cells under high com-
pressive stress.

2.3. Isotropic growth

So far, the proposed rules lead to unbounded growth.
Nonetheless, both in nature and in engineering, it
would be unrealistic. Therefore, we include an add-
itional growth rule to restrict the process: given a
maximum reference stress, the domain should be
expanded if the maximum stress is higher and con-
tracted otherwise.

The equilibrium equation for the growth is then
given by:

r � rþ rgIð Þ ¼ 0,

rg ¼ ar�hH s� � 0:5ð ÞH r�h � 0:5
� �þ sref � smax

sref þ smax
,

H cð Þ ¼ 1
1þ exp bcð Þ :

Where r and I are respectively the Cauchy stress and
the identity tensors; rg reproduces the growth rules;
r�h and s� are respectively the normalised hydrostatic
compressive and shear stresses; sref and smax are
respectively the reference and maximum shear
stresses; a is a positive parameter that indicates the
strength of the growth force; and Hð�Þ is a smooth
version of the Heaviside function, namely the
Sigmoid function, that reproduces the inhibition
when the stresses are too high.

2.4. Case of study

For this exposition, let us consider an elastic cylinder
in contact with an elastic plane, both with a Young
modulus of 210GPa and a Poisson coefficient of 0.3,
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and a load of 10 kN. For the growth function we con-
sider a ¼ 1GPa and b ¼ 10:

2.5. Algorithm

To test the proposed model, we developed a finite
element algorithm based on Code_Aster. It is an
iterative procedure divided in three steps: (i) the
stresses due to the external load are computed, (ii)
the growth forces following the adapted rules are
applied and (iii) the geometry is updated. The imple-
mentation can be found in: https://github.com/sar-
royavet/BioDesign_ANR/tree/main/StressAdaptiveDes
ignOf2D

3. Results and discussion

The bio–inspired process of adaptation was first
tested without considering the growth restriction.
Figure 1 shows a schematic representation of the evo-
lution of the geometry. In this case, the contact area
enlarges and the contact pressure becomes uniform.
These results show that the proposed adaptive growth
rules lead to an adaptation of the shape in order to

obtain a uniform contact pressure. Nonetheless, as a
secondary effect, the contact area is also affected.

To handle it, we added an additional growth rule:
isotropic expansion/contraction to regulate the size of
the contact region. Figure 2 shows the results
obtained when a maximum shear stress restriction of
1GPa is added. As we can see, the contact pressure
becomes uniform and the contact length augments
until the maximum shear stress restriction is satisfied.
Therefore, the proposed methodology is able to pro-
vide contact interfaces with uniform pressure that
also satisfy other design requirements—in this case, a
specific maximum shear stress.

Nonetheless, the growth restriction has also an
impact on the distribution of the pressure distribu-
tion. In particular it promotes the appearance of a
slight edge effect. Therefore, both the adapted rules
and the isotropic growth have an impact on the pres-
sure distribution and on size of the contact zone.
Future work could address this issue and separate the
treatment of each aspect determining a term to exclu-
sively modify the pressure distribution and another
for the size of the contact region.

4. Conclusions

In this work, we tested a bio–inspired growth process
to produce contact interfaces able to provide a uni-
form distribution of contact pressure. We used the
stress–adaptive rule present in synovial joint morpho-
genesis: growth is proportional to hydrostatic com-
pressive stress and inhibited by high shear stress, and
we added an additional inhibition by high compres-
sive stress. This growth rule allowed us to obtained
contact interfaces with uniform pressure but whose
size we could not controlled. To handle this, we
included an additional rule that promotes global
expansion (contraction) when the maximum shear
stress is higher (lower) than a given requirement. As
a result, the present methodology can make uniform
the contact pressure and establish the size of the con-
tact region. Nonetheless, both rules affected both the
pressure distribution and the size. Therefore, we con-
sider that future work should focus on separating
these two aspects in independent terms.
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Figure 1. Schematic evolution (from blue to red lines) of the
evolving geometry.

Figure 2. Evolution (from purple to red lines) of the contact
pressure along the contact line. lc refers to arc length from
the centre of the contact zone.
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1. Introduction

Degeneration of the intervertebral discs (IVD) is a
natural process that appears as early as twenty years
of age and does not present any particular clinical
symptoms. It is only after a period of several years to
several decades, when pain appears, that a diagnosis
can be made using usually magnetic resonance imag-
ing. The severity of the disease is commonly assessed
by grading schemes relying on contrast imaging ana-
lysis and one of the clinical goals in recent years is to
better objectify the diagnosis through quantitative
imaging. In this context, photoacoustics (PA) is a
promising approach as it allows a non invasive spec-
troscopic probing of soft tissues to retrieve physio-
logical markers of degeneration such as porosity or
collagen concentration. A previous work by Metwally
(2019) on lumbar porcine discs showed the potential
of PA for such a goal. Hence, in this preliminary
study we aim to create and characterise hydrogels
which mimic the optical, mechanical and acoustic
properties of an IVD to assess the possibility to use
photoacoustics for disc degeneration estimation.

Briefly, photoacoustics can be seen as a two-step
process. First, a medium is hit by a laser pulse and
then an acoustic wave is created as a result of the
optical energy absorbed. From the measured acoustic
signal which probed the medium, the goal is first to
retrieve the initial acoustic pressure and subsequently
the optical parameters through inverse problems reso-
lutions. Finally, the chromophores concentrations of
the medium that we target, water and collagen, can
be deduced from the optical properties. The optical
part is governed by the radiative transfer equation
(Equation 1) which models the light propagation in
the medium. This equation on the specific intensity
(L in W m�2 sr�1) is parametrised by the light speed
c, a phase function p describing the optical scattering
anisotropy of the medium and two coefficients ma and
ms defining respectively the optical absorption and
scattering of the medium. For soft tissues, this rather
computationally expensive equation is often reduced
to a diffusion equation (Equation 2) under the ‘light

diffusion approximation’, which holds for IVD. This
equation on the fluence (/ in W m�2) is parametr-
ised by ma and ms’ � 0.1ms. A thorough derivation of
these equations and their assumptions can be found
in Arridge (1999). Hence, knowing the values of these
two parameters is required to optically characterise a
medium.

1
c
@L
@t

þrL:s ¼ �ðla þ lsÞLþ ls

ð
4p

pðs, s0ÞLðr, s0 , tÞds0þS

(1)
1
c
@/ðr, tÞ

@t
�r:ðDðrÞr/ðr, tÞÞ þ laðrÞ/ðr, tÞ ¼ SðrÞ

With DðrÞ ¼ 1
3ðlaðrÞ þ l0sðrÞÞ

(2)

2. Methods

2.1. Phantoms preparation

With the end goal of mimicking an IVD, we used
agarose hydrogels with TiO2 powder. We hypothes-
ised that the mechanical response of our samples
would be driven by the agarose concentration while
the optical response would be mostly tuned by the
TiO2 concentration. The agarose concentration ranges
from 0.25 to 2% w/w and the TiO2 ranges from 0.1 to
0.5mg/mL. Briefly, a mix of agarose and TiO2 was
mixed in ddH20 and heated under magnetic stirring.
Finally, the solution was poured in cylindrical moulds
and stored at 4 �C for gelation. As for now, only one
sample was made for each combination of agarose
and TiO2 concentration, resulting in 12 hydrogels to
characterise.

2.2. Optical characterisation

Under the light diffusion approximation, the optical
coefficients ma and ms’ can be experimentally esti-
mated using the integral reflectance and an empirical
model as defined by Gobin et al. (1999). Thus, with
this approach we could find the relationships between
the optical properties of our samples and the compo-
nents’ concentrations and, on the other hand, by
varying the wavelength of the light source from 590
to 815 nm by step of 25 nm, characterize the absorp-
tion spectrum of our samples.

2.3. Mechanical characterisation

The hydrogels were punched to create 32mm-large
and 20mm-tall cylindrical samples on which we per-
formed an unconfined stress relaxation compression
at the room temperature using a custom-built test
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bench. Then, we modelled the hydrogels by a
Mooney–Rivlin law with two parameters (C10 and
C01) and two viscoelastic branches following a
Maxwell-generalised model. The inverse problem was
solved using Levenberg-Marquardt algorithm and the
built-in optimisation module of COMSOL
Multiphysics 5.5. To ease the optimisation, the prob-
lem was solved in two steps: we first found the best
values of the Mooney–Rivlin parameters and one
viscoelastic branch and then we ran a second opti-
misation using these values to find the best parame-
ters for the second viscoelastic branch.

3. Results and discussion

Our first results suggest that optical scattering is
mostly driven by the TiO2 concentration (CTiO2): ms’
increases linearly with CTiO2 and decreases with the
wavelength (k) between 590 and 815 nm (Figure 1A).
Moreover, for CTiO2 above 0.5mg/mL, TiO2 appears
to marginally impact the absorption spectrum (Figure
1B); hence, the optical absorption can be tuned with
the agarose concentration while the scattering is
driven by the TiO2. Assuming the IVD as a biphasic
medium made up of water and collagen and knowing
the porosity, one can compute typical values of ma
and ms’ for IVD at different levels of degeneration.
Using the reference values of Sekar et al. (2017), our
hydrogels show optical scattering similar to IVD but
the optical absorption appears too strong (Figure
1A,B,D). This could be due to experimental limita-
tions: the approach relying on the integral reflectance

could be inaccurate for weakly absorbing samples; a
validation experiment using integrating-spheres is
planned.

As for the mechanical problem, our models fit well
the experimental relaxation curves (average RMSE
<0.65N). Adding a second viscoelastic branch consid-
erably improves the short-term fit (Figure 1C).
Notably, it decreases the maximal error by up to 50%.

The average values of the Mooney–Rivlin and first
viscoelastic branch parameters are reported in
Table 1. Our results are in good agreement with the
literature; similar trend are reported for hydrogels
whose agarose concentration ranges from 3 to 5%
(Wang et al. 2021). In their hydrogels, Wang and
colleagues reported values of 28.4 kPa for C10 and
�20.8 kPa for C01 with a trend to increase with
agarose concentration. However, these values fall
short when compared to the one taken by Schmidt
et al. (2007) in their numerical model of an IVD in
which they use C10 ¼ 180 kPa and C01 ¼ 45 kPa for
the annulus fibrosus.

4. Conclusions

Our first results are promising as we now have base-
line values for both mechanical and optical parame-
ters. Acquisition and numerical simulations of
photoacoustic signals are ongoing. Meanwhile, future
work will consist in adapting the components to bet-
ter model an IVD. To improve the optical absorption
we plan to add collagen while we project to use chon-
droitin sulfate or crosslinking to better tune the
mechanical response of our hydrogels.
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1. Introduction

The implant-retained mandibular overdenture stabi-
lized on 1 or mainly 2 implants provides numerous
benefits at the functional, structural, and psycho-
social levels when compared to the conventional
mandibular overdentures (Thomason et al. 2009).
The choice of the attachment system is crucial, as it
has a direct impact on the ability of patients to
manage their prosthesis, the amount of aftercare and
cost, the overall patient satisfaction, and the clinical
success, that depends mainly on the retention force
of the attachment system (Maniewicz et al. 2020).
The most common complications are the wear, the
retention loss over time, and the consequent need of
maintenance to regularly activate or replace the
retention device. There is little evidence for a prefer-
able indication of any type of unsplinted attachment
system and our recent systematic review (Wakam
et al. 2022) highlighted the need for more standard-
ization of the protocols measuring their retention,
especially regarding implant angulation, in order to
facilitate comparison between studies. The purpose
of the present study was to evaluate and compare
the retention loss and the wear of three resilient
unsplinted attachment systems: a well-established ball
attachment system, the Ball System (Nobel) with
three positions of its retention device (maximum,
medium and low retention) and two new cylindrical
attachment systems, Locator R-TxVR with white (LW),
pink (LP) and blue (LB) retention devices, and
NovalocVR with black (NK), green (NG) and white
(NW) retention devices. The central hypothesis is
that retention behavior and wear differ between
attachment systems, implying different maintenance
needs.

2. Methods

The implant (n¼ 4), its corresponding abutment
(n¼ 4), the color-coded or position-coded retention
devices (n¼ 8 for each) and the matrix metal hous-
ing of the three unsplinted attachment systems are

incorporated within pre-drilled resin blocks simulat-
ing mandibular bone and the removable prosthesis
(Figure 1). The assemblies are subjected to 10,000
insertion-removal cycles with a vertical loading of
19.6N and a crosshead speed of 60mm/min, using
a chewing simulator. At cycles 10, 100, 1000, 5000,
and 10,000, samples are removed from the chewing
simulator to measure the retention force on a uni-
versal testing machine as the average of the max-
imal dislodgement force to separate the male and
female parts during 10 consecutive insertion-removal
cycles.

Micro-computed tomography of cylindrical attach-
ment systems’ female parts is performed before each
retention measurement using X-ray Quantum FX
mCT (voxel size 40mm) to control their angulation in
relation to the insertion axis and to characterize wear
of the retention device. For ball attachment systems, a
binocular magnifier Leica MC170HD is used to
measure the width of retention devices’ principal slit
related to their calibration and wear.

Statistical analysis is performed using Graphpad
Prism software, considering one retention device as
the statistical unit. A two-way Anova test is applied,
followed by post-hoc tests. Differences are considered
significant at p< 0.05.

3. Results and discussion

For cylindrical attachment systems, angulations lower
than clinical significance (3�) were reached between
the matrix housing and the insertion axis thanks to
the blocks’ machining and the operator’s meticulous-
ness. For ball attachment systems, the variability

Figure 1. Diagram of the studied attachment systems.
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observed in their calibration reflects the inaccuracies
due to the manual adjustment of their position.

The initial retention range is similar between the
Ball System and the NovalocVR and broader for the
Locator R-TxVR . Retention is stable over time for
the NovalocVR and for the medium and maximum
retention positions of the Ball System. The Locator R-
TxVR shows a significant retention loss, observed as early
as cycle 100 for the white retention device. Thus, the
higher retention provided by the Locator R-TxVR on the
first day of oral use decreases progressively to reach lev-
els of retention similar to the NovalocVR or the Ball
System, in accordance with the literature (Friedrichsen
et al. 2023).

Male parts of cylindrical attachment systems do
not show any signs of wear whereas scratches are vis-
ible at the equator of ball abutments. Wear measure-
ments on female parts are in progress. First results
show an increase of the smallest diameter of the
retention device of Locator R-TxVR whereas no change

is observed for the NovalocVR . For ball attachment sys-
tems, the slit width slightly increases with the number
of cycles and abrasions are observed at the top of the
retention device’s inner surface.

The observed differences in retention loss and wear
can be explained by the different materials (gold,
PEEK, Nylon) and designs of the studied AS.

This in vitro study enables a fair comparison
between the three studied attachment systems.
However, the results cannot be directly transposed to
a clinical situation where a removable overdenture
stabilized on 2 implants is generally recommended
and where parameter related to the patient (bruxism,
lingual parafunction… ) or to the prosthesis (implant
number, orientation… ) can affect retention.

4. Conclusions

This study proposes a standardized material and
method allowing intra- and inter-attachment system
comparison simulating an implant-retained mandibu-
lar overdenture stabilized on 1 implant aligned with
the insertion axis. After 10,000 insertion-removal
cycles, all attachment systems still provide a satisfac-
tory retention force, above 5N considered as a
threshold for patient satisfaction. Within the high-
lighted limitations, the retention loss is significantly
higher for the Locator R-TxVR followed by the Ball
System. The NovalocVR provides a stable retention
overtime. Retention loss seems correlated to the first
observations of wear regarding the progressive open-
ing of Locator R-TxVR retention device and of the
principal slit of the Ball System retention device.
The damage observed in this in vitro study reflects
the regular clinical maintenance needs to replace or
activate the retention device. Further studies are
needed to analyze the impact of the number of
attachment systems retaining the prosthesis or their
angulation to the insertion axis, that will affect their
retentive behavior.
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1. Introduction

Computing muscle forces via a musculoskeletal model
with a purely mathematical approach such as opti-
misation usually copes with the problem of muscle
redundancy, i.e. infinity of solutions for a given con-
figuration. One way to solve this problem is to use
cost functions and optimisation methods which reflect
actual muscle strategies the best. It often requires an
experimental validation realised afterwards.
Alternatively, experimental input such as electro-
myography (EMG), measured during an upfront
experiment, can be used to feed the model and to
guide the solving towards muscle forces physiologic-
ally more correct. For the trunk, if this approach is
not new (Granata and Marras 1995), it is still under-
used (Gould et al. 2021). Therefore, in this study,
EMG was used as input of a model of the trunk to
compute muscle forces and resulting intervertebral
efforts – forces and torques – in the lumbar spine for
a static configuration in the Sorensen test posture. To
illustrate the necessity of EMG as input, a single par-
ticipant was asked to produce three muscle strategies
for the same position. Whereas the mathematical
optimisation cannot see any difference in muscle
forces, it is expected that the EMG-based solutions
reflect the strategies better.

2. Methods

2.1. Experiment

One 28-year-old male subject (175 cm, 90 kg) partici-
pated voluntarily in the experiment. He produced
three different muscle strategies in the Sorensen test
posture. Lying on a table in a prone position with the
trunk unsupported, he had to maintain the trunk
aligned with the lower limbs while being (i) the most
relaxed as possible (relaxed configuration), (ii) the
most stressed as possible (stressed configuration) and
(iii) in an intermediate level between relaxed and
stressed (mid configuration).

EMG signals of back – lumbar (LP) and thoracic
paravertebral (TP) muscles, quadratus lumborum
(QL), latissimus dorsi (LD) – and abdominal – rectus
abdominis, externus obliquus – muscles were
recorded during the experiment. Each configuration
was performed twice: unloaded and loaded with an
external mass equal to 20% of the body mass.
Maximal voluntary contractions (MVC) were
recorded prior to the exercises for EMG
normalisation.

2.2. Model

A multibody model representing the experiment was
developed but it included only muscles actually acti-
vated during the experiment: LP, TP, QL and LD.

Muscle forces were quantified via two methods: an
EMG-based deterministic distribution of a global
equivalent force between all muscles (Hinnekens et al.
2021) and one based on optimisation. For the latter, a
trust-region algorithm for constrained optimisation
was used to implement two cost functions: minimis-
ing the sum of cubed muscle stresses (s3) and mini-
mising the largest relative muscle force (mM)

s3 : min
P

i
Fi

PCSAi

� �3
& mM : minmax Fi

Fmax, i

� �
with Fi

the force in the ith muscle fascicle, PCSAi its physio-
logical cross-sectional area and Fmax, i its maximum
isometric force.

We made the hypothesis that the spine and its sur-
rounding intrinsic muscles were assimilated to a
beam whose intervertebral efforts – compression and
shear forces and bending torque – are computed
according to the beam theory through multibody con-
strained forces and torques. Intervertebral efforts were
consequently overestimated with respect to the reality.
Finally, they were translated into equivalent stresses
considering an intervertebral disc with a cross-section
area of 18 cm2. This was done for both computation
methods.

3. Results and discussion

EMG amplitudes of back muscles recorded during the
experiment (Figure 1) showed varied muscle strategies
as expected. Loaded cases produced obviously highest
EMG amplitudes. For the relaxed and mid configura-
tions, TP were the most activated for both unloaded
and loaded cases. For the stressed configuration, LP
were the most activated for the unloaded case.

LD was not expected to be as active, particularly
for the loaded cases. LD produced the highest EMG
amplitude among all EMG amplitudes for the loaded
stressed configuration. This high activation of LD in
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this study may come from the bilateral role of this
muscle in helping for hyperextension of the trunk
(Kendall et al. 2005).

The varied muscle strategies recorded led to varied
distributions of muscle forces for the EMG-based
approach whereas the optimisation-based approach
could not see any differences between the three con-
figurations (not shown).

Figure 2 showed the equivalent stresses associated
to compressive and shear forces and bending torque
for the four upper lumbar discs computed with the
EMG-based approach (relaxed, mid and stressed) and
by the optimisation (s3 and mM). First, the optimisa-
tion could not distinguish between the three configu-
rations while the EMG-based approach could. Second,
the optimisation produced relatively intense stresses
associated to the bending torque at L3/L2 and L2/L1
levels, particularly for the loaded case but also pro-
duced lower or relatively similar stresses for other
lumbar levels and efforts.

The greatest stresses were associated to the bending
torque. Positive values indicate intervertebral discs in
which posterior internal fibres are in compression
while anterior internal fibres are in traction; negative
values indicate the opposite. At L3/L2 level, there
were smaller stresses for loaded cases (relaxed, mid
and stressed) than for unloaded cases probably due to
the zero-point crossing of the bending torque around
L3/L2 level for the loaded cases.

For the unloaded case (non-hatched bars in
Figure 2), the mid configuration produced the great-
est stresses in shear force and bending torque. It
might be due to the EMG-based approach which
evenly distributed muscle forces between LP and LD

(see Figure 1) while for the stressed configuration, LP
were favoured. Given the geometry of LD fascicles, it
resulted in greater stresses in shear force and bending
torque.

4. Conclusions

This study aimed at highlighting how relevant EMG
can be as input for musculoskeletal models, especially
when solving the muscle redundancy problem for var-
ied muscle strategies achieved by the same subject.

The EMG-based approach had some limitations,
showed by highest stresses of the mid configuration
for the unloaded case. Besides, the deterministic
muscle force distribution was based on a non-negative
linear regression computed on two masses only,
resulting in a small increase for LP when adding the
load.

Future work will focus on embedding EMG input
in the optimisation process itself (Granata and Marras
1995) to make it more physiologically relevant, by
modulating its cost functions and/or constraints so as
to discern clearly different muscle strategies.

Figure 2. Stresses in the four superior lumbar discs corre-
sponding to (top) compressive and (middle) shear forces and
(bottom) bending torque. Non-hatched and hatched bars rep-
resented unloaded and loaded cases respectively.

Figure 1. EMG amplitudes (%MVC) of LP, TP, QL and LD for
the three configurations and for both unloaded (in black) and
loaded (in grey) cases.
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1. Introduction

Lumbar Degenerative Disc Disease (DDD) can be
treated with different surgical approaches, such as
arthrodesis and arthroplasty. Only the latter technique
is able to preserve some of the natural mobilities of
the spine, by replacing the affected disc with a mobile
prosthesis. Several implant technologies fall under the
term of Total Disc Replacement (TDR): ball-and-
socket, mobile core and viscoelastic prostheses
(Abi-Hanna et al. 2018). It is still unclear whether the
different prostheses result in the same mechanical
response to physiological loadings, which could affect
the surgical outcome. It has been reported that 34%
of patients develop facet arthrosis within 2 years after
surgery (Furunes et al. 2020). To prevent the develop-
ment of facet arthrosis after lumbar TDR, it is neces-
sary to identify its causes. The objective of this work
is to perform a mechanical stress analysis on the facet
joints involved by TDR solution from a patient-spe-
cific finite element approach coupled with an experi-
mental validation.

2. Methods

2.1. Finite element model

To develop the intact FE models (Figure 1), CT-scans
of fresh-frozen anatomical specimens of lumbar spines
(L4-S1; 3Males; 63.7 ± 12.6 years) provided by the anat-
omy laboratory of the University of Poitiers (ABS Lab)
were used. The three-dimensional geometries of the
vertebrae and intervertebral discs were extracted using
image segmentation of CT scans (3D Slicer software,
voxel size ¼ 0.689� 0.689� 0.250mm3) and were

imported to Ansys Mechanical (Version 2022R1, Ansys
Inc., USA) for FE modelling (Figure 1).

Properties of materials are given in Table 1.
Homogeneous bone material was considered for the
vertebrae. The discs consisted of an annulus fibrosus
and a central nucleus pulposus. To model the facet
joints, a cartilaginous body was positioned between
the superior and inferior articular processes. The liga-
ments of the lumbar spine were modelled with uni-
axial springs assuming non-linear behaviour (Shin
et al. 2007).

To develop the operated models, the L4-L5 disc of
the intact models was removed, as well as the anterior
and posterior longitudinal ligaments of this level, and
replaced by an implant (3 different types of TDR
prostheses and an arthrodesis fusion cage). The
implants were fixed to the vertebrae to simulate the
stability after bone remodelling.

2.2. Experimental analysis

A 7-DoF robotic arm (i.e. Franka Emika) was used to
perform the mechanical tests. As the robot is torque-
controlled, a compliant control strategy was imple-
mented to apply a 6-DoF desired load to the spinal

Table 1. Mechanical properties used in the FE model.

Component
Elastic modulus

(MPa)
Poisson
ratio Reference

Bone 12,000 0.3 (Park et al. 2013)
Cartilage endplate 23.8 0.42 (Finley et al. 2018)
Articular cartilage 11 0.4 (Park et al. 2013)
Annulus fibrosus 8.4 0.45 (Shin et al. 2007)
Nucleus pulposus 1 0.49 (Shin et al. 2007)

Figure 1. Patient specific FE model.
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segments, based on a desired motion imposed on the
robot’s end-effector.

Forces and moments were measured using a 6-axis
load sensor positioned on the fixed extremity of the
spine segment. The position of each vertebra was
tracked using Qualisys Motion Capture, which con-
sists of 8 high-resolution infrared cameras allowing to
perform mark tracking. Three marks were positioned
on each vertebra to measure motions of each spine
level during loading.

For both the FE model and the experiments, load-
ings consisted of pure moments (±5Nm) applied to
the upper vertebra to reproduce physiological move-
ments of flexion, extension, lateral bending and axial
rotation. The lower part of the sacrum was fixed.

3. Results and discussion

3.1. Validation of the FE models

The validity of the models was assessed by comparing
the computed ROM of the intact models and the
measured ROM of the spinal segments at each level
(Figure 2).

Differences on ROM values were lower than 20%
between the numerical and the experimental results
during flexion/extension (Figure 2), as well as for lat-
eral bending and axial rotation. This validated that
our models were representative of the behaviour of
the spinal specimens used in this study. However, the
stiffness of the spines was higher than that reported
in the literature (Yamamoto et al. 1989). This may be
due to the age of the donors and the fact that they
were subject to DDD which is associated with hypo-
mobility of the lumbar spine (Yao et al. 2013).

3.2. Mechanical effects of the implants on the
facet joints

The models implanted with ball-and-socket and mobile
core prostheses showed an increase in both ROM (�2)

and dissipated friction energy in the facet joints at the
surgical level (around �10), whereas a decrease was
observed at the adjacent level. This may show that there
was a transfer of loads between the two levels, these
two implants behaving as a ball joint. The models with
viscoelastic models presented similar results to intact
models, which may mean that this implant’s stiffness is
higher than that of a healthy disc. Arthrodesis models
seem to show an increase in loads in the facet joints at
the adjacent level. In a future work, it would be inter-
esting to define a threshold of stress that increases the
risk of facet joint arthrosis, which could help guide the
surgeons during the surgical planning.

4. Conclusions

This study presented first results towards the valid-
ation of the lumbar spine that allowed the compari-
son of the mechanical behaviour of different surgical
approaches to treat DDD. Arthrodesis models showed
a transfer of the loads to the adjacent level while the
surgical level remained fixed. In the arthroplasty
models, although all prostheses fell under the same
TDR name, their mechanical behaviour varied signifi-
cantly. These results highlight the potential benefits of
using patient-specific surgical implants with FE ana-
lysis to assist surgeons in selecting the most appropri-
ate implant for each patient.
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1. Introduction

Elderly road users are particularly prone to rib frac-
tures, which can be affected by changes in the mechan-
ical and geometrical properties of the ribs. Geometrical
characteristics of the ribcage, including size and shape,
were shown to affect the risk of rib fracture. Statistical
shape models (SSM) of the thorax were developed to
describe these geometrical variations but the effect of
age does not seem so large compared to other factors
(Shi et al. 2014) that it could explain the increasing risk
with age. Shi and other thorax SSM do not include
other variables that could be relevant for injury predic-
tion such as bone quality indicators. This may be an
important limitation when trying to predict the effect
of age on the injury risk.

Also, for safety, a full body SSM would be useful
as injuries result from the interaction of the full body
(stature, mass, etc.) with the restraint system.
However, due to sparse clinical imaging data and the
complexity of the building process, SSM typically
describe a single bone or region. A full body SSM
would currently require assembling several models (as
in the UMTRI Humanshape), which may preclude
the study of relationships between body regions.
Finally, SSM are also typically not publicly available,
limiting their use and possibilities of refinement.

The Thorax-DSR project aims to study the effect of
age on rib fractures using a new, open-source full
skeleton statistical model combining shape and rib
quality indicators. The project focused first on the
formulation of a rib quality indicator that could be
measured on CT-scans at clinical resolutions. A first
indicator was validated using Post-Mortem Human
Surrogate (PMHS) data previously collected at
CEESAR for which fracture status, CT-scans and
average mineral density of a segment of the 4th rib
are available. A midsize male full body finite element
model (Global Human Body Model Consortium

GHBMC M50 v6) was subjected to the same test con-
ditions as 54 PMHS. Combined with rib strains pre-
dicted by the model, the mineralization was found to
be a predictor of the number of rib fractures. In par-
allel, the mineralization was correlated to a CT-based
measurement, namely the mean Hounsfield value
measured on the same rib segment used to measure
the mineralization (RibHU). As the CEESAR dataset
mostly includes older PMHS, RibHU was also com-
puted on 68 CT-scans from the New Mexico
Decedent Image Database (NMDID). This demon-
strated the large effect of age on RibHU, its large
variance (Figure 1), and the possibility to measure a
rib quality indicator on a clinical quality CT-scan.

Based on these encouraging results, the develop-
ment of a full skeleton statistical model combining
shape (segmented from full body CT-scans from the
CEESAR and NMDID databases) and the rib quality
indicator was initiated. This abstract aims to present
the methods, solutions and resulting workflow imple-
mented for the model development.

2. Methods

For their SSM development, Shi et al. used data from
89 CT-scans and observed that over 90% of the vari-
ance could be captured with less than 10 modes.
Other studies used sample numbers between 80 and
160. For the current work, the 54 PMHS from
CEESAR already used for the simulation work (16
females and 38 males) were selected. As their ages
range from 55 to 91, the selection was completed by
68 PMHS from NMDID that were pre-selected (34
females, 34 males, ages from 20 to 80). PMHS with
prostheses were excluded and, when present, small
imaging artefacts (e.g. teeth implants) were mitigated
using wxDicom (Treece 2017).

Both imaging datasets include full body CT-scans
in supine position performed in three sessions
focused on the head, trunk and lower extremities.
While the CEESAR scans were performed on frozen
PMHS, some postural changes are present between

Figure 1. Relationship between RibHU and age.
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scans in NMDID. Therefore, it was decided to segment
each scan separately and to assemble them based on
their overlapping regions. Rather than using a land-
mark based method for the SSM development as in Shi
et al. (2014), a process combining the segmentation
and correspondence steps was selected as in Moreau
(2018). The CT-scan was segmented by registering a
deformable and articulated reference mesh using a
dedicated interactive positioning and deformation pro-
cess allowing to use various types of targets for the
registration (landmarks, mesh or image, Anatoreg soft-
ware, Anatoscope). The reference mesh was based on a
manual segmentation (PMHS 635, www.piper-projec-
t.org). First, a landmark to landmark registration was
performed, followed by a mesh to mesh registration
and image to image when needed. Landmarks were
defined on the image and a rough segmentation of the
CT-scan in 3D Slicer (www.slicer.org).

After segmentation, the registered mesh was down-
sampled, symmetrized and its posture changed to a
reference posture. For now, that posture is defined
using the GHBMC onto which the reference mesh
was registered. The posture change was done using a
bone by bone orientation by least squares and adjust-
ments to maintain the contact areas between adjacent
bones. The process is automated (ongoing final tun-
ing) and other postures will be defined (e.g. standing).
This approach is expected to facilitate subsequent
morphing of the GHBMC for simulations. The statis-
tical model is finally computed on the mesh coordi-
nates (about 71,000 points) and RibHU using the
PCA function of the Scikit-Learn library.

3. Results and discussion

An overview of the process is shown Figure 2. To
illustrate the feasibility of the workflow, a first statis-
tical model was computed using partial segmentations
from previous efforts (www.piper-project.org, Moreau

2018) that were for now completed at the full skeleton
by morphing based on the subject size. The replace-
ment of missing regions and the addition of data
based on the NMDID CT-scans is ongoing.

Beyond RibHU, age and weight, other discrete
parameters will be added including anthropometric
parameters measured on the skin surface (e.g. circum-
ferences) and measurements made directly on the
model (stature). These will be useful to develop
regressions between shape and parameters available in
large anthropometric databases (e.g. NHANES).

4. Conclusions

A new, scalable process was implemented to generate
full skeletal models and rib quality indicators from
full body CT-scans and to prepare them for statistical
modelling. The process was verified on a preliminary
dataset and the data processing is ongoing. To facili-
tate reuse, completion or refinement, the statistical
model will be released under a Creative Commons
Attribution license at www.piper-project.org.

In parallel, segmentations on PMHS for which test
data are available will be used to personalize the
GHBMC and to refine the relationship between
RibHU and fracture by jointly accounting for size and
shape. Then, the statistical model will be used to
morph the GHBMC and develop simulation-based
risk curves for rib fractures as a function of age, sex,
size, and bone indicator. Beyond this work, the statis-
tical model could be used to generate plausible full
body models for impact and RibHU, that can be
measured in a clinical context, may be useful to
inform patients on their risk of rib fracture.
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Figure 2. Overview of the process implemented to develop
the statistical model.
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1. Introduction

The increasing use of professional and personal
Unmanned Aircraft Systems (UAS), or drones, raises
the issue of injuries such as skull fractures in case of
impact with humans, triggering regulatory responses.
Due to speed and energy differences, injury criteria
developed for automotive safety may have important
limitations. Stark et al. (2019) used Post-Mortem
Human Surrogates (PMHS) to study drone impacts
with real drones. They observed a fracture and meas-
ured injury criteria that are inconsistent with values
typically encountered in automotive safety. However,
these tests are challenging to reproduce numerically
in the absence of publicly available model of the test
drones. Complementary tests that could be easily
reproduced could be useful to understand the loading
mechanisms and validate numerical models or proce-
dures, especially at high speeds for which numerical
models or dummies were not validated. Rather than
using actual drones in these tests, it would seem
desirable to use drone surrogates representing their
key characteristics while being simple enough to
implement in physical tests and in simulations.

The objectives of this study are to (1) design and
validate numerically a concept of drone surrogate in
preparation of future tests (2) test a drone model to
use to simulate the tests from Stark et al. For this, the
responses of models representing either a drone struc-
ture (simplified model) or a model with a rigid mass
covered by honeycomb (surrogate model candidate)
will be compared against various test conditions. The
drone test case is the DJI Mavic 2.

2. Methods

2.1. Drone models development

Two finite element models were developed in LS-
DYNA (Figure 1): (1) a simplified model based on a
surface scan of the drone components (plastic shell,
reinforcements, electronic cards, battery cells, arms,
etc.) and (2) a surrogate model with a rigid mass

covered by honeycomb aiming to represent the effect-
ive drone mass and its energy absorption capability,
respectively. The honeycomb is composed of several
layers to allow progressive compression and energy
absorption. Such model could be implemented physic-
ally and used in testing.

2.2. Test conditions and simulation process

First, to help adjust both components of the simplified
model and characteristics of the surrogate model, three
reference physical tests with an actual drone were per-
formed at Onera against a rigid surface similar to a
skull shape (22m/s, just over the highest speed in
Stark’s study). Then, to see if further adjustments were
needed, the models were used against a Hybrid III
dummy as in tests with actual drones performed in the
past at Univ. Eiffel (15m/s) (Berthe et al.). The models
were finally used against a head model (Global Human
Body Model Consortium, GHBMC M50-O v6.0) in
conditions similar to Stark et al. (18.5 and 21.5m/s).
The impact condition between the side of the drone
body and the forehead was selected for all simulations.

3. Results and discussion

3.1. Impacts on rigid surface

Different combinations of surrogate mass and honey-
comb layers as well as properties of the simplified
model were simulated to try to match the experimen-
tal reaction force-time curve (Figure 2, top). The
selected drone surrogate (Figure 2, top) has a mass of
300 g (actual drone: 730 g) and three honeycomb
layers, with thicknesses of 42.5, 1, and 1.5mm and
pressures of 7.0, 3.0 and 1.3MPa, respectively. Both
models were able to approximate the experimental
response during the loading phase (0–0.3ms). Then,
both approached the magnitude of the experimental
force plateau (0.3–0.6ms) although a short peak force
is present for the simplified model. However, both
models had a quicker rebound and their unloading

Figure 1. Rigid surface (left), Hybrid III (centre) or GHBMC
(right) were simulated against both simplified (centre) and sur-
rogate models (left, right).
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phase (from 0.6ms) did not match the experimental
curve. This was attributed to the extensive damage on
the physical drone decoupling some of the mass from
the bulk of the drone.

3.2. Impacts on the Hybrid III head

The drone surrogate rebound occurred much earlier
than for the simplified model and physical drone. As
defined for the rigid impact, the drone surrogate led
to a lower head acceleration (peak and duration)
compared to the simplified model and two of the
three physical tests (Figure 2, center). Increasing the
mass by 75 g and honeycomb pressure by 20% was
required to align its response with the others. The
new surrogate was labelled surrogateADJ3. Such prop-
erties would have led to an overestimation of the
force in the rigid shape simulation (Figure 2, top).

3.3. Impacts on GHBMC human model

As for the Hybrid III, the drone surrogate rebound
was too early. The accelerations measured at Stark’s
location varied substantially between the different
models and the two tests (Figure 2, bottom). The
adjusted surrogate and simplified model approximated
the first peak of test #28, hence underestimating the
one of test #20. After that, large vibrations were vis-
ible in Stark’s test #20 and simplified model while
these were less marked on other curves. Similar
trends were observed at 21.5m/s. These may result
from the deformability of the skull and seem difficult
to predict.

Finally, none of the simulations (18.5 and 21.5m/s
as in Stark) resulted in GHBMC skull fractures. This
is coherent with Stark et al. (2019) tests and previous
simulations underlining the absence of fracture in the
GHBMC for honeycomb pressures below 10MPa
(Pozzi et al. 2022).

3.4. Effective mass

When analyzing the response of the simplified model,
it was observed that a large proportion of the drone
was still moving forwards after the head peak acceler-
ation was reached. This could explain the low value
of the effective mass of the drone surrogate (com-
pared to the physical one) and the early rebound. The
effective mass to consider was affected by the bound-
ary condition (fixed vs. interaction with a moving
head), suggesting impacts on a fixed surface are not
sufficient to determine drone surrogate properties
although they are useful to identify initial parameters.

4. Conclusions

Both simplified and adjusted surrogate models were
able to load the head in a way that is close to the
physical test (first acceleration phase). Larger differen-
ces were visible later (rebound). Considering the large

Figure 2. Responses in the three load cases. Accelerations are
filtered with a SAE CFC1000 filter. Only 18.5m/s results are
shown for Stark. Images at 1ms. Physical tests in black.
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differences between actual physical drones (Stark
et al. 2019), this confirms the interest of using drone
surrogates in future tests to load the head in a plaus-
ible manner while helping with the reproducibility
(numerically or by other teams). However, due to
limitations related to the effective mass and rebound,
the simplified model approach should be favored if
trying to validate a human head model against the
tests from Stark et al. Future work will include the
application of the same method to another drone
tested by Stark et al. and testing on dummy and
PMHS using a physical implementation of the drone
surrogate.
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1. Introduction

Mild traumatic brain injuries (mTBI) are present in
many contact sports such as judo where brain concus-
sions were observed during training (Yokota and Ida
2016). A way to understand and reduce mTBI is to
simulate injurious cases using finite-element head
models. However, it is necessary to know impacted
surface properties and few resources are available for
judo mats. In existing models for mats, elastic behav-
iour is well-handled but viscoelastic one is difficult to
tune.

This abstract presents a viscoelastic model tuning
to model a judo mat according to the EU standard
used by the International Judo Federation (IJF), and
to asses injury risk by using the Head Injury
Criterion (HIC) (Versace 1971).

2. Methods

2.1. Viscoelastic model

A generalized Kelvin–Voigt model was used to con-
sider judo mat viscoelastic behaviour (Figure 1). Judo
mats for IJF competition are certified using EU stand-
ard EN-12503 using falling-mass tests heights and
impactor cross-sections variations to investigate its
dynamic response. Standard cases are presented in
Table 1.

To characterise mat properties, these cases were
numerically simulated. Mat was assumed to not be
fully compressed during trials. Judo mats are made of
foam, where a decoupled behaviour could be assumed
between compression direction and transverse ones if
not fully compressed. A truss model was then
assumed with properties computed by multiplying
local ones with a cross-section S: This leads to stiff-
nesses k0, k1 and a damping c: Cross-section was
assumed circular with a diameter d ¼ 20 mm: Length
was set as L ¼ 50 mm, like the actual commercialised
judo mats.

Impactor was modelled as a mass m ¼ 8 kg with
an impact speed of v0 ¼ � ffiffiffiffiffiffiffi

2gh
p

where gravity g ¼
9:81 ms�2 and h the drop height. Then, mat response
was described using Equation 1.

M€X þ C _X þ KX ¼ Fext (1)

Where

X ¼ x
x1

	 

, M ¼ m 0

0 0

	 

, C ¼ c �c

�c c

	 

,

K ¼ k1 �k1
�k1 k0 þ k1

	 

and Fext ¼ �mg

0

	 

:

Initial conditions for this problem are a mass with a
speed v0 and a null position for x and x1:

2.2 Inverse solving

According to EN-12503 standard, 2 parameters are
used to describe dynamic behaviour. The first param-
eter is the maximal deceleration a during impact. The
second parameter is resilience r : the ratio between
output and input impactor kinetic energy. The task is
to identify the k0, k1, cð Þ of a mat, from the simula-
tion of each impact case of the EN 12503 standard.

Long-term stiffness kT ¼ 54:6 N:mm�1 was fixed
according to EN 12503 standard. Hence, k1 was con-
strained relative to k0 using Equation Equation 2.

k1 ¼ k0kT
k0 � kT

(2)

Then initial problem was to find k0, cð Þ solving
Equation 3.

f k0, cð Þ ¼ a, rð Þ � a0, r0ð Þ ¼ 0 (3)

A Newton-Raphson algorithm was used with initial
conditions k0, cð Þ1 ¼ 2kT , 2

ffiffiffiffiffiffiffiffi
k1m

p� �
: At each iteration

i, Equation 1 was solved using an implicit Newmark
scheme with a timestep of 10�4 ms: Couple a, rð Þi

Figure 1. Left: generalized Kelvin–Voigt viscoelastic model. r
is stress applied and e is the strain observed. Right: resultant
truss model to simulate trials.
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were then deduced. Corresponding Jacobian matrix Ji
was computed using finite differences. Then, k0, cð Þiþ1

was computed using Equation 4.

k0, cð Þiþ1 ¼ k0, cð Þi � J�1
i f k0, cð Þi (4)

Algorithm was iterated until a least-square criter-
ion based on a and r was below a defined tolerance
of 10�6: Optimizations were performed on a compu-
tation cluster (Intel Xeon Gold 5220R 2.2GHz,
35.75Mo memory cache).

2.3. Material identification and injury risk
assessment

Local material properties E0, E1, gð Þ were deduced
by dividing global ones to cross-section S: Median
properties were computed. For each property com-
puted and median, Equation 1 was solved on all cases.
Resulting a and r were then compared to reference
ones in Table 1. Material chosen were the one which
fitted the best an interval of [�10%, 10%].

Injury risk was then evaluated using HIC for both
drop heights in Table 1. Values were compared to the
threshold 240, corresponding to a probability of 50%
to have a mTBI (Newman and Shewchenko 2000).

3. Results and discussion

All cases converged properly. Median properties were
E0 ¼ 2:2MPa;E1 ¼ 189:5kPa; g ¼ 18:9MPa:sð Þ and
gave results which fitted in the defined interval. These
properties were then considered. Computation of
long-term Young’s modulus ET gave values around
173:4kPa: This is consistent with the literature
(Tomin and Kmetty 2022). This was expected, as
equivalent stiffness was imposed by the EN 12503
standard.

Figure 2 presents HIC values for both drop
heights, which were lower than injury threshold.
Hence, for the cases defined by EN 12503 standard,
the proposed model predicts no mTBI. It is then
hypothesized that the proposed model is relevant, as
standard is likely to try to ensure non-concussive
sport mats.

The proposed model is simpler than non-linear
ones but has 2 main limitations. First, it did not con-
sider non-linear elasticity observed in foams.
However, this is not an issue for impact cases because
wave propagation induces small perturbations.
Second, truss model was chosen for numerical consid-
erations (more stable). A finite-element model would
be better to consider impactor diameter and optimize
directly on local properties.

4. Conclusion

This study proposes a dynamic viscoelastic model for
judo mats according to IJF standards. Model pro-
posed has the advantage to be easy-to-tune with 3
parameters and to be representative on wave propaga-
tion. Therefore, the proposed material model could be
used for modelling head/mat interface in mTBI simu-
lations for judo.
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Table 1. Reference for maximal deceleration and resilience
for each case in standard EN 12503-3.
Case 1 2 3 4

Impactor diameter d (mm) 43 116
Height h (cm) 20 60 20 60
Maximal deceleration a0 (g) 30 90 40 85
Resilience r0 (%) 30 28 32 28

Figure 2. HIC values computed for both drop heights.
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1. Introduction

Understanding the biomechanical behaviour of the
tooth appears decisive to prevent root fractures,
improve restorative techniques and in fine promote
long-term strategies. Traditionally, our comprehen-
sion of this behaviour is based on analysis of finite
element models validated using a strain gauge
(Richert et al. 2020). Yet, relying solely on a strain
gauge to measure tooth strain has limitations because
it can only record data from one location, and it is
challenging to attach the gauge securely to the tooth,
leading to potential inaccuracies. Conversely, interfer-
ometry makes it possible to obtain information on
the surface deformation field of the tooth and its res-
toration according to different methods of generating
amplitude interference from two separate beams of
light waves (Xia et al. 2018). From interferograms or
holograms, the deformation from the relative phase of
the two waves can be calculated. This technique has a
very high sensitivity evaluated at about 10 nm and has
led to a better understanding of dental behaviour
evaluating the mechanical role of major parts of the
dental structure such as enamel in vitro and in silico
(Barak et al. 2009). However, the biomechanical role
of finer histological structures of the tooth such as
dentin-enamel junction remains poorly understood
(Desoutter et al. 2023).

The goal of this paper is to evaluate the displace-
ment of a healthy premolar prepared axially and sub-
mitted under axial loading under interferometry and
to compare it with the predictions of its finite element
model.

2. Methods

2.1. Finite element modelling

A healthy first maxillary premolar extracted for ortho-
dontic reasons was prepared following previous protocols
(Xia et al. 2018), embedded in a dental acrylic resin, and
was scanned using a cone beam computed tomography
(Planmeca ProMax 3D, Helsinki, Finland) operating at
120 kV, 100 mAs, with a slice thickness of 0.75mm and
the volume was recorded in DICOM format. The differ-
ent anatomical structures of the tooth (dentin, enamel,
pulp) and its resin support were segmented based on a
semi-automatic procedure. The segmented 3D image was
then meshed using 202,636 quadratic tetrahedral ele-
ments after a convergence test (Valette et al. 2008). All
dental materials were supposed homogeneous and lin-
early elastic. The attributed material properties were ref-
erenced from the literature (Richert et al. 2020). There
was a perfect bonding between each component of the
tooth and its support, and a static vertical load was
applied to the top of the vestibular cuspid of the crown to
simulate a compression test. The nodes of the lateral and
lower faces of the resin support were constrained to pre-
vent any displacement. The FEA was conducted on the
Abaqus software 6.14 (Dassault Syst�emes, V�elizy-
Villacoublay, France) to calculate in silico the displace-
ments and strains of the loaded tooth.

2.2. Digital holography

Four flat steel compression rods were used, and the
force sensor has been calibrated with its module
(printed circuit with 6.5V mains supply, INA118P
amplifier, regulator, resistor). The compression was
carried out using the Labview software (National
Instruments, Austin, USA – TX) to control the pos-
ition of the motor during the test. At the same time,
the surface of the tooth was illuminated by a 50mW
YAG laser with a green wavelength of 532 nm to cre-
ate digital holographic fringes following published
protocols (Xia et al. 2018). The tooth images were
recorded using an ORCA (Hamamatsu, Tokyo, Japan)
Charge-Coupled Device (CCD) sensor and HCImage
internal camera software and the force was applied
with a motor step of 5 lm from 0N to 250N.

The recorded digital holograms are obtained from the
interferences between the reference wave and the object
wave diffracted by the surface of the sample. The in vitro
displacement at each point of the sample can therefore be
expressed as a function of the phase difference D/(x,y)
between two holograms. This displacement Uc can be
expressed as a linear function between Ux, Uy and Uz for
each node of the mesh. The digital holograms were
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analyzed using Matlab software (MathWorks, Natick,
USA, MA). A mask based on binary grayscale contrasts is
applied to restrict the analysis to the shape of the tooth
only. The tooth being more rigid than the tooth holder, a
rigid body movement exists and was considered when
post-processing data. For each load of the experiment, the
error map was calculated by comparing experimental to
the simulated displacement.

3. Results and discussion

The order of magnitude of Uc (10
�4mm) and its distri-

bution are close between in vitro and in silico experi-
ments: there are strong displacements on the vestibular
cusp of the tooth and these decrease in the cervical areas.
Locally, the error is very variable from one point to
another, but this could be explained by the fact that the
meshes are not the same in silico and in vitro (Figure 1).

The error also varied greatly depending on the force,
notably before 50N, but was restricted only to the ves-
tibular cusp over 50N (Figure 2). Within the limits of
the restricted sample size, the current finite element
model might appear poorly adapted to simulate the
premolar over 50N. This could be of particular impor-
tance as masticatory forces could exceed 100N depend-
ing on cranio-facial morphology or age.

Large strains were present in the dentin areas com-
pared to the enamel ones on the finite element model.
Stress distribution patterns revealed flexion in the cer-
vical areas where dentin is mostly present. These
results are in accordance previous studies that empha-
size the decisive role of the enamel cup, and the
necessity to preserve it in clinic (Barak et al. 2009).

However, it’s of particular importance to note that
different anatomical features present at the dentin-
enamel junction such as were not considered in the finite
element model whereas this component greatly influ-
enced the biomechanical behavior of the tooth, notably
by preventing crack propagation from enamel into den-
tin (Xia et al. 2018). The current study constitutes a first
proof of concept on a unique tooth but experiments on a
larger sample size are now required to validate material
laws for the dentin-enamel junction notably over 50N.

4. Conclusions

The method of digital holography appears to be a
promising tool for assessing the biomechanical behav-
ior of the premolar and validating material laws.
Future works are now required to explore the effect-
iveness of this method on a larger sample size and
investigate the role of the dentin-enamel junction.
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Figure 1. Biomechanical behaviour of the premolar loaded
with the displacement Uc evaluated in vitro by holography (a),
the displacement calculated in silico by finite element method
(b) for F¼ 42.87 N.

Figure 2. Absolute error between experimental and simulated
Uc for F¼ 42.87 N (c) and F¼ 58.52 N (d).
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1. Introduction

Ventral hernia is a defect in the abdominal wall leading
to the externalization of abdominal organs outside the
abdominal wall, under the skin. This pathology cannot
heal by itself. Ventral hernia repair consists in reinte-
grating the content of a hernial sac within the abdomen
and close the hole, possibly with a synthetic reinforce-
ment. Numerical studies have been performed to inves-
tigate the abdominal wall response to daily life
activities (Pachera et al. 2016) or to hernia repair
(Gu�erin and Turquier 2013). Abdominal wall hetero-
geneity, non-linearity and anisotropy, as well as muscle
contraction, have been included to provide a deep
understanding of the wall components interactions and
evaluate the mechanical loadings on the tissues; valid-
ation is however still needed for this application.

In the present work, we focus on hernia repair
intra-operatively: when the contents of the hernial sac
is reintegrated in the abdomen, the intra-abdominal
pressure (IAP) increases and the tension applied to
the hole edges to close it increases. Increased IAP is a
quantity of interest as a large IAP could lead to
breathing issues for the patient, while tension on the
hole edges could lead the surgeons to perform an
additional and invasive act, namely separate the
abdominal wall muscles to manage suturing the hole.
We aim to develop a simple model of the abdomen
mechanical response to a variation of its internal vol-
ume to generate a database that would provide the
surgeon with an estimation of IAP and tension for a
given patient, based on his/her anatomy.

2. Methods

2.1. Abdomen modeling

The abdomen is modeled in a simplified and para-
metric way. It consists of a pseudo-elliptic cylinder,

close by a dome at its top, corresponding to the dia-
phragm, and a plane at the bottom, corresponding to
the pelvic floor (Figure 1). The cylinder is partitioned
to delineate deformable and rigid parts. Namely, the
rib cage and rachis are considered rigid while the
abdominal wall, the diaphragm and the pelvis floor
are deformable. The abdomen is meshed with linear
triangular shell elements.

In this study, deformable tissues are modeled as
linear elastic. Based on the in-vivo data acquired by
Song et al. (Song et al. 2006), two Young moduli are
considered for the abdominal wall: 27.7 kPa for men
and 21.0 kPa for women. The diaphragm and pelvic
floor Young moduli are 11.5MPa and 0.65MPa
respectively and their thickness is 1.9–1.4mm (men/-
women) and 7.15mm respectively.

Patient categories were modeled based on their sex,
age, Body Mass Index (BMI) and stature (Table 1), by
adapting the model geometry (ellipse axes and height)
and the abdominal wall thickness. Preliminary meas-
urements showed that the abdominal cavity height is
linearly related to the patient height. A linear relation-
ship between BMI and the ellipse minor and major
axes was postulated, and another linear relationship
between the BMI and age on the one hand and the
muscle groups thickness one the other hand was
determined based on the morphometric work of
Jourdan et al. (2020).

Figure 1. Geometry of the abdomen model.

Table 1. Patients categories.
Stature (cm) Age BMI

<150 18–30 15–20
150–160 30–45 20–25
160–170 45–60 25–30
170–180 > 60 30–35
180–190 35–40
>190 > 40
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The elliptic cavity was considered as a fluid cavity
and inflated to 5 cmH2O using Abaqus/Static (Smith
2009). The quantities of interest, namely the pressure
and volume evolution, the diaphragm apex vertical
displacement, as well as the force per unit length
along the abdominal wall central line (between the
two Rectus Abdominis) were stored for each simula-
tion to build a database.

2.2. Graphical interface

A graphical interface dedicated to the surgeons was
coded in Python. The surgeon enters the patient’s
age, sex, stature and BMI categories, and the soft-
ware displays the corresponding simulation results
found in the database, that is the evolution of the
quantities of interest with respect to the cavity added
volume (due to pressure increase in the simulation).
The idea here is to use the simulation results in the
opposite way as they were generated: for a given
hernial sac volume (measured pre-operatively on the
patient CT-scan) aiming to re-enter the abdomen,
corresponding to a volume increase in the simulated
abdomen, the software can provide the correspond-
ing increase in pressure, force per unit length and
diaphragm apex displacement. As some abdominal
organs are hollow, the abdominal content is com-
pressible, so we chose to provide a range for the
results, representing a variation of the abdominal
volume of 100% and 60% of the hernial sac volume
respectively.

3. Results and discussion

Patient BMI and stature (modeled by the height and
ellipse size) are the most influential factors on the
variation of IAP, while age and sex are less prevalent.
The quantities of interest exhibit a non-linear
response. Figure 2 shows the graphical interface

displaying the simulation results for a given patient
category. In the blue box (results), the red line defines
the intercept between the pressure (top) and dia-
phragm apex displacement (bottom) curves for the
specific hernial volume. The black and blue curves
correspond to 100% and 60% of the hernial sac vol-
ume respectively. These preliminary results illustrate a
workflow to provide a real-time answer to a practical
question raised by surgeons. However, it has not been
yet validated. Preliminary validation based on pre-
and post-operative CT images as well as intra-opera-
tive intravesical pressure measurements on a few
patients seem to show that, as expected, the simulated
pressure increase is too small, so a hyperelastic stiff-
ening constitutive law for the abdominal would prob-
ably be more appropriate. Muscle activation should
not be necessary as what is modeled here occurs while
the patient is anesthetized. The patient variability as
seen on CT images also seems to show that the linear
correlations postulated in this work between BMI and
the elliptic axes cannot accurately enough represent
the patients’ anatomy; measuring the actual patient
geometrical features required for the model directly
on the pre-operative images is a way to gain accuracy,
despite increasing the processing time required prior
to simulation. Finally, the assumption that the
abdominal content is compressible, while realistic,
requires further quantification based on the segmenta-
tion of the hernial sac and the abdominal cavity
before and after surgery.

4. Conclusions

This work is a first step towards a more comprehen-
sive inclusion of the abdomen complexity in our
model. Once validated, the Finite Element simulation
could be used to update the database and help sur-
geons anticipating intra-operative complications and
adapting their practice as a consequence, thanks to a
real-time estimation of the mechanical quantities at
stake in their procedure.
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1. Introduction

Osteoarthritis (OA) is the most common degenerative
joint disease in the elderly, becoming a major public
health problem. Osteoarthritis affects approximately
240 million people worldwide, including more than
10 million in France (Katz et al. 2021). Hip OA is
characterized by severe musculoskeletal pain and limi-
tation of joint movements that progressively decrease
the autonomy and quality of life of these patients. For
example, gait is exemplified by abnormal gait patterns
associated with reduced walking speed, reduced hip
muscle strength, and higher energy costs compared to
asymptomatic adults (Wallard et al. 2017). Given all
of these considerations, direct surgical treatment is
advocated for hip OA. The surgeon approaching a
hip faces a dilemma: expose himself extensively to
implant a biarticular prosthesis and preserve the glu-
teal musculature to avoid instability of his arthro-
plasty. In order to do so, surgeons have devised three
major technical approaches that combine ease of sur-
gery with postoperative risks and recovery (Petis et al.
2015). The surgical approach for total hip replace-
ment can be performed using three main methods:
the anterior approach, the posterior approach and the
lateral approach. The objective of this narrative study
is therefore to quantify the different consequences of
these approaches on the functional and motor capaci-
ties of patients. We hypothesize that the anterior
approach allowed a better recovery of functional abil-
ity, in particular thanks to a better preservation of
muscles and surrounding tissues during the operation.

2. Methods

This narrative review was conducted in these two
databases: PubMed, ScienceDirect. The inclusion cri-
teria were: articles written in English, articles pub-
lished between 2010 and 2023. To collect the different
studies, we used the following term selections: (‘total
hip arthroplasty’ OR ‘total hip replacement’ OR

‘Primary hip replacement’) AND ('gait’ OR 'locomo-
tion’ OR ‘walk’ OR 'functional recovery’ OR 'func-
tional capacity’) AND ('approach’ OR 'surgery
approach’) NOT (‘fracture’). 94 articles were retrieved
from the databases. Only articles on primary hip
arthroplasty were selected. By cross-referencing, four
relevant studies were also included.

All selected articles can be found on the corre-
sponding author ResearchGate account.

3. Results and discussion

A total of 98 potentially relevant articles were identi-
fied, of which 72 met the inclusion criteria. We can
note that the evidence for successful arthroplasty is
based on the goals of pain alleviation, improved qual-
ity of life and restoration of function. (Learmonth
et al. 2007). These assessments were are often carried
out through the use of questionnaires (e.g. HOOS,
OHS, SF-36).

In this narrative review 30 articles compared the
effects of the anterior versus posterior approach, 11
compared the anterior versus lateral approach and 1
compared the lateral versus posterior approach. 8
studied all 3 approaches. The remaining articles
studied different techniques within a single approach.

The posterior approach involves an incision at the
back of the hip, allowing the surgeon to access the
joint by cutting through certain muscles. The advan-
tages of this approach are easier visibility of the hip
joint and better stability of the prosthesis. However,
the posterior approach may result in more post-
operative pain and an increased risk of hip dislocation
due to greater post-operative muscle weakness.
Indeed, abductor insufficiency is a common compari-
son between the posterior and lateral approaches. A
2018 systematic review suggested that the lateral
approach has an increased incidence of abductor
insufficiency after Total Hip Arthroplasty (THA)
(Petis et al. 2018).

The lateral approach is a third option. This tech-
nique involves an incision on the side of the hip,
allowing the surgeon to access the joint by moving
certain muscles. The advantages of this approach are
direct visibility of the hip joint and faster recovery
than the posterior approach. However, the lateral
approach can result in more postoperative pain, and
abductor weakness (Waddell et al. 2010).

The most common approach and preferred by sur-
geons for hip replacement surgery is the anterior
approach (Chechik et al. 2013). This technique
involves an incision at the front of the hip, allowing
the surgeon to access the joint while sparing the
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musculature. This approach requires more experience
on the part of the surgeon to be performed correctly
(Ramadanov et al. 2021; Zhang et al. 2022). However,
the benefits of this approach include reduced hospital
stay, decreased postoperative pain, decreased risk of
hip dislocation, and faster recovery. Patients who
have undergone total hip replacement via the anterior
approach tend to have a faster recovery of their ability
to stand, walk and climb stairs than patients operated
on via the posterior approach. Patients operated on
with an anterior approach may have a faster, more
energy-efficient gait, which can improve their quality
of life in a very short time. They may also have more
hip flexion, which may facilitate activities such as
climbing stairs or playing certain sports (Kohnen
et al. 2017).

In this sense, this narrative review notes that, for
the anterior approach, some articles found a signifi-
cant temporal effect for maximum hip extension
between 3 days and 3months postoperatively as well
as on stride length (B€ohm et al. 2016). Beyond
3months, this difference disappears with the lateral
approach (Reichert et al. 2018).

4. Conclusions

Most studies suggest that the direct anterior approach
may be associated with greater early postoperative
improvements than lateral and posterior approaches.
The choice of approach will depend on the surgeon’s
preference and experience, as well as the specific
needs of the patient. All three approaches are widely
used and all have their advantages and disadvantages.
However, the differences dissipated to give similar
results one year after surgery. These results confirm
that the direct anterior approach allows for more
rapid restoration of function after arthroplasty. Post-
surgery, patients present better motor and functional
capacities, allowing them to practice physical activities
quicker, safer and without presenting proven pain.
Patients should discuss their options with their sur-
geon and ask all necessary questions before making
an informed decision. Future works would be dedi-
cated to the evaluation of rehabilitation efficiency
depending on the surgical approach.
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1. Introduction

The use of 3D-printed material for a realistic and bio-
mimetic experimental modelling has been increasing
for educational purpose in the field of clinical use in
surgery (Pugliese et al. 2018). Such techniques have
improved morphological bio-realism of developed
synthetic phantoms as well as reproducible process
creation compared to silicone molding. However, the
mechanical behaviour of the 3D-printed material
might be affected by the printing process, the printing
parameters and the pattern selected.

While the mechanical characterization of 3D mate-
rials is standardized and described by shore durome-
ter testing (ASTM D2240-00), the relations between
shore description and mechanical tensile tests remain
limited in the literature when dealing with 3D-printed
materials.

This preliminary work aims at evaluating the
mechanical properties of 3D-printed Thermoplastic
polyurethane (TPU) material for different the pattern
and 3D printing parameters for two different TPUs
and on two different 3D printers.

2. Methods

2.1. Samples preparation

Two different TPUs were used for printing the speci-
mens: TPU 85A Natural (Ultrafuse, BASF, 2.85mm)
and Ninja Flex TPU 85A.

3D printing parameters for all print were: plate
temperature of 50 �C and 40 �C, printing temperature
of 235 �C for both with first layer printing tempera-
ture of 245 �C and 235 �C on a Ultimaker S5
(Ultimaker, Utrecht, Netherlands) for respectively the
TPU 85A and Lulzbot TAZ6 with a flexystruder V2
nozzle for the NinjaTek 85A (NinjaTek, Lititz, USA).

The samples were designed as parallelepiped
squares with the following dimensions:11mm by
11mm by 1.5mm. For the 3 Ultimaker specimens, 5
inferior layers were printed with an infill density of
100%, layer height of 0.1mm (TPU85A) and 0.3mm
(NinjaTek85A). Three different printing patterns were

used for each material (grid, concentric and line for
TPU85A and line, concentric and zigzag for
NinjaTek85A).

The number of tested samples could be found in
Table 1. An additional dog-bone specimen was also
printed for uniaxial test with a size of 150mm by
20mm by 4mm, and a gauge section of 60mm by
10mm by 4mm, in TPU85A. Printing parameters
were 7 inferior and superior layers, 100% infill, tem-
perature fixed as previously described for the
TPU85A.

2.2. Uniaxial and biaxial tensile tests

The uniaxial tests were performed on ACUMEN 3
axial/torsion electrodynamic device (MTS System cor-
poration, Eden Prairie, Minnesota, USA) with an
embedded load cell of 3 kN and an external load cell
of 2 kN (9317C, Kistler, Les Utilis, France) located
above the specimen. The jaws enable fixation without
slipping. The test protocol consisted in a simple ramp
with a 1% strain rate.

The biaxial tensile test system description can be
found in (Laville et al. 2020) and is a custom-made
system with four step motors (Zaber, Vancouver,
Canada) and four load cells (50N, sensitivity 0.001N)
controlled by a HBM PMX system (HBM). Four rakes
are used and a specific guide for positioning the sam-
ple was created to insure reproducibility of the
positioning

Two Phantom Miro C110 cameras (12-bits 1.3
MPixel CMOS sensor, at 915 fps and 1280 px by
1024 px image definition, Vision Research Phantom,
Wayne, New Jersey, USA) were used to monitor the
tests.

2.3. Data analysis

Strain and stress were computed as engineering strain
(load on the axis divided by the initial cross-section
area) and stress (displacement of the axis divided by
the initial length of the specimen in the given axis).

Bi-linear piecewise fit was performed optimising r2

for the whole fit and for each direction of the mater-
ial. Uniaxial TPU test was used to identify an 3rd

Table 1. Tested 3D printed specimens.
Pattern Nb 3D Printer Infill Material

Grid 5 Ultimaker 100 TPU
Concentric 5 Ultimaker 100 TPU
Line 5 Ultimaker 100 TPU
Zig-zag 4 LulzbotTAZ6 0–100 Ninja, Flex TPU
Concentric 4 LulzbotTAZ6 0–100 Ninja Flex TPU
Line 4 LulzbotTAZ6 0–100 Ninja Flex TPU
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order Ogden model as follow s (Ogden et al. 2004):

r ¼
XN
p¼1

lp kap � k
1
2ap

� �
with k, the stretch, r the Cauchy stress, N¼ 3 the
order of the model and ðlp, apÞ the identified coeffi-
cients using lsqcurve fit function in Matlab
(Mathworks, Natick, USA). Wilcox test was used to
assed differences between pattern and infill parame-
ters (R Core Team 2020).

3. Results and discussion

Uniaxial test of the TPU dog-bone specimen resulted
in an elastic modulus of 24.88MPa (r2 of 0.99).

For the TPU85A samples, line pattern resulted in
elastic modulus in one axis of 2.03 ± 0.61MPa and
3.24 ± 0.19MPa in the other axis; grid pattern elastic
moduli were found to be 1.91 ± 0.54MPa and
3.75 ± 2.38MPa and concentric pattern elastic moduli
were 2.04 ± 0.49MPa 4.85 ± 3.4MPa (r2 ranging
between 0.98 and 0.99).

For NinjaTek85A, one sample (infill 75%, zigzag)
was excluded from the analysis. Results are presented
in Figure 2 as strain stress curves as well as boxplots
for infill impact and pattern impact depiction. Elastic
modulus ranged from 0.72 to 6.27MPa. Line pattern
elastic moduli averaged for the two axes were

3.25 ± 2.1MPa, 2.5 ± 1.51MPa for concentric pattern
and 1.97 ± 1.57MPa for zigzag pattern.

When compared to reported manufacturer values
for TPU85 material Young’s modulus (20MPa after
ISO 527), this result could be considered acceptable.
When comparing uniaxial and biaxial tests however,
the effect of the printing pattern could not be
ignored.

For the NinjaTek 85A, the tensile modulus (ASTM
D638) is reported to be 12.41MPa which is within
the values found depending on the pattern and infill
condition.

Several limitations could be noted as the lack of
uniaxial testing for Ninja Flex TPU 85A, as well as
the limited number of samples, and the equi-axial
biaxial testing only. Additionally, a constitutive model
such as Mooney Rivlin (5 parameters) could have
been tested as in compression tests for auxetic struc-
tures (Shepherd et al. 2020). This identification of
parameters for the constitutive model will then
require a large amount of test, an optimized variabil-
ity of parameters with lower increment between infill
values.

4. Conclusions

The characterization of developed 3D printing materi-
als could be a good alternative to the actual use of
silicone materials for which reproducibility of the
mold creation could be challenging and could com-
plete the synthetic material testing standardization
mostly developed for polymers. Further studies could
include numerical simulations and sensitivity analysis
to address the impact of different patterns and predict
the resulting mechanical behavior. Biaxial tensile tests
on synthetic material enable a complete testing and
validation of material characterization, a necessary
step before any further use of the material.
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1. Introduction

Several possibilities are available for the restoration
of a fully edentulous mandible using implant-sup-
ported prostheses. A solution using only four
implants, with two straight anterior and two tilted
posteriors, was originally proposed by Mal�o in
Portugal named ‘All-On-Four’ concept. This type of
prosthesis is based on an attractive principle combin-
ing aesthetic, economic and medical considerations.
However, it shows several cases of early failures such
as loosening of implants and sometimes fracture of
the prosthetic framework. Some biological complica-
tions can also arise at the bone-implant interface for
example. To prevent these complications, the study is
focused on the improvement of the prosthetic con-
cept in the direction of a better biomimicry, by ana-
lyzing the effects on the mandibular body. Bulk
material results in prosthetic framework with a fairly
high rigidity that can be deleterious to the mandible.
The idea is to lower the rigidity of the prosthetic
framework, by introducing porosities in the material.
To achieve this goal, focus is laid on the possible use
of lattice structures.

2. Method

2.1. Optimisation of the prosthetic framework

In order to control the stiffness and according to this
study, the framework was optimized using properties
of a lattice structure: the body-centered cubic (BCC)
structure. This structure was chosen for its ease of
meshing compared to other lattice structures, but also
for its good mechanical properties and quasi-isotropic
behavior at high relative densities (Mehboob et al.
2020). The idea was to topologically optimize the
homogeneous framework using this lattice structure
(Figure 1). For this purpose, it was necessary to deter-
mine the equivalent homogeneous medium through
the determination of a representative volume
element (RVE). This homogenization allowed the

identification of an effective Young’s modulus (Eeff)
and Poisson’s ratio (�eff). This study was conducted
with Abaqus finite element software and will be com-
bined with experimental testing. The lattice structure
was numerically tested in compression, by applying a
displacement on the top. The determination of Eeff
was performed by using the reaction force and also
the strain energy to validate the results. For �eff the
ratio between the transverse and longitudinal strain
was used.

2.2. Finite element modelling

To perform this study, a physiological finite element
model was developed. It allows the simulation of dif-
ferent masticatory cycles through the use of isolated
forces associated with different masticatory muscles
and the application of a coefficient corresponding to
the muscle activation (Favot et al. 2014). The mastica-
tory phases studied are the maximum Intercuspal
Clenching Position (ICP), the Incisive Clenching
(INC) and the Right unilateral Molar clenching
(RMOL). The model is composed of cortical and tra-
becular bones and the prosthesis. The prosthesis is an
assembly of four structures: the prosthetic framework,
the four implants, the screws and the multibases. The
false gum and the teeth were not considered. All con-
tacts are considered as ‘Tie’. The effect of the anatom-
ical structures between the two condyles that limit
mandibular displacement was controlled by the use of
elastic springs. The natural medial temporo-mandibu-
lar convergence of the non-prosthetic mandible was
respected. This convergence is between 0 and 2.4mm
according to Chen et al. (2013). The numerical model
includes the non-prosthetic mandible (Ref) and the
restored mandible with bulk titanium framework (Ti)
or composed of the previously described lattice struc-
ture (LS).

Figure 1. General procedure for the numerical simulation and
unit cell of the lattice structure.
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3. Results and discussion

The study of the BCC- unit cell was conducted on a 3D
model. Regardless the size of the unit cell, the struts
diameter and the type of boundary condition, the con-
vergence of Eeff and �eff was achieved for a repetition of
4 unit cells in each direction of the space. The choice of
unit cell size was therefore made based on this RVE,
and also the limit thickness of the prosthetic framework
to avoid disturbing the dental occlusion. The struts
diameter was adjusted to approach the elastic modulus
of the cortical bone. Moreover, it was necessary to con-
sider the decrease in stiffness of the numerical model
compared to the experimental (Wang et al. 2017).
Finally, the unit cell selected has a dimension of
1x1x1mm3 with a strut diameter of 0.4mm. The RVE
results to an Eeff ¼ 21.5GPa and �eff ¼ 0.385. The asso-
ciated relative density is qrel ¼ 0.56.

Figure 2 shows that for the ICP and INC phases, the
transformation is mainly in the xy-horizontal plane. The
intercondylar distance (x-direction) has a maximum
amplitude during ICP phase with 1.36mm. For INC
phase, the amplitude is 1.23mm. The RMOL phase has a
lower amplitude but more complex motions. It leads to a
transformation of the mandible in the 3 planes of space,
but especially along x and z. These natural transforma-
tions were compared numerically with prosthetic recon-
struction for LS and Ti framework.

Regarding results in Table 1, it can be noted that
the vertical displacements during ICP and INC phases
are negligible. Furthermore, the motion is more com-
plex during RMOL, generating a torsion of the right
ramus. Nevertheless, the horizontal displacements of
RMOL phase are negligible compared to the other
two phases. For the rehabilitated mandible, whether
for the Ti or LS framework, the vertical displacements
are very small for all phases. The horizontal displace-
ments with the LS framework are the closest to those
of the non-prosthetic mandible.

These results support the idea of reducing the stiff-
ness of the prosthetic framework to ensure that
the natural kinematic of the mandible is respected.
The stresses generated within the bar will be lower
for the LS than the Ti one, and therefore the physi-
ology of the mandibular movement will be preserved.

4. Conclusions

This numerical study was focused on the prosthetic
framework constituting the fixed implant-supported
prosthesis. For this purpose, the behaviour of the
restored mandible with two types of framework was
compared to the natural mandible. The use of a lattice
structure enables better preservation of the mandible’s
natural movements. This type of framework would also
allow a better adhesion of the acrylic resin for the add-
ition of the false gum and the teeth. Further research
are in progress to investigate the influence of this
acrylic resin on the mechanical behavior of the pros-
thesis, depending on its distribution throughout it.
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Figure 2. Deformed configuration in beige (magnification-
scale factor of 40) of the non-prosthetic mandible during the
different masticatory phases (1: ICP, 2: INC, 3: RMOL).

Table 1. Maximum horizontal (UH) and vertical (UV) displace-
ments in the non-prosthetic mandible (Ref) with bulk titan-
ium (Ti) and lattice structure (LS) framework reconstruction as
a function of ICP, INC and RMOL phases.

UH (mm) UV (mm)

Ti LS Ref Ti LS Ref

ICP 1.17 1.27 1.36 0.08 0.08 0.11
INC 1.02 1.09 1.23 0.07 0.07 0.09
RMOL 0.36 0.39 0.42 0.08 0.08 0.10
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1. Introduction

Patients (10–50%) experience persistent leg or back
pain after spine surgery (Chan and Peng 2011) which
can be treated with Spinal Cord Stimulation (SCS).
SCS is an effective procedure for the treatment of
neuropathic extremity pain, it consists in implanting
a lead array in the epidural space, targeting nerve
fibers of the spinal cord to activate the inhibitory cir-
cuitry of pain (Melzack and Wall 1965). Mechanical
effects linked to lead implantation on the surrounded
tissues are not really studied. Furthermore, mechan-
ical failures of implant, including breakage and migra-
tion, can probably and significantly limit the
effectiveness of SCS. Finite Element (FE) simulations
from patient specific modelling can offer solutions to
predict electrical and mechanical behavior of implant
in order to avoid any mechanical damage. The object-
ive of this work was to study the mechanical behavior
of the spine and spinal cord during SCS considering
patient daily movements.

2. Methods

2.1. Geometry

To build a patient specific simulation, a geometrical
model of a T8-T10 spine section (Figure 1a) was
derived from MRI data of the Cerebro-Spinal Fluid
(CSF) and spine. Spinal Cord Toolbox (De Leener
et al. 2017) was used to register the PAM50 template
(De Leener et al. 2018) (Polytechnique Aix-Marseille
Universit�e/ Montreal Neurological Institute) to subject
space. Dura-mater, epidural space and inter-vertebral
disks were extrapolated.

2.2. Study design

Material properties allocated for each component of
the model are given in Table 1 (Scifert et al. 2002).

Concerning loading conditions, a moment of 1N
m was applied on the top surface of the T8 vertebra.
The loading axis was varied to mimic the movements
of flexion/extension (x) and axial rotation (z). T10
vertebra bottom surface was fixed.

FEM was performed (Ansys 2023R1) to compute
displacement, strain and stress fields on tissues (spinal
cord, CSF, dura mater and epidural space).

The simulations for each movement were run with-
out and with electrode, by completing with material
properties the zone corresponding to the electrode.
Contact type of this zone and epidural space was also
changed between these two setups. All contacts were
assumed to be bonded except for the spinal cord /
CSF contacts and lead array / epidural space (for the
simulations with a lead array).

3. Results and discussion

Using this model, we were able to observe mechanical
fields on an implanted surgical electrode and on the tis-
sues, and how it changes local strain on tissues (Figure 1).

The average displacement of the lead array was
found to be of 2.65mm and 2.91mm with and without
electrode respectively (Table 2) during flexion high-
lighting a stiffening effect of the implanted device.

Presence of electrode involves local concentration
of high strain values in particular around the extrem-
ities. This preliminary study has to be completed with
a stress analysis to identify levels of interface contact
pressures involved by the presence of the SCS device.
A specific analysis has also to be led on the device to
determine stress levels and to study risks of mechan-
ical failure according to physiological loadings with
higher values of imposed moments. A validation of
this approach could be envisaged by performing bio-
mechanical tests on anatomical spine segments.

Then a multi-physical approach will be envisaged
coupling electrical and mechanical simulation to ana-
lyse effectiveness of SCS during posture variations
and movements

Table 1. Material properties (Scifert et al. 2002).
Materials Young modulus (MPa) Poisson’s ratio

White mater 0.0667 0.499
Dura mater 31.5 0.45
CSF 0.001 0.499
Vertebra (bone) 10000 0.3
Annulus fibrosus 4.2 0.45
Nucleus pulposus 1 0.499
Extradural tissue 0.0016 0.495
Lead 0.141 0.41
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4. Conclusions

This model could enhance our understanding of spi-
nal cord biomechanics under the influence of SCS
and help to refine electrical models by considering
patient postural changes.
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Table 2. Displacement values during flexion-extension movements.
Maximal lead array zone

displacement (mm)
Average lead array zone
displacement (mm)

Maximal spinal cord
displacement (mm)

Average spinal cord
displacement (mm)

Movement/lead array presence Yes No Yes No Yes No Yes No
Flexion/extension 4.73 5.31 2.65 2.97 5.40 5.43 2.42 2.46
Axial rotation 7.81 7.43 4.00 3.93 6.39 6.38 2.62 2.61

Figure 1. (a) Sagittal cross section of the model after flexion.
(b) Equivalent strain with implanted lead array. (c) Equivalent
strain without lead array.
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1. Introduction

The cornea is the outer transparent lens of the eye
provides two thirds of the refractive power. The
shape, similar to a dome, is given by a balance
between the intraocular pressure applied by inner flu-
ids and the mechanical properties related to a com-
plex microstructure. Indeed, mechanical properties
are fundamental indicators in clinics. For example,
the keratoconus is a progressive deformation of the
cornea into a cone, due to a weakening of the tissue.
An early detection of the pathology could prevent the
degeneration of the tissue and loss of vision. Among
the different methods to study the mechanical
response of the cornea, dynamic optical coherence
elastography (dOCE) is a promising technique, as it
gives access to localized information in a clinical
environment. It is based on in-vivo tracking of shear
waves propagation as a result of a transient stimula-
tion. A Finite Element modelling reproducing the
experimental results could allow to study the mechan-
ical properties and have a diagnosis of the tissue. In
nearly incompressible materials, such as the cornea,
the excited elastic wave is decoupled in shear waves
that are 150 times slower than the compressional
waves. The double-scale of the phenomena has a
major effect on the stability of the scheme for the
approximation of the wave propagation, resulting in
very long computations. In addition, the enforcement
of incompressibility is a well-known problem in FE
modelling, which causes an over constraint of the
solution and incorrect computation of pressure. The
objective of this study is to propose an efficient
scheme to obtain a reliable modelling of transient
elastography measurements applied to the cornea and
to improve tissue characterization techniques.

2. Methods

2.1. Space discretization strategy

The acoustic micro-Tapping is a recent excitation
technique developed by Ambrozi�nski et al. (2016) that
generates a low-frequency shear waves with a short

pressure pulse on the cornea surface. In order to
model the resulting shear-wave propagation phenom-
enon, we propose a FE approximation with high-
order Spectral elements together with a Mass
Lumping approach (Cohen 2002). This method allows
to strongly reduce the computational cost for Mass
matrix inversion, by computing the mass matrix inte-
grals with the Gauss-Lobatto rule and finally obtain-
ing a diagonalisation of the Mass matrix.

Incompressibility is a well-known problem in FE
approximation with pure displacement method, due
to locking, ill-conditioning of the stiffness matrix
and incorrect pressures approximations. To over-
come these limitations, we use a mixed formulation
with the introduction of the pressure as a variable
defined in a FE space with lower order. In particu-
lar, we choose Q!-Q#$%& elements (Bernardi and
Maday 1999) for the approximation of the displace-
ment and pressure field, as a good compromise
between accuracy of the solution and efficiency. In
addition, we propose a new definition of the diver-
gence operator to efficiently compute the volumetric
contribution of the solution, by strongly reducing
the number of computations to obtain the pressure
solution.

2.2. Time discretization strategy

Given the large-scale problem and the complex geom-
etry of the cornea, we need a fully explicit scheme.
The explicit leapfrog scheme would be a natural
choice as it shows high efficiency and second order
accuracy. However, the stability is guaranteed if the
scheme is at least fast as the fastest oscillating phe-
nomena. As a consequence, the time-step is strongly
decreased by the velocity of compressional waves and
the number of iterations to complete the simulation
are proportionally increased. In this study, we pro-
pose a strategy inspired by local time-stepping
method and based on the use of Chebyshev
Polynomials in the form proposed by Grote et al.
(2022). With the modified scheme, the contribution
of the pressure wave is computed explicitly in an
inner loop and the ‘new’ stability condition is less
restrictive on the largest time-step that ensures stabil-
ity. The application of the Chebyshev polynomials is
fundamental to obtain the optimal number of itera-
tions to compute the volumetric component of the
solution. While maintaining stability and accuracy, we
obtain a fully explicit algorithm that is more efficient
in terms of CPU time compared to the standard LF
scheme.
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3. Results and discussion

We have performed simulations of elastic wave
propagation in homogeneous isotropic cornea.
Comparing the classic LF scheme to our modified
scheme, we obtain simulations that in the latter case
are almost three times faster. In particular, with 2.5
million of DoFs and the ratio between the Lam�e
parameters k/l ¼ 500 (Poisson ratio � ¼ 0.499), we
measure with classic LF scheme a computational time
of 615 s, while with the modified scheme the simula-
tion was completed after 260 s with a L(L"(X)) error
of 2%. In order to clarify this result, we underline
that the new stability condition with a larger time-
step comes at a price: at each step we have to apply
the pressure operator for each iteration of the inner
loop. The efficiency of the scheme relies on the fact
that the computational cost to apply the pressure
operator is significantly smaller with respect to the
cost for the shear operator, also due to the optimizing
choices adopted for the space discretization strategy.

In particular, we measure an average computa-
tional time for the shear operator that is around
0.034s and for pressure operator that is 0.016s. This
difference will be larger when we will consider a
more complex description of the cornea behavior and
loading condition. In fact, the cornea has a non-linear
anisotropic behavior due to the presence of collagen
fibrils and it is subjected to the posterior pressure
applied by inner fluids. As a consequence, the shear
operator will be enriched by the anisotropic compo-
nent and the prestress effect.
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Figure 1. Simulation of shear wave propagation in nearly-
incompressible isotropic cornea at t¼ 2ms (on the right) and
t¼ 4ms (on the left).
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1. Introduction

Microfluidic chambers are commonly used to culture
cells and expose them to a well-defined wall shear
stress, that depends on the fluid flow rate and on the
microfluidic chamber dimensions (Mehling and Tay
2014). In microfluidic organ-on-chip devices, culture
medium usually flows in closed loop in order to mimic
blood circulation in the human body. Closed loop
microfluidic circulation can be achieved by different
means, including centrifugation (Garcia-Cordero
2010), valve-including pressure-driven circuits (de
Graaf 2022). Here, we study the flow of culture medium
though a biochip installed in a parallel culture platform
connected with a peristaltic pump (Baudoin 2012). The
goal is to provide guidelines for experimental design
based on microscale flow engineering (Stone 2004).

2. Methods

To achieve closed loop circulation of culture medium
through a cell-seeded biochip, we use a peristaltic
pump as illustrated in Figure 1. Ideally, the flow rate
Q' entering the biochip should match exactly the flow
rate Q imposed by the pump (Figure 1a). In some
experiments however, the medium accumulates in the
inlet well. In this case Q' is smaller than Q and may
become insufficient to feed and oxygenate cells
(Figure 2b). In order to design culture chambers and
define suitable culture conditions, we model the flow
through the biochip in order to identify the range of
parameters where biochips can be safely operated
with peristaltic pumps.

The pressure drop between the inlet and outlet wells
depends on the biochip hydraulic resistance R, which
increases as cells proliferate in the chamber
(Messelmani 2022): DP ¼ RQ0: If Q¼Q', the fluid
index in inlet and outlet wells remains stable, else the
time evolution of fluid index in the inlet well H is gov-
erned by the difference between the two flow rates. We
consider three different expressions for DP, in the case

of (1) a tight system (2) a system with air leaking from
the seal between the well and the lid (3) a system with
fluid leaking at the well/biochip junction.

We get three different systems of first-order differ-
ential equations. Numerical integration of these equa-
tions is performed in Python using scipy.integrate
subpackage. A fifth-order implicit Runge-Kutta
method was chosen in order to avoid non-physical
oscillations.

3. Results and discussion

3.1. Tight circuit

In a tight circuit, the total volume of liquid and the
amount of air above the free surfaces are both con-
served. We compute the pressures in inlet and outlet
well assuming mass conservation. Since air is com-
pressed in the inlet well, even a moderate increase in
fluid index is sufficient to reach the target flow rate
(Figure 2a) after about half an hour.

3.2. Air leak

We model an air leak by introducing a threshold
pressure for the air in the inlet well. Beyond this
threshold, air leaks through the seal and the pressure
no longer increases, even if the volume of air above
the fluid keeps decreasing. An equilibrium can be
reached in this situation if the threshold Pm is suffi-
ciently large. The limit value depends on R and Q.
When an equilibrium is found, the fluid index in the

Figure 1. (a) Perfect and (b) imperfect balance between
pump and biochip flow rates.
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inlet well is larger than in a tight circuit and the
response time is also increased, as illustrated in
Figure 2a.

3.3. Liquid leak

We model a liquid leak by allowing fluid to leave the
inlet well with a flow rate ql when the pressure in the
liquid at the bottom of the inlet well reached a
threshold Pl: Figure 2b shows that for Pl ¼ 100 mbar,
an equilibrium situation is reached within one hour,
where Q' is very close to Q. For this value of Pl, leaks
occur only for the circuits containing the most resist-
ive biochips. When Pl decreases, culture medium is
more likely to leak at the connector, even for moder-
ate values of biochip resistance. If Pl is too low for
the pressure difference between the two wells to
match the pressure drop corresponding to Q, the

system cannot function in appropriate conditions and
the cells cultured in the biochip are at risk. The
dimensions of the biochips and of the wells should
therefore be chosen so that the pressure drop in the
biochip does not exceed the limit pressure the device
can withstand.

4. Conclusions

We demonstrate that in most situations an equilib-
rium situation is reached, in which culture medium
flows through the biochip at the desired flow rate.
The characteristic time to reach this equilibrium
ranges from a few minutes to an hour, which remains
short in comparison with the doubling time of most
cell types. The system can operate even when it is not
perfectly tight, unless the resistance is too large.
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