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A B S T R A C T

A detailed understanding of the behaviour of waves in the nearshore is essential for coastal engineers as these
waves cause beach erosion, coastal flooding and damage to coastal structures. Significantly, the influence of
reflected waves is often neglected in surf zone studies, although they are known to influence wave properties and
circulation in the nearshore. In this paper, a phase-resolving model is rigorously applied to model conditions
from the prototype-scale BARDEXII experiment in order to examine and assess the influence of swash-based
reflection on surf zone hydrodynamics at both the individual wave and time-averaged timescales. Surface
elevation is separated into incoming and outgoing signals using the Radon Transform and a crest tracking
algorithm is used to extract incident and reflected wave properties. It is found that on steep beaches
( βtan > 1: 9) the swash-based reflection - the reflection generated in the swash during the backwash -
contributes significantly to the intrawave variability of individual wave properties such as the wave height to
water depth ratio γ, through the generation of quasi-nodes/antinodes system. For γ expressed with individual
wave heights, variations up to 25% and 40% are obtained for the modelled regular and irregular wave tests,
whereas it reaches 15% when it is based on the significant wave height. The outgoing wave field-induced
hydrodynamics is also found to affect time-averaged parameters: undertow and horizontal velocity skewness.
The undertow is mainly strengthened, particularly in the shoaling region where the outgoing component
dominates over the contribution from the incoming wave field. Offshore of the bar, an onshore-directed flow
streaming close to the bed is also generated under the outgoing wave field, and is suspected to help in stabilising
the bar position. This, along with the influence of the outgoing wave field on the horizontal velocity skewness
and the presence of quasi-standing waves, suggests a complex contribution of the hydrodynamics induced by
swash-based reflection into sediment transport rates and nearshore bar generation/migration.

1. Introduction

Wave reflection from beaches and other coastal features is known to
influence incident wave-induced hydrodynamics and therefore mor-
phodynamics [12].

While there are many studies of structure-induced reflection
present in the literature (see Zanuttigh and van der Meer [3], for a
relatively recent comparison of extensive datasets), it is evident that
prior studies focusing on wave reflection from natural beaches,
especially in the sea/swell band ( f0.05 Hz ≤ ≤ 0.5 Hz), are relatively
limited. The reflection of monochromatic waves over a slope was first
investigated by Iribarren and Nogales [4], and Miche [5] and it has
been shown that the reflection coefficient of a slope, defined as the ratio
between incident and reflected wave height K H H= /r i, is linked to the

surf-similarity parameter [6]:

ξ β H L= tan / /o o (1)

where β is the structure or beach slope, and Ho and Lo are the offshore
wave height and wavelength, respectively. While the reflected wave
phase was found to be only dependent on the offshore wave steepness
and the slope [7], the amplitude of reflected waves are substantially
influenced by the bottom roughness and permeability, but also the
nature of wave transformation across the surf zone (Battjes [6], Hughes
and Fowler [7], Miles and Russell [8] and many others). By presenting
cross-shore varying reflection coefficients from two field-based experi-
mental datasets, Baquerizo et al. [9] observed a net increase in
reflection coefficients shoreward of the break point, and suggested that
when defining the reflection coefficient of a beach, it should be
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measured as far offshore as possible. Although this approach is
appropriate for studying the bulk outgoing wave energy from a beach,
it presents several issues. Assessing the outgoing energy further from
shore increases the risk of observing additional phenomenon, particu-
larly from non-linear wave interactions [10,11], that can lead to
reflection coefficients higher than unity [12]. Furthermore and as
discussed by Battjes [6], based on the methodology of Miche [5], the
processes responsible for incident wave energy dissipation in the surf
zone (mainly friction and breaking) have to be approximated, while a
measurement close to the swash zone would lead to an exact estimation
of reflected waves (height and phase), using the local incident proper-
ties.

In the few field-based studies focusing on wave reflection in the sea/
swell range of frequencies, it was generally demonstrated that reflec-
tion could be substantial [13,8,14]. Using an array of 24 bottom-
mounted pressure sensors, Elgar et al. [13] found that up to 18% of the
incident sea-swell frequency band was reflected back into the surf zone.
These relatively high levels of reflected energy in the surf affect the
incident waves in a variety of ways. Fluctuations in the currents
velocities due to the reflected wave orbital velocities influence the
sediment suspension [1], also potentially influencing the velocity
skewness, important for onshore sediment transport [15,16].
Instantaneous sea levels are also influenced by the presence of seaward
propagating wave crests and troughs, which influence the wave height
to depth ratio γ, due to the presence of quasi-standing waves [17].
Many parameterisations are present in the literature to describe the
cross-shore variation of this wave parameter, related to the wave
energy dissipation (see for example the pioneering work of Battjes and
Janssen [18]). While existing parameterisations of γ do not explicitly
account for wave reflection, both γ and reflection are a function of
beach slope and wave number [19,20,21]. It is known that the beach
slope controls the wave reflection to a great extent (see above, and
Almar et al. [14,22]). Through observation of the influence of strong
backwash flows on the generation of individual reflected waves at the
surf-swash boundary, a link might be expected between reflected waves
generated by swash flows and the wave height to water depth ratio of
individual waves in the surf zone, though no evidence is present in the
literature.

A lack of field-based studies of sea/swell reflection on beaches can
be explained by the complexity in measuring the energy bulk reflected
from a beachface. Several methods to separate incoming from outgoing
wave fields exist; see for example Inch et al. [23] for a recent
description. Correlation functions between 2 wave gauges were used
(Kajima [24], Thornton and Calhoun [25] in Goda and Suzuki [26])
before Goda and Suzuki [26] introduced the use of Fast-Fourier
Transform (FFT) to speed up this process. This was later extended to
a larger array of wave gauges - see for example Mansard and Funke
[27], Zelt and Skjelbreia [28] or Lin and Huang [29] - which enables
the error in the separation process to be reduced [23]. Other methods
such as PUV (Pressure, U horizontal and V vertical current velocities,
Guza and Bowen [30]), or approaches based on long-wave theory
described in Guza et al. [31] use collocated pressure or surface
elevation signals, and horizontal current velocities to separate incom-
ing and outgoing signals at a cross-shore location. Using a totally
different approach, Almar et al. [32] describe the use of the Radon
Transform (RT) for nearshore wave studies, with the objective of
finding tools to facilitate wave-by-wave analyses. Mostly used in image
processing, the RT can be applied to the projection of a cross-shore/
temporal diagram η x t( , ) into points in the Radon (polar) space. This
method is therefore particularly suitable in the surf zone as with
increasing non-linearities, the wave tracks appear as well-defined lines
in such diagrams (e.g. Almar et al. [33]). Almar et al. [32] successfully
separated incident and reflected long-wave signals from a laboratory
dataset and demonstrated that the results compared well with those
from a Boussinesq model.

In this study, the RT is applied to the results from a phase-resolving

numerical model simulating two monochromatic and one irregular
wave tests, performed at prototype-scale in the Delta flume during the
BARDEXII project [34]. The primary objective is to study the impact of
reflected waves on incident wave properties and surf hydrodynamics
with a focus on sea/swell waves. For irregular waves, the free surface is
actually a sum of wave trains, with different frequency and possibly
direction (incident and reflected). In this regard, a wave-by-wave
approach is developed based on the previous work of Martins et al.
[21], allowing individual wave tracking from the shoaling area to the
runup limit, and back into the flume after reflection.

The paper is organised as follows. Section 2 introduces the
experimental and numerical datasets. The numerical model is validated
using a large array of instruments, including a Terrestrial Laser
Scanner (TLS) that enables the description of the wave shape during
breaking. The signal separation in incoming/outgoing components and
the wave-by-wave approach used to track individual wave properties
are described in Section 3. Section 4 presents the results on the
separation methods and its application for the study of swash-based
reflection influence on surf zone hydrodynamics at the individual wave
timescale. The concept of swash-based reflection is notably explained
through a link with swash events potential energy. The results and the
influence of reflection at longer timescales are then discussed in
Section 5. Finally Section 6 provides the conclusions of this study.

2. Experimental and numerical datasets

2.1. The BARDEXII experiments

The present study uses experimental data obtained during the 2-
month-long BARDEXII experiment [34]. In order to study wave
processes and cross-shore sediment transport in the surf and swash
zones, a coarse sandy beach/barrier system was built in the prototype-
scale Delta Flume (Vollenhove, The Netherlands). The A6 and A7
monochromatic test cases (hereafter A6-mono and A7-mono) and A6-
01 irregular wave test are the focus of the present study [34]. Regular
second-order Stokes waves were generated during the A6-mono and
A7-mono tests by a second-order wave steering system at x=0 m, with
an Active Reflection Compensation system (ARC) for the absorption of
reflected waves. For the A6-01 irregular test, a JONSWAP spectrum
with a peak enhancement factor of 3.3, was imposed in the wave flume.
The initial beach profile of 1:15 slope between x = 49 − 109 m evolved
under the wave action during Series A1 to A7 to result in the bed
profiles presented in Fig. 1, presenting a much steeper upper beach
face, a bar system for the A6-01 and A6-mono, and a terrace for the A7-
mono. The wave forcing conditions and beach slope for the different
wave tests examined here are presented in Table 1.

A large array of instrumentation was used during the experiments,
and only part of the experimental dataset is used to validate the
numerical model used herein. The positions of the instruments used in
the present work are shown in Fig. 1. A series of pressure transducers
(PT) and electro-magnetic current meters (EMCM) both sampled at
20 Hz were located in the shoaling and surf zones to measure the
pressure and flow velocity under propagating and breaking waves. Two
terrestrial laser scanners were deployed to measure free surface
elevations within the flume, the first was positioned in the surf zone
at x=73.6 m, 3.9 m above mean sea level (MSL) while the second was
deployed at x=88.3 m, 3.8 m above MSL to study the swash zone
hydrodynamics and morphodynamics. The TLS recorded data at an
angular resolution of 0.25° and sample rate of 35 Hz; the measure-
ments were processed following Martins et al. [21] including the
correction of the scanner orientation, noise filtering and spatial
interpolation onto a regular grid.

TLS data is ideal for wave-by-wave analysis of surf zone processes
as the high-spatial and temporal resolutions of the measurements allow
for the description of wave geometry and the tracking of individual
wave properties through hundreds of cross-shore positions. Physical
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constraints within the flume limited the elevation of the TLS and hence
the horizontal extent of the measurements, however the high resolution
of the data enabled the wave shape to be captured in the swash zone
and around the primary break point for detailed model validation.

The PT data were used to retrieve the surface elevation using the
linear wave theory, and the classic pressure response factor (see e.g.
Bishop and Donelan [35]):

K k h z
kh

= cosh( ( + ))
cosh( )p

(2)

where h is the mean water depth, k is the radian wavenumber and z the
PT deployment depth. The methodology described by Inch [36] was
followed, using the high frequency cut-off w π g h= 0.564 /c (where g is
gravity) proposed in Green [37], to prevent noise amplification.
Correcting the signal depth attenuation with linear wave theory is
known to lead to an underestimation of the wave crest elevation,
especially for highly non-linear waves, see for instance Nielsen [38],
Townsend and Fenton [39] or Barker and Sobey [40]. Bishop and
Donelan [35] suggested that wave heights could be retrieved within 5%,
but no estimation based on wave-by-wave analysis has ever been
carried out, thus the impact of the correction at this time scale is
unknown. For that reason, the differences at the wave-by-wave scale
between the TLS and PT datasets were assessed prior to any model
validation.

Fig. 2a shows the wave profiles measured at x=72.5 m, close to the
break point, by both instruments for every wave of the A7-mono test
case and its ensemble-average, with the modelled surface elevation also
shown. In this study, the break point is defined as the point of
maximum wave height; for this comparison it was assessed from the
wave height evolution (TLS), comparisons between model and data
presented further in this paper, and from video data (not shown here)
in order to exclude the presence of foam that could increase discre-
pancies between datasets. It is demonstrated that at the early stage of
breaking, the individual wave height is underestimated by approxi-
mately 30%. Additionally, considerable differences are observed in the
two wave shapes (skewness and steepness): wave non-linearities at the

wave-by-wave scale are largely underestimated when using the linear
theory to retrieve the surface elevation. For these reasons, the raw
pressure signals along the wave flume were used to validate the model.
Fig. 2b shows the ratio of the measured raw pressure to hydrostatic
pressure, based on the surface elevation measured by the TLS. It is
observed that the two estimates differ significantly before the wave
crest where the pressure is higher than hydrostatic and at the crest
location, where the measured pressure is well below hydrostatic; a
result consistent with previous experimental datasets [41].

Closer to shore, an array of 45 ultrasonic bed level sensors (BLS, see
Fig. 1 for locations) were deployed in the swash zone to measure water
depths and monitor high-frequency bed level changes [42]. Sampling at
4 Hz, the BLS are able to measure water depths and bed-level changes
using acoustic signals with an accuracy of the order of 1 millimetre.
Finally, an ARGUS video camera system was deployed above the beach,
in order to monitor surf, swash and overwash processes. In this study,
timestacks from the swash camera were used to track the instantaneous
shoreline position for comparison with the simulated results.

2.2. Numerical model: IHFOAM [43]

The IHFOAM model [43], based on the CFD package OpenFOAM®

(v2.1.1 in the present study) was used to generate waves and simulate
their propagation across the wave flume. A library for the wave
generation and absorption at boundaries was implemented and the
solver modified accordingly. The RANS equations described in Higuera
et al. [43] are solved using a VOF (Volume-of-Fluid) method to
describe and track the free surface. A rectangular 2D computational
mesh for each run was constructed based on survey data, using a cross-
shore spacing of dx=0.05 cm and a varying dz, corresponding to a grid
of 2100 × 60 = 126000 cells. The 2D mesh was manually created using
the ’.msh’ format based on the window-averaged profile, so that no
abrupt changes occur near the bed (see Fig. 3a). It was then
transformed into the OpenFOAM format using the gmshtofoam
built-in function. The number of vertical layers was chosen such that
the cell aspect ratio was approximately unity near the breaking zone
(Fig. 3b) to more accurately resolve the break point [44]. Sensitivity
testing enabled the mesh size to be optimised to obtain a good
compromise between CPU time and precision. A desktop PC with
8 Gb of RAM and a 3.20 GHz quad-core processor was used to run the
simulation, with a typical time step of 0.0005 s, varying to fulfil the
CourantFriedrichsLewy (CFL) local restrictions. For an 80 second run,
this corresponded to approximately 53 h of CPU time.

Boundary conditions at the wave paddle were generated using
second-order Stokes theory [45] for the A6 and A7 monochromatic
wave cases. The A6-01 irregular wave case was generated using the
actual wavemaker signal (paddle displacement and surface elevation).
The active absorption at the wave paddle (located at x=0, see Fig. 1)
was activated as the Delta flume is equipped with an ARC system,
preventing radiated components from being re-reflected towards the

Fig. 1. Schematic of the experimental setup for the A6-mono, A7-mono and A6-01 wave tests. The two different initial beach profiles are shown. A dataset from the following
instruments was used in the present study: 7 pressure transducers (PT) and electro-magnetic current meters (EMCM) located in the shoaling and surf zones and two terrestrial laser
scanners (TLS) deployed at 6.8 and 6.9 m above the flume bed (3.8 and 3.9 mMSL, respectively) within the surf and swash zones. The zones covered by the TLS are indicated with the
orange cones.

Table 1
Wave and beach conditions for the different wave tests. For the monochromatic wave
tests, Ho was computed as four times the standard deviation of the surface elevation
measured at the wave paddle.

Run Ho (m) Tp (s) MSL (m) βsurf βswash ξsurf ξswash

A1-mono 0.94 8 3.00 1:13 1:11 0.52 0.60
A2-mono 0.71 8 3.00 1:13 1:13 0.58 0.61
A4-mono 0.67 8 3.00 1:14 1:10 0.58 0.83
A6-01 0.70 10.90 2.98 1:12 1:9 0.63 0.97
A6-mono 0.74 12.10 3.00 1:15 1:8 0.64 1.10
A7-mono 0.76 12.10 3.00 1:17 1:8 0.54 1.18
A7T10-mono – 10 3.00 1:17 1:8 0.49 1.07
A7T11-mono – 11 3.00 1:17 1:8 0.52 1.12
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artificial beach.
The VOF-based CFD method attributes an α value to the typically

two modelled phases of interest, for instance air and water [46]. A cell
containing only water corresponds to α = 1, whereas a cell filled with
air corresponds to α = 0. The free surface was extracted by integrating
α over the water column at a given position. This method is considered
particularly suitable for spilling or weakly plunging waves, character-
ized by relatively low air entrainment. Finally, the k ω− SST turbu-
lence closure model developed by Menter [47] was used as it as found
to better reproduce the surface elevation than the classical k − ϵ and
k ω− models [48]. For further details on the model equations, the
reader is referred to Higuera et al. [43].

2.3. Validation of the numerical model

2.3.1. Surface elevation and relative pressure in the surf zone
The detailed surface elevation measurements from the TLS and

ultrasonic BLS were used to validate the model predictions of free
surface elevation around the break point. Fig. 4 shows instantaneous
comparisons between the TLS and BLS measurements and the
modelled water phase for the A7-mono test case at 6 times during
the breaking process. Comparisons show good agreement (RSME<0.06
m, r > 0.962 ) at every stage of the breaking (wave shape evolution and
breaking location), with the modelled free surface closely capturing the
complex wave geometry resolved from hundreds of point measure-
ments obtained by the TLS. Despite this good model agreement in

mean errors (Table 2), the existence of short duration, low void
fraction, but large magnitude splashes generated during breaking
(landward of x=76 m, see Fig. 4d) lead to large maximum errors
(MAE). These splashes are captured by the TLS once the wave crest
propagates landward of x=76 m but are not expected to be resolved by
the CFD model. In opposition, the significant MAE observed for the PT
(Table 2) are due to the poor performance of linear theory to retrieve
the surface elevation a this location (Fig. 2).

To validate the modelled wave transformation across the wave
flume the modelled relative pressure was compared with the raw
pressure data from the PTs. For conciseness, only results for the
670 s-long A6-01 irregular wave test are shown; the statistical errors
from all tests are shown in Table 2. Fig. 5 shows a 360 second window
of the modelled and measured relative pressure timeseries from the
shoaling area to the surf zone. The transformation of the incident
waves is well described by the model (RMSE =0.02 − 0.04 dbar and
r = 0.92 − 0.972 ), with a good representation of the wave profile
changes. Though it is less clear than from a surface elevation time-
series, the more tooth-shaped wave profile after breaking (from
x=72.5 m) can clearly be seen. These comparisons show the potential
of using the piston-type boundary conditions to generate irregular wave
trains in prototype-scale experiments.

2.3.2. Surf and the swash hydrodynamics
Horizontal and vertical current velocities were measured at various

cross-shore locations along the wave flume (see Fig. 1). These

Fig. 2. Comparison of individual wave profiles obtained from the surf-zone TLS and the PT, at the PT location x = 72.5 m for the A7-mono test. Panel a) shows the wave profile of the
modelled waves (light red and blue lines for the TLS and PT, respectively) with the ensemble averaged (thick red and blue lines for the TLS and PT, respectively). The modelled wave
profile at that location is also shown as dashed black-line. In panel b), a contour plot of the ratio between the raw measured pressure and hydrostatic pressure based on the surface
elevation measured by the TLS is shown: red zones correspond to periods when the pressure is higher than the hydrostatic, and blue zones correspond to periods where it is lower. The
ensemble-averaged wave profile is shown as black line, while the gray lines represent individual wave profiles measured by the PT. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

Fig. 3. Description of the computational mesh: a) rectangle-based computational mesh for the A6-01 wave test, for visual reasons only every 2nd cell in the vertical direction and10th cell
in the horizontal direction are shown; b) contour plot of the cell aspect ratio. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of
this article.)
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measurements were used to validate the modelled wave-induced
hydrodynamics in the shoaling and surf zones. Fig. 6 shows compar-
isons of measured and modelled horizontal and vertical velocities for
the A6-01 irregular wave test. Overall, the model successfully repro-
duces the wave-induced hydrodynamics through the shoaling region
and surf zone (similar good agreement was found for the regular wave
tests, see Table 2). More specifically, the high-magnitude current
velocities observed after breaking (x=77.5 m) are well described in
the numerical model. Some discrepancies are observed in these
comparisons, where measured current velocities are noisy in some
locations, e.g. close to the surface at x=77.5 m and z=2.70 m. These
periods occur during the passage of the two largest wave groups, and
could be explained by a high concentration of entrained air bubbles,
which are known to introduce noise when using EMCMs (see for
example Gailani and Smith [49], Elgar et al. [50] or Huang and Hwang
[51]).

As the swash zone is thought to significantly influence surf zone
processes [2], primarily due to its role in reflecting incident wave
energy, the ability of the model to reproduce swash zone processes was
assessed. The model results were compared against measurements of
the shoreline position (ARGUS video camera) and swash depths (BLS
and TLS). The cross-shore position of the shoreline was manually
extracted from the video timestacks. The modelled shoreline was
computed using a 3 cm threshold from the modelled water depths.
Both modelled and measured shoreline cross-shore positions were
transformed into a vertical elevation using the surveyed beach profile.

Fig. 7 shows the timeseries comparisons of modelled and measured
shoreline elevation for the entire A6-01 test, along with a 2-minute
subset of the data comparing cross-shore shoreline position and swash
depths. Although the modelled runup extent is sometimes slightly
overestimated (Fig. 7a and b), comparisons show very good agreements
between the two datasets. In particular, the timing of the uprush and
downrush phases (Fig. 7b) as well as water volumes (Fig. 7c-e) are
accurately reproduced. Figs. 7c-e highlight some pros and cons of
different methods for measuring flow depths in the swash zone (TLS
and ultrasonic BLS in this case). In Fig. 7d, it is observed that there are
periods, particularly in the lower swash during backwash where
insufficient light is scattered by the water surface and no signal return
is detected by the TLS. Reduced ability to detect water depths during
backwash and close to the shoreline is common when using TLS, and
enhanced here by the reduced persistence of aeration observed in
freshwater (e.g. Blenkinsopp and Chaplin [52]). This effect means that
TLS measurements tend to underestimate the shoreline position as
observed by [53]. By contrast, the measurements from the BLS are
much more consistent but are limited by the much reduced spatial
resolution, meaning that the wave/bore front is less well resolved.

3. Methods

3.1. Separation of the incoming and outgoing signals

In the present study, the influence of reflected waves was studied at

Fig. 4. Comparison of the modelled water phase from the A7-mono wave test with the instantaneous free-surface elevation measurements from the TLS and the ultrasonic BLS. Six
moments of the breaking process are shown.
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two distinct timescales: individual wave timescale and time-averaged
over a complete wave test. In order to study the evolution of individual
incident wave properties, the Radon Transform (RT) was applied to the
modelled free surface elevation to separate the incoming and outgoing
signals. The RT was successfully applied to study wave celerity and
incident and reflected short and long waves by Almar et al. [33] and
Almar et al. [32]. The method applies the following transformation [54]
to a surface elevation signal η x t( , ):

R ρ θ η x t δ x θ t θ ρ dxdt( , ) = ∯ ( , ) ( cos + sin − ) (3)

where x represents the cross-shore dimension, and t is time, δ is the
Dirac function, ρ and θ the distance and angle from origin of the
integration line defined by ρ x θ t θ= cos + sin [32]. As described in
Almar et al. [32], lines in the Cartesian spatio-temporal space (η x t( , )
diagram) are represented by points in the Radon space.

More interestingly for the present study, when a wave reflects off
the beach, it is also visible as a line in the aforementioned η x t( , )
diagram. By integrating the Radon signal over the correct angles with
the inverse RT [32], the separation of the incoming and outgoing
signals is made possible. The result enables the modelled surface
elevation to be described as:

η x t η x t η x t( , ) = ( , ) + ( , )inc out (4)

where the ‘inc’ and ‘out’ subscripts refer to the incoming and outgoing
components respectively. An example of this process is shown in Fig. 8
for the A7-mono test which demonstrates the strength of this method:
incident (Fig. 8b) and reflected waves (Fig. 8c) clearly appear as lines in
the η x t( , ) diagram. Note that in this study, a difference is made
between ‘reflected’ wave and ‘outgoing’ signal. While at the wave-by-
wave time scale it is evident that the wave propagating seaward from
the beach upper slope is generated through reflection, it is not clear

how other signals propagating seaward are originated, especially at
longer time scales (e.g. non-linear interactions). The term ‘reflected
wave’ is therefore only used to describe seaward propagating waves
generated at the boundary between the swash backwash and the inner
surf that can be tracked (swash-based reflection). The same reasoning
is applied to differentiate ‘incident’ wave from ‘incoming’ signal.

The separation based on the RT was compared in the frequency
domain to the commonly used method of Guza et al. [31] (hereafter
Guza84). The Guza84 method was developed from long-wave theory
and uses collocated surface elevation and horizontal current velocities
signals to separate the incoming and outgoing components of surface
elevation or horizontal current velocities. The use of this linear theory-
based method is motivated by two reasons: 1) a performance compar-
ison with the RT to assess the model capacity in reproducing the wave
spectra and 2) the observed poor performance of the RT to resolve
mean flow velocities after separation. While the RT was found to
satisfactorily separate incoming and outgoing signals (for both η and
u), mean incoming and outgoing cross-shore flow velocities close to
zero were found when time-averaged. The two possible explanations
are the introduction of noise in the high frequencies, which makes the
average of the whole signal tend to zero, or the less sharp ‘lines’ in the
u x t( , ) diagram, compared to the η x t( , ) diagram observable in Fig. 8a.

For this reason, linear theory was used to separate surface elevation
and horizontal current velocity in order to study the influence of
reflection on time-averaged surf zone parameters (undertow, wave
setup and horizontal velocity skewness). Modelled horizontal current
velocities were extracted from the results of the A6-01 test along the
wave flume at various heights above the bed ranging from 0.01 m to
1.8 m (non-dimensional height z z h′ = / ∈ [0, 0.6]) using the Guza84
method [55]. After performing the aforementioned current separation,
horizontal current velocities were averaged over the entire test to
compute the mean cross-shore current velocities (undertow) and
velocity skewness defined as S u u= /k

3 23/2
, where . is the time-

averaging operator.

3.2. Wave-by-wave approach

The results at the individual wave timescale presented in this paper
rely on a wave-by-wave analysis, performed separately on the extracted
incoming and outgoing signals. At every cross-shore position between
x=0 and 84 m, local peaks in the surface elevation timeseries (corre-
sponding to wave crests) are identified to enable the extraction of
individual wave properties (e.g. H,T), following an improved version of
the methodology presented in Martins et al. [21]. Previous work has
been undertaken to study individual wave properties; see for example
recent studies of Power et al. [56,57], Postacchini and Brocchini [58].
These methods are based on peak-to-peak analysis which bypasses the
need for low-pass filtering but cannot deal with the superposition of
waves travelling in either the same or opposing directions.

The present algorithm starts by extracting wave properties at an
initial cross-shore position (e.g. x=0 m, for incident waves) using peak
analysis: wave crests are detected and wave troughs are defined as the
minimum reached between two crests. Wave height H is then defined
as the height difference between crest and trough levels, and the wave
period T corresponds to the time between the two troughs surrounding
this wave crest. From this initial position, every detected wave (or a
manually-selected subset) can be tracked. At each new cross-shore
position, the time of wave crest detection at the previous cross-shore
position is compared to the detection time at the new location. If a
wave crest is detected within a reasonable physical range (based on
wave celerity), it is kept as the new position. If no value is found, wave
tracking is ceased. The same methodology can be applied to both
incoming and outgoing signals, with the values for the physical range
set accordingly. The result of this wave tracking algorithm on the A7-
mono test is shown in Fig. 8.

Table 2
Model skill for reproducing η (PT and TLS), p (PT), u and v (EMCM): root-mean square
error (RMSE), absolute mean error, maximum absolute error and r the linear correlation
coefficient (defined as the ratio between the covariance of the two timeseries, and the
product of their standard deviation). For conciseness, only minimum and maximum
values along the flume are shown, for every modelled quantity and wave test. For the
TLS, statistics are calculated only between x = 70 − 78 m, whereas for the PT, it concerns
the PT positions visible in Fig. 1.

Quantity Run RMSE AME MAE r2

A6-mono 0.05–0.08 m 0.04–0.06 m 0.12–0.45 m 0.84–0.98

PT η− A7-mono 0.04–0.06 m 0.03–0.04 m 0.12–0.32 m 0.93–0.98
A6-01 0.03–0.06 m 0.02–0.04 m 0.15–0.45 m 0.85–0.97
A6-mono 0.04–0.08 m 0.04–0.06 m 0.10–0.6 m 0.95–0.99

TLS η− A7-mono 0.03–0.06 m 0.02–0.04 m 0.09–0.6 m 0.96–0.99
A6-01 0.06–0.08 m 0.04–0.06 m 0.6–0.8 m 0.85–0.90
A6-mono 0.02–

0.04 dbar
0.02–
0.03 dbar

0.06–
0.11 dbar

0.98–0.99

p A7-mono 0.02–
0.03 dbar

0.01–
0.02 dbar

0.06–
0.11 dbar

0.99

A6-01 0.02–
0.04 dbar

0.02–
0.03 dbar

0.10–
0.24 dbar

0.92–0.97

A6-mono 0.06–
0.15 m/s

0.05–
0.10 m/s

0.18–
0.55 m/s

0.89–0.98

u A7-mono 0.04–
0.20 m/s

0.03–
0.17 m/s

0.11–
0.47 m/s

0.97–0.98

A6-01 0.06–
0.27 m/s

0.05–
0.20 m/s

0.25–
1.90 m/s

0.78–0.96

A6-mono 0.02–
0.09 m/s

0.02–
0.07 m/s

0.12–
0.32 m/s

0.38–0.70

v A7-mono 0.02–
0.09 m/s

0.02–
0.07 m/s

0.06–
0.32 m/s

0.47–0.84

A6-01 0.02–
0.12 m/s

0.01–
0.07 m/s

0.17–
1.52 m/s

0.19–0.21
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Using two separate analyses, this methodology was performed on
the total η x t( , ) and incoming η x t( , )inc signals. The following individual
wave properties were extracted: crest height C, wave height H, period
T, and depth under preceding trough htr. The analysis performed on
the incoming signal allows for the retrieval of incident wave properties,
by removing the effect/component of reflected waves from the total
signal. Reflected wave properties were also extracted from the outgoing
η x t( , )out signal in order to assess the incoming/outgoing energy ratio
and study their characteristics as a function of the incident wave
properties.

4. Results

4.1. Inter-comparison of separation methods

Model and experimental data from the A6-01 irregular wave test
were compared in the frequency domain by applying the RT on the
modelled free surface elevation and the Guza84 method on the
collocated PT/EMCM data. Fig. 9 shows the comparison of the total,
incoming and outgoing signals at four cross-shore locations: x=42,
67.5, 72.5 and 77.5 m. At all positions, and for both sea-swell and
infragravity ranges of frequencies, the comparisons show good agree-
ment. Although the amount of energy is small, more incoming energy
at the infragravity frequencies ( f0.005 Hz ≤ ≤ 0.05 Hz) is estimated in
the PT data at x=42 m (Fig. 9b. This could be explained by two factors
and it is not certain which prevails: an underestimation in the model of

the transfer of energy to sub-harmonics between x=0 and 42 m or a
more efficient absorption of outgoing waves at the numerical paddle
than in the real flume. The energy peaks and the spectrum tail along
the wave flume are well represented everywhere else, indicating that
the model is able to simulate the breaking process and the transfer of
energy to higher/lower frequencies. Similar performance has been
observed by Morgan et al. [59] in their modelling of wave transforma-
tion over submerged bar with up to 8th order harmonics correctly
simulated.

The observed agreement between the RT and the Guza84 approach
are somewhat surprising for two main reasons: 1) the previously
observed differences at the wave-by-wave scale between the pressure-
derived surface elevation and the model output close to break point
(around 30% of H, Fig. 2) is not evident in the spectral domain, and 2)
while the Guza84 method, is thought to be inappropriate for use in
highly non-linear surf zone waves, the current results indicate that it
can be applied in the surf zone with reasonable results.

4.2. Intrawave variability of wave heights and wave height to water
depth ratio

Fig. 10a and b present the cross-shore evolution of the modelled
individual wave height H for the total and incoming signals, from the
A6-mono and A7-mono tests. Similar to that observed in the η x t( , )
diagram presented in Fig. 8a, the reflected components of the waves are
clearly observable in the cross-shore evolution of H. In the total signal

Fig. 5. Validation of the modelled relative pressure at the PT locations for the A6-01 wave test, for the first 320 s of the simulation. The model and data timeseries are shown at five
locations in the shoaling region and two in the surf zone. As seen in Fig. 1, the pressure sensor located at x = 67.5 m is slightly buried, the model therefore cannot provide any signal for
this location (out of domain).
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η x t( , ) diagram (Fig. 8a), the first modelled wave after reflection
influences the second, third and fourth incident waves at cross-shore
positions of approximately x=71 m, 44 m and 14 m. The surface
elevation at these locations is temporarily increased due to the
presence of a reflected wave crest, and this leads to an apparent net
increase in H from total signal at these cross-shore locations, while the
values from the incoming signals obtained from the RT present
gradually increasing H values in the shoaling region, as it should be
expected. Similarly, the passage of troughs also influence H values by
decreasing the surface elevation temporarily.

The observed effect of reflected waves on individual wave height is
also present in γ values which are expressed as γ H h= / (Fig. 10c and
d). Since the first modelled wave is propagating in a calm wave flume,
its properties are not altered by any reflected component: γtot and γinc
should therefore be similar. This is observed in Fig. 10a and b where
the incoming and total values match at all positions (gray lines and
dots), and in the scatter plots of Fig. 10c and d, where gray dots are
close to the 1:1 agreement. While for the subsequent waves in the test
there are differences between γtot and γinc values of up to 35% in the
shoaling area, this reduces to around 25% closer to the break point,
which is defined as the location of the maximum wave height for each
propagating wave (x=71 m, for both monochromatic tests).

A similar wave-by-wave approach was performed for the A6-01
irregular test case and the results can be observed in Fig. 11. Fig. 11a
shows the cross-shore evolution of γs tot, and γs inc, , based on significant
wave height Hs and mean water depth. In the shoaling area, the two

ratios present identical evolution, demonstrating little influence of
reflection on averaged breaker indexes in that zone. Just offshore of the
bar, the values computed from the incoming signals are slightly larger
than those from the total signal, while over the bar the opposite occurs.
The most significant difference is visible on the terrace (x = 75 − 78 m),
where incoming values are approximately 15% greater.

Individual γ and γ H h= /tr tr , where htr is the water depth below the
wave trough, are shown in Fig. 11b-e for incoming and total signals.
Overall, the values computed from the incoming signal are less
variable; this can be seen from the slightly smaller error bars and
more ‘organized’ lines, showing lower intrawave variability. The scatter
plots of Figs. 11f and g allow a comparison of the different definitions
of γ and suggest that variations up to 20% and 40% are common for γ
and γtr respectively which is comparable to that found for the
monochromatic cases (Fig. 10c and d).

The alternate effect of reflected wave crests and troughs on the
incident waves for the irregular wave test is similar to that observed for
the monochromatic wave tests. This behaviour supports the concept of
quasi-standing waves previously observed by Hoque et al. [17] for
shorter waves. The interactions of two progressive waves travelling in
opposite direction, with the same period but different amplitude (due
to wave breaking and friction), generates quasi-antinodes and quasi-
nodes at the location where the incident and reflected waves are in
phase and out of phase respectively. This concept has been investigated
for the A6-01 irregular wave test. Fig. 12 shows the cross-shore
evolution of the ratio of total and incoming variance density spectra

Fig. 6. Validation of the modelled hydrodynamics at the EMCM locations for the A6-01 wave test, for the first 320 s of the simulation. Modelled horizontal U and vertical V timeseries
are shown against measurements at one location in the shoaling region and six in the surf zone.
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S S/η ηinc for sea/swell frequencies. This ratio indicates the presence of
reflected wave energy: a ratio greater than 1 corresponds to the
presence of a reflected wave crest, while a ratio lower than 1
corresponds to the presence of a reflected wave trough. For relatively
low frequencies ( f ≤ 0.2 Hz), a node/antinode pattern is observed along
the wave flume. In particular, for the frequency of the monochromatic
wave tests (f=0.083 Hz), a very similar node/antinode system as
observed in Fig. 10 is found during the irregular wave run: antinodes
due to superposed crests are found at around x=75 m, x=53 m and
x=24 m, and discrepancies are mainly explained by the different
foreshore slope (Table 1). It was suggested for the monochromatic
wave tests that partially standing waves were responsible for the
intrawave variability of H and hence γ (Fig. 10). The results presented
in Fig. 12 suggest that similar behaviour is observed for irregular
waves, and for relatively high frequencies.

4.3. Generation of swash-based reflections

The reflected waves studied here in the sea/swell frequency are
thought to be ‘generated’ primarily by the seaward propagating mass
fluxes present in the strong swash backwashes. The term swash-based
is therefore used to describe this type of reflection. This concept has
been investigated by relating the energy of the tracked reflected waves
to the maximum potential energy present in the swash preceding the
‘generation’ of that reflected wave. The two energy concepts are
expressed as follows:

∫E ρg η x dx= ( )ref
L

ref0

2
(5)

∫E t ρg h x t z x t dxmax ( ) = ( , ) ( , )
t

p swash
R t

,
0

( )

(6)

Fig. 7. Validation of the model in the swash zone: a) Modelled shoreline elevation and digitised shoreline elevation from the ARGUS video camera timestack are shown for the entire
wave test, b) ARGUS Video camera timestack along with the modelled shoreline cross-shore position for a 2 min window, c) Water depths measured by the swash zone TLS, d) Water
depths measured by the array of ultrasonic BLS and e) Modelled water depths. (For interpretation of the references to color in this figure legend, the reader is referred to the web version
of this article.)

Fig. 8. Incoming/outgoing signal separation of the modelled surface elevation using the RT: a) η x t( , ) diagram of the modelled surface elevation for the A7-mono wave test; b) η x t( , )inc

diagram of the incoming signal; c) η x t( , )ref diagram of the outgoing signal. In every panel, the dashed black lines show the individual waves path, tracked with the methodology

presented in Section 4.2.
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where L is the wavelength, R(t) is the time-varying shoreline position,
h x t( , ) the water depth and z x t( , ) the height above the reference for
null potential energy taken as MSL. In the potential energy formulation
from Eq. (6), z x t( , ) is the mid flow depth: z x t z x h x t( , ) = ( ) + ( , )/2bed ,
where zbed(x) is the bed elevation at the cross-shore position x. A
sketch describing the terminology used in Eqs. (5) and (6) is presented
in Fig. 13.

Fig. 14 shows the comparison of the two energy expressions for a
range of both validated and unvalidated test cases. Although not
validated in this paper, the A1-mono, A2-mono and A4-mono wave
tests from the BARDEXII experiments were run for this investigation
in order to have a wider range of beach and wave characteristics (see
Table 1). Additionally, two further monochromatic cases using the
same Hs and beach conditions as A7-mono, but with different wave
periods were modelled (see Table 1). For every regular case, the
ensemble-averaged energy from the tracked reflected wave (Eq. (5),
estimated between x=15 m and x L= 15 + m) is compared to the
ensemble-averaged potential energy contained in the preceding swash
event ((Eq. (6)). For the irregular run, a subset of 5 individual waves
was extracted. For the beach slopes and wave conditions examined
here, a clear correlation between the two energy formulations is
observed in Fig. 14 with the potential energy in a swash event
consistently double that of the reflected wave that this event generates.

This result suggests that it is possible to estimate the energy and
height of individual reflected waves based on the monitoring of
foreshore bed levels and the time-varying surface elevations (leading
to water depths and swash excursion, the two required parameters).
Field deployments of TLS in the swash zone such as in Martins et al.

[21,60] could use this relationship to estimate the bulk of energy
reflected from the beach. Further investigation is required to comple-
tely validate this hypothesis, and to explain the presence of the 0.5
coefficient of proportionality observed in Fig. 14, though this is thought
to be closely linked to the beach gradient and hence the mass flux in the
backwash.

4.4. Cross-shore evolution of reflection coefficients

To the authors' knowledge, Baquerizo et al. [9] were the first to
study the cross-shore variation of the reflection coefficient in the sea/
swell range of frequencies, defined as the ratio of incoming and
outgoing wave energy. Using various methods to separate incoming
and outgoing signals, they measured increasing reflection coefficient
values through the surf zone and suggested that to minimize the
uncertainty introduced by this variation, representative values should
be estimated seaward of the break point. A numerical model based on
an energy balance, taking into account the incident wave dissipation
and reflection from slope was developed by Baquerizo et al. [61] to
predict local reflection coefficients. Although it showed very good
agreement seaward of the break point it overestimated the reflection
coefficient in the surf zone. Discrepancies in the surf zone are thought
to be due to the expression of the reflected wave energy fluxes, directly
linked to the incoming fluxes and the rate of dissipation. To illustrate
this, the energy fluxes defined using linear theory as F H c= 2 , where c is
the wave celerity [61], for the incident and reflected waves from the A6-
mono and A7-mono tests are shown in Fig. 15a. While the energy
fluxes of reflected waves are approximately constant, meaning that

Fig. 9. Comparison of the modelled surface elevation spectra (black line) along the wave flume against measurements from pressure-derived data (red dashed line), for total (left
column), incoming (central column) and outgoing (right column). The modelled total signal was separated using the RT, while the measured total signal was separated with the Guza84
method. Comparisons are performed at the following cross-shore locations: a-b-c) x = 42 m , d-e-f) x = 67.5 m), g-h-i) x = 72.5 m) and j-k-l) x = 77.5 m).
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waves are deshoaling as c increases with increasing depths, the incident
waves show a net increase in energy flux landward of x = 40 − 50 m.
This occurs when wave celerity cannot be described anymore by linear
wave theory and corresponds to where wave non-linearities become
important (high Ursell number). This overestimation in the incident
wave energy fluxes when non-linearities become significant leads, for a
given dissipation rate, to an overestimation of the reflected wave energy
as defined by Baquerizo et al. [61]. This is consistent with the larger
reflected fluxes found in the surf zone by Baquerizo et al. [9] (see their
Fig. 8).

The direct ratio between incident and reflected individual wave
heights is shown in Fig. 15b, for both monochromatic tests. It is shown
that up to the break point (x=71 m), the ratio remains reasonably
constant with a slight decreasing trend for both tests. This is explained
by the shoaling incident waves dominating over the deshoaling
reflected waves, observed in Fig. 15a. Landward of the break point
x = 71 − 75 m, and as previously found by Baquerizo et al. [61], the
ratio rapidly increases due to the sudden decrease in the wave height
after breaking. It is hard to infer from the present dataset what would
happen with a wider surf zone and at distances further from the break
point. It is natural though to hypothesise an increase of H H/ref inc

towards a value which is a function of the wave steepness and the
foreshore slope. The energy dissipation rate and the width of the surf
zone after break point indeed limit the maximum Hinc that can be
reflected from a beach, for a given foreshore slope and incident
wavelength [56].

5. Discussion

5.1. Break point

The differences observed in the γ values under the presence of
reflected waves can be of great significance for numerical models or the
parameterisation of wave energy across the surf zone. For instance, a
shift seaward or landward of the break point due to the presence of
reflected waves will change the energy dissipation patterns across the
surf zone, and can affect the position of bar for models supported by
the break point hypothesis for sandbar generation [62].

For both monochromatic wave tests, H computed from the total
signal reaches its maximum at the same location (x = 71 m), see
Fig. 10a and b. However, if only the incoming signal is considered,
the maximum wave height is reached around x=74 m for both tests,

Fig. 10. Results from the wave-by-wave analysis on modelled total and incoming signals (η x t( , ) and η x t( , )inc ) from the A6-mono and A7-mono wave tests. Panels a) and b) represent

the wave height evolution extracted from the total (continuous lines) and incoming (dots) signals for the A6-mono and A7-mono wave tests respectively. Panels c) and d) represent the
corresponding γ scatter plots for the A6-mono and A7-mono wave tests respectively (values from the total signal against values from incoming signal). In the four panels, the 6 modelled

waves are shown, and the same colours are used in the line/dots for the wave numbering; ± 20% and ± 40% lines are also represented in the scatter plots as dashed and dot-dashed
lines respectively.
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though it is noted that no strong peak is observed for A7-mono and the
wave height remains constant over the low-sloping terrace. If the break
point is defined as the location of maximum wave height as used in this
study, the results suggest that the incident wave break point occurs
further landward. Although no evidence of a direct influence from the
reflected wave field on the wave energy dissipation or the breaking
onset of incident waves is shown, the detection of the break point with
the present definition is affected and therefore biased by the presence
of reflected waves.

For the irregular wave test, the presence of reflected waves does not

seem to influence the location of the break point as it is observed that
the peak values of total and incoming significant wave height computed
over sea/swell range of frequencies Hs occur at the same location:
x = 68.5 m and x = 75.4 m (Fig. 11a). At the inner breakpoint, there is a
discrepancy of up to 15% between the gamma values derived from the
total and incoming signals and therefore the presence of reflected wave
may explain previously observed discrepancies between existing break-
er index datasets [63]. Further effort is therefore required to account
for the influence of wave reflection on gamma in order to obtain a
better description of cross-shore evolution of incident wave height

Fig. 11. Results from the wave-by-wave analysis on the total and incoming signals (η x t( , ) and η x t( , )inc ) from the A6-01 irregular wave test. Panel a) shows the cross-shore evolution of

the significant wave height to depth ratio γs computed from the total (dashed line) and incoming (circled line) signals respectively. The two break points defined as the maximum

significant wave height are also shown as vertical dotted lines. Panels b) and c) show the individual γ values computed from the total and incoming signal. Panels d) and e) show the

individual γtr values computed from the total and incoming signal using the water depth below trough htr . For these 4 scatter plots, standard deviation of the mean are shown as error

bars, using bins of 0.2 m. Panels f) and g) represent the corresponding γ and γtr scatter plots. In these, ± 20% and ± 40% lines are also represented as dashed and dot-dashed lines

respectively.
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under reflective conditions.

5.2. Influence of wave reflection on time-averaged surf zone
parameters

The results presented in Fig. 12 suggest that wave reflection in the
sea/swell range of frequencies in a reflective environment can influence
the surf hydrodynamics at the wave-by-wave scale through the forma-
tion of multiple quasi-node/antinode system, affecting orbital veloci-
ties. Further influence at longer timescales is discussed here, in terms
of undertow, wave setup and horizontal velocity skewness.

5.2.1. Undertow
Horizontal current velocities from the A6-01 test were separated

using linear theory (see Section 4.1), and time-averaged to obtain the

contribution of both incoming and outgoing wave-induced hydrody-
namics on the undertow. Fig. 16 shows the result of this separation by
illustrating the contribution of the outgoing wave field on the undertow
along the wave flume. At the four locations where current velocities
measurements are available (x=42, 67.5, 72.5 and 77.5 m), modelled
mean horizontal flow magnitude is shown against measurements
(Fig. 16a-d). The ratio U U| |/| |out inc shown as a contour plot in Fig. 16e
represents the relative contribution of the outgoing wave field on the
mean return flow. Although, over-predicted in the mid-column at
x=67.5 m and slightly underestimated at x=77.5 m, the modelled
undertow shows good agreement with data, in terms of magnitude
and vertical structure.

Consistent with previous work [64], the vertical structure of the
undertow evolves with the water depth across the shoaling area and the
surf zone. Where non-linearities are small (γ O∼ (0.2)s and low Ursell
number), the undertow is weak, and rather vertical-uniform close to
the bed. In this region, the undertow is dominated by the outgoing
wave field (Fig. 16e), which triggers an offshore-directed mean
horizontal current. With reducing depth and hence increasing non-
linearities (between x=35 m and 50 m) the waves are shoaling and the
undertow remains weak and seaward directed. In this region the
incoming and outgoing wave field contribute roughly equally to the
mean flows (U U| |/| | ≈ 1out inc in Fig. 16e). As waves propagate closer to
the bar crest, the beach becomes much steeper, and the undertow
magnitude becomes much stronger, with its maximum reached at mid-
depth.

The ratio shown in Fig. 16e exhibits a narrow band in the lower
10 cm of the water column and seaward of the bar (focussing on the
region between x=66 m and 69 m immediately adjacent to the bed
where U U| |/| | ≈ 0.4out inc ) where reflection seems to have an important
influence on the undertow. In this narrow band, the mean flow induced
by outgoing waves is onshore-directed close to the bed (Fig. 16b), and
has the effect of almost balancing the offshore-directed mean flow
induced by the incoming wave field, leading to almost zero mean flow
adjacent to the bed. This is thought to have an influence on bar
morphology and will be further discussed in Section 6. Except in this
narrow band, the incoming wave field is mostly responsible for the
mean return flow around the bar location, indicated by the region
where U U| |/| |out inc is close to zero between x=62 and 72 m.

The strengthening of the undertow by the outgoing wave field, can

Fig. 12. Cross-shore evolution of the ratio of variance density spectra computed on total
and incoming surface elevation signals. For f ≤ 0.2 Hz and for each frequency, the

locations of two types of antinodes are shown as white (incident and reflected wave
troughs superposed) and red (incident and reflected wave crests superposed) dashed
lines. The frequency corresponding to the A6-mono and A7-mono wave tests is also
shown by the grey dots. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

Fig. 13. Sketch of a typical swash event, at a time t . Mean Sea Level (MSL) defines the
elevation reference zref for the potential energy definition in Eq. (6). The intersection

between MSL and the bed also defines the origin to estimate the time-varying horizontal
shoreline position R t( ). x defines the cross-shore location, h x t( , ) the water depth at x and

time t , z x t( , ) the middle point of the water column at x .

Fig. 14. Comparison between reflected wave energy (Eq. (5)) and maximum potential
energy in the preceding swash event (Eq. (6)) for a range of validated and unvalidated
test cases detailed in Table 1.
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partially be explained by the offshore-oriented Stokes drift that it
generates and a change in the wave setup [65]. Indeed, Fig. 17a)
suggests that the presence of reflected waves significantly reduces the
setdown generated by the breaking of incident waves in the region
x = 72 − 80 m. Landward and seaward of this region, the setup induced
by the outgoing field predominates over that from the incoming field,
which is consistent with the observations made on the undertow
(Fig. 16d). The undertow is known to influence cross-shore sediment
transport, as it plays an important role in the offshore/onshore bar
migration [66,67] and/or in the resuspension of sediment in the water
column [68]. Fig. 16 for instance suggests that the presence of the
outgoing wave field helps to stabilise the bar by weakening the offshore
directed mean flow at the bottom of the water column. Although it is
consistently offshore-directed, the present results show that the nature
of the undertow - at least in reflective environments - is more complex
that it was thought before, e.g. in terms of temporal structure with a
contribution from incident and reflected waves acting with different
phasing.

5.2.2. Skewness
Flow skewness and wave asymmetry have been shown by many

researchers to contribute to onshore-directed sediment fluxes, there-

fore balancing the effect that undertow has on surf zone morphody-
namics, see for instance Elfrink et al. [15], Elgar et al. [69], Silva et al.
[70]. Fig. 17b shows the surface elevation asymmetry - defined as
A m η η= − ( ( )) /s

3 23/2
where m is the imaginary part of the Hilbert

transform of the surface elevation - and Fig. 17c-e show the flow
velocity skewness along the wave flume, computed from the total,
incoming and outgoing wave-induced velocity fields. Two striking
observations emerge from this analysis: 1) near-zero skewness from
the incoming component on top of the bar and on the terrace (Fig. 17c),
and 2) the negative skewness of the outgoing field (Fig. 17d) that
therefore generates a negative total skewness over the terrace
(x = 75 − 82 m, see Fig. 17b). The positive skewness seaward of the
bar trough and negative skewness landward, along with strong surface
elevation asymmetry observed in Fig. 17a are thought to explain the
‘filling’ of the trough observed after the A6-01 test under similar wave
conditions [34]. This is consistent with the findings of Grasso et al.
[71].

Although, no obvious influence of the multiple quasi-node/antinode
system can be observed in the different skewness fields, it is thought to
be of importance. Bowen [72] suggested that nodes/antinodes of
standing infragravity waves and their associated drift velocities could
trigger the generation/migration of bar towards an equilibrium profile.

Fig. 15. Cross-shore evolution of reflection coefficient based on individual wave properties: a) individual wave incident and reflected energy fluxes and b) individual incident and
reflected wave height ratio for the A6-mono and A7-mono tests. The value for each run represents the ensemble-average of the four first waves, since only four reflected waves could be
tracked (as seen in Fig. 2c). Standard deviation of the ensemble-average values are shown every two meters in the cross-shore direction, as error bars. For the fluxes expression, wave
celerity was estimated for each wave on an individual basis, using the tracking method described in Section 3.2.

Fig. 16. Vertical structure of the modelled undertow along the flume for the A6-01 wave test. The top panels show the modelled undertow from total (black line), incoming (blue line)
and outgoing (red line) signals at: a) x = 42 m, b) x = 67.5 m , c) x = 72.5 m and d) x = 77.5 m . Experimental data from the EMCM are shown as circles. Panel e) shows a contour plot of
the outgoing signal contribution on the undertow structure, compared to the incoming contribution. The black dashed line corresponds to the minimum surface elevation reached, and
any data from above that limit has been removed to not bias the time-average. (For interpretation of the references to color in this figure legend, the reader is referred to the web version
of this article.)
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This was confirmed numerically by Bernabeu et al. [73] who obtained
improved model skill in predicting beach equilibrium profiles by
accounting for wave reflection. Further verification was obtained in
field conditions for sea/swell frequencies by Sánchez-Badorrey et al.
[74] who observed the generation of a multiple bar-trough system in
front of a newly installed seawall which matched the quasi-node/
antinode positions of the peak frequency. Similarly, Alsina et al. [75]
observed a reduced offshore bar migration rate when conditions in the
swash were more dissipative: if reflection occurs earlier, the antinode
location slightly shifts offshore compared to the location for a more
dissipative swash, generating a different sediment convergent point.
Alternatively, this can also be explained by the more intense back-
washes observed that potentially suspend more sediment in the inner
surf. Combined with the stronger undertow under more reflective
conditions (Fig. 16), it can possibly promote higher offshore-directed
sediment transport rates. As noted by Grasso et al. [71], despite recent
effort in that regard, it is difficult to isolate individual physical
processes that might affect sediment transport rates in the surf zone.
Although rarely considered as such, wave reflection in the sea/swell
range of frequencies in reflective environments is clearly playing a role
in the surf zone hydrodynamics at various time scale, which in turn
affect the morphodynamics.

6. Conclusions

In this paper, a RANS numerical model based on the IHFOAM
library [43] has been validated and used to study the influence of
swash-based wave reflection in the sea/swell range of frequencies on
surf zone hydrodynamics at the wave-by-wave and wave tests temporal
scales. A TLS dataset of breaking waves has been used for the first time
to validate the modelled wave shape at various stage of breaking. This
highlighted the important wave-by-wave discrepancies (wave height
and skewness) when using linear theory to retrieve the surface
elevation from the measured pressure signal, close to the break point.

The RT was successfully applied to the modelled free surface

elevation to separate incoming and outgoing signals. A wave tracking
algorithm was used to isolate individual waves and demonstrated that
reflected waves induce intrawave variability of individual incident wave
properties such as the wave height, and the wave height to water depth
ratio, through the generation of quasi-standing waves. Variations of up
to 35% and 15% are observed for individual and spectral values of wave
height to water depth ratios respectively. This renders the extraction
and the study of incident wave properties more difficult, and must be
considered when parameterising wave reflection in numerical models
of nearshore circulation. By tracking individual reflected waves, a direct
link between the potential energy of swash flows and the reflected wave
energy has been demonstrated. This has two main implications: 1) the
potential to use measurements of swash depths to estimate the energy
of individual reflected waves, and 2) a good representation of swash
mass fluxes is required to accurately model surf zone hydrodynamics
[76].

Using the Guza84 approach, the incoming and outgoing compo-
nents of the modelled horizontal flow velocities were computed along
the wave flume in order to study the contribution of each component to
the mean return flow (undertow) and higher velocity moments (skew-
ness). It was demonstrated that the presence of strong reflective
conditions were promoting the undertow, by strengthening its magni-
tude almost everywhere in the wave flume except offshore of the bar
crest, where the outgoing components induce an onshore-directed
streaming close to the bed. This phenomenon, added to the conver-
gence points created by the observed quasi-standing waves and the
influence of reflection on velocity skewness is thought to influence
sediment transport rates and their variation along the beach profile,
contributing to bar generation/migration.
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