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Evolutionary Dynamic Optimization and
Machine Learning

Abdennour Boulesnane

Abstract Evolutionary Computation (EC) has emerged as a powerful field of Artifi-

cial Intelligence, inspired by nature’s mechanisms of gradual development. However,

EC approaches often face challenges such as stagnation, diversity loss, computational

complexity, population initialization, and premature convergence.To overcome these

limitations, researchers have integrated learning algorithms with evolutionary tech-

niques. This integration harnesses the valuable data generated by EC algorithms

during iterative searches, providing insights into the search space and population

dynamics. Similarly, the relationship between evolutionary algorithms and Machine

Learning (ML) is reciprocal, as EC methods offer exceptional opportunities for op-

timizing complex ML tasks characterized by noisy, inaccurate, and dynamic objec-

tive functions. These hybrid techniques, known as Evolutionary Machine Learning

(EML), have been applied at various stages of the ML process. EC techniques play

a vital role in tasks such as data balancing, feature selection, and model training

optimization. Moreover, ML tasks often require dynamic optimization, for which

Evolutionary Dynamic Optimization (EDO) is valuable. This paper presents the first

comprehensive exploration of reciprocal integration between EDO and ML. The

study aims to stimulate interest in the evolutionary learning community and inspire

innovative contributions in this domain.

1 Introduction

Evolutionary Computation (EC) is an extraordinary field of Artificial Intelligence

that draws inspiration from nature’s mechanisms responsible for the gradual develop-

ment of intelligent organisms throughout millennia [1]. EC techniques have emerged

as highly efficient and effective problem-solving methods by emulating these natural

processes. These algorithms employ individuals’ populations, each striving to find

optimal solutions for specific challenges [2].

However, EC approaches face challenges that hinder their optimal performance.

These obstacles often manifest as a tendency to get stuck in suboptimal solutions,

diversity loss, computational complexity, population initialization, and premature
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convergence. Researchers have sought to integrate learning algorithms with evolu-

tionary techniques to overcome these limitations [1]. This integration aims to address

the aforementioned challenges and enhance the overall performance of EC methods.

The fundamental idea behind this approach is to harness the wealth of data generated

by the EC algorithm during its iterative search. This data contains valuable insights

into the search space, problem characteristics, and population dynamics. By incor-

porating learning techniques, this data can be thoroughly analyzed and exploited to

significantly improve the effectiveness of the search process [3].

Interestingly, the relationship between evolutionary algorithms and Machine

Learning (ML) goes both ways. ML tasks often involve intricate optimization prob-

lems characterized by noisy, non-continuous, non-unique, inaccurate, dynamic, and

multi-optimal objective functions [4]. In such complex scenarios, evolutionary com-

puting algorithms, renowned for their versatility and stochastic search methods, of-

fer exceptional opportunities for optimization. Consequently, several EC approaches

have emerged in recent years at various stages of the ML process, ranging from

pre-processing and learning to post-processing, to overcome traditional methods’

limitations. These innovative hybrid techniques are collectively known as Evolution-

ary Machine Learning (EML) [5].

During the pre-processing stage, utilizing EC techniques becomes valuable for tasks

such as data balancing and feature selection. As we delve into the ML learning phase,

EC approaches autonomously play a vital role in determining essential components

of ML models, encompassing hyperparameters and architecture. Furthermore, in the

post-processing stage, EC can be applied, for instance, to optimize rules or facilitate

ensemble learning. Therefore, the integration of EC techniques into ML signifies a

profound paradigm shift, empowering the development of ML systems that are both

robust and adaptable [6].

ML tasks are typically carried out in a real-world setting that undergoes dynamic

changes, leading to the need for dynamic optimization. In such scenarios, the opti-

mization problem’s objective, constraint, or solution space can undergo variations

over time. Evolutionary Dynamic Optimization (EDO) is a widely used approach

that can swiftly adapt to these dynamic changes, making it valuable for practical

applications in dynamic optimization. In this context, this paper introduces an inno-

vative investigation into the convergence of EDO and ML techniques. To the best

of our knowledge, this study represents a thorough investigation into the reciprocal

relationship between EDO and ML. By offering up-to-date insights on using EDO

approaches in ML and the integration of ML into EDO, our primary objective is

to stimulate interest and inspire the evolutionary learning community, fostering the

development of innovative contributions in this domain.

In the remainder of our paper, we introduce EDO in Section 2, discussing its

principles for solving optimization problems in dynamic environments. Section 3

provides an overview of ML. Section 4 focuses on applying ML to resolve dynamic

optimization problems. Section 5 delves into utilizing EDO in ML, showcasing

the synergy between these two domains. Finally, in Section 6, we conclude by

summarizing our investigation and suggesting future research directions.
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2 Evolutionary Dynamic Optimization

Dynamic optimization, also known as optimization in dynamic environments, is a

highly active and extensively researched field due to its direct applicability to real-

world problems. The inherent challenge lies in addressing the dynamic nature of these

problems, which require finding optimal solutions within specific time constraints.

These types of problems are called Dynamic Optimization Problems (DOPs) [7].

Formally, a DOP can be defined as the task of finding the optimal solutions

(G∗
1
, G∗

2
, ..., G∗=) that optimizes the time-dependent objective function 5 (G, C), as fol-

lows:
Optimize (max/min) 5 (G, C)

subject to. ℎ 9 (G, C) = 0 for 9 = 1, 2, ..., D

6: (G, C) ≤ 0 for : = 1, 2, ..., {.

with G ∈ R=

(1)

Where ℎ 9 (G, C) represents the 9 Cℎ equality constraint and 6: (G, C) represents the : Cℎ

inequality constraint.

In the literature, Dynamic Multiobjective Optimization (DMO) [8], Dynamic Con-

strained Optimization (DCO) [9], Robust Optimization over Time (ROOT) [10], and

Dynamic Time-Linkage Optimization (DTO) [11] are closely related to DOPs. This

latter revolves around optimizing systems that change over time, and these specific

classes of problems delve into various aspects within such dynamic contexts. DMO

focuses on simultaneously optimizing multiple conflicting objectives as the system

evolves. CDO deals with optimization problems with constraints that must be satis-

fied throughout the dynamic process. ROOT emphasizes finding resilient and robust

solutions against uncertainties and changes over time. DTO tackles the optimization

of interdependenciesand linkages between different time steps or stages of a dynamic

problem. Together, these classes of problems encompass a comprehensive range of

challenges and considerations when addressing dynamic optimization scenarios.

Solving DOPs requires an algorithm to find the best solution and adapt to environ-

mental changes efficiently. However, DOPs present complex challenges, including

issues like diversity loss, the persistence of outdated memory, and coping with large-

scale dimensions, as depicted in Figure 1. Diversity loss happens when all potential

solutions converge to a single area in the search space, posing difficulties in ex-

ploring new optima after environmental changes. At the same time, the outdated

memory problem arises when the information accumulated during the search pro-

cess becomes invalid or irrelevant after a dynamic change occurs. The integration

of obsolete knowledge during the search process can yield misleading outcomes

and impede the dynamic optimizer’s aptitude to locate the global optimum amidst

a dynamic environment. [12]. Furthermore, with the emergence of big data, an-

other recent challenge is sometimes the high dimensionality of DOPs. Dealing with

large-scale dimensions is a significant challenge when facing DOPs [13]. Exploring

all potential solutions becomes challenging as the problem’s complexity and scale

escalate, leading to an exponential growth of the search space. Large-scale dimen-
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sions often result in longer computation times and increased memory requirements,

making the optimization process computationally expensive.

Outdated

Memory

Problem

Diversity

Loss

High

Dimensionality

Fig. 1 Complex Challenges in the Realm of Evolutionary Dynamic Optimization.

Effectively solving DOPs requires addressing these critical challenges. In this

regard, researchers have drawn inspiration from biological evolution and natural

self-organized systems in the last two decades, leading to the widespread use of Evo-

lutionary Algorithms (EAs) and Swarm Intelligence (SI) methods [7]. These tech-

niques offer inherent adaptability and resilience to handle environmental changes,

making them well-suited for optimizing DOPs. The field dedicated to applying EAs

and similar approaches to address DOPs is known as Evolutionary Dynamic Opti-

mization (EDO). By using the principles of EAs and SI, EDO aims to tackle the

complexities of DOPs and provide efficient solutions that can adapt to dynamic

environments.

3 Machine Learning

Artificial intelligence encompasses a wide range of techniques, and machine learning

(ML) is one specific subset. ML empowers computer systems to learn and improve

from data without explicit instructions [14]. It encompasses various techniques

designed to enable computers to analyze and interpret vast amounts of information

effectively. As shown in Figure 2, three primary types of ML techniques exist:

Supervised, Unsupervised, and Reinforcement learning [15].

• Supervised learning: involves training algorithms with labeled examples where

the expected outputs are already known. The algorithm discerns underlying pat-

terns and relationships by examining these labeled instances, effectively learning
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Machine Learning

Supervised LearningUnsupervised Learning Reinforcement Learning Supervised Learning

Regression ClassificationClustering
Dimensionality

Reduction

Association

 Rule Discovery

Fig. 2 Taxonomy of Machine Learning.

a function that maps inputs to outputs. This technique enables predictions and

classifications for new, unseen data points. Examples of supervised learning al-

gorithms include decision trees, random forests, support vector machines, and

neural networks. [16].

• Unsupervised learning: allows algorithms to learn from unlabeled data without

predefined outputs. In this scenario, the algorithms independently discover hidden

patterns and structures within the data without explicit guidance. Unsupervised

learning utilizes clusterings and dimensionality reduction algorithms, like k-

means clustering and principal component analysis (PCA), to detect patterns or

resemblances within the data, enabling the exploration and extraction of insights

and knowledge [17].

• Reinforcement learning: focuses on training software agents to learn through

trial and error while interacting with an environment. The agents are given feed-

back in the form of rewards or penalties based on their actions, and they make

choices with the goal of maximizing the total rewards they accumulate over a

period of time. This technique is particularly valuable in game playing, robotics,

and autonomous systems, where agents can continuously learn and adapt their

behavior to achieve desired goals [18].

Apart from the above paradigms, there are other valuable ML techniques. Semi-

supervised learning [19] combines labeled and unlabeled data to improve training

efficiency. Transfer learning [20] utilizes knowledge from a related problem or do-

main with abundant labeled data to enhance performance on a target problem with

limited training data. Multitask learning [21] trains models to tackle multiple re-

lated tasks simultaneously, exploiting shared information and differences to enhance

learning efficiency and prediction accuracy. These techniques broaden the scope of

ML, allowing for more effective use of data and knowledge to achieve better results in

various applications. Furthermore, Deep learning is another significant ML subfield

that has recently gained immense popularity [22]. It has impressively advanced the

field of ML, pushing the boundaries of what computers can achieve in tasks such as

image classification, object detection, machine translation, and more [23].
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4 Machine Learning for Resolving Dynamic Optimization

Problems

Integrating ML in optimization enables more efficient and accurate problem-solving,

enhancing decision-making processes in diverse fields such as logistics, finance,

healthcare, and manufacturing [24]. ML algorithms can effectively learn patterns,

relationships, and trends to find optimal solutions by using the accumulated data dur-

ing optimization. Furthermore, ML can be combined with traditional optimization

methods to create hybrid approaches that embrace the strengths of both paradigms

[25].

Table 1 ML Techniques Used for Resolving DOPs and Corresponding References.

ML Technique DOP Type References

Transfer Learning DMOPs [26], [8], [27], [28], [29], [30], [31], [32], [33], [34]

Supervised Learning
DMOPs [35],[36],[37],[38], [39], [40], [41], [42], [43]

DOPs [44], [45], [46], [47], [48], [49], [50]

Reinforcement Learning
DMOPs [51]

DOPs [52], [53]

DTPs [11]

Unsupervised Learning
DMOPs [54]

DOPs [55], [56], [57], [58], [59], [60]

Deep Learning DMOPs [61]

Ensemble Learning DMOPs [62]

Online Learning DMOPs [63]

Dual Learning DMOPs [64]

On the other hand, DOPs have attracted significant attention due to their capacity

to capture the nonstationary nature inherent in real-world problems. These problems

require robust algorithms to discover optimal solutions in ever-changing or uncertain

environments. Given these challenges, researchers have increasingly embraced the

application of ML paradigms as powerful tools to address DOPs, supplementing

traditional EC approaches. By incorporating ML paradigms like Transfer Learning,

Supervised Learning, Reinforcement Learning, and others (see Table 1), the goal

is to enhance the adaptability and efficiency of algorithms. This enables them to
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dynamically adjust, learn and evolve their strategies in response to changing problem

landscapes.

4.1 Transfer Learning-Based

In the literature realm, many approaches and algorithms have been put forth to tackle

the complexities of dynamic multi-objective optimization problems (DMOPs) by

harnessing the power of transfer learning techniques [26]. DMOPs encompass opti-

mization problems with multiple conflicting objectives that evolve over time, posing

a significant hurdle in effectively tracking the ever-changing set of Pareto-optimal

solutions [8].

Transfer Learning, a method that involves leveraging past experiencesand knowledge

gained from previous computational processes, has garnered considerable attention

due to its capacity to adapt to environmental changes and tap into valuable knowl-

edge acquired in the past [26]. By employing transfer learning in DMOPs, the task

of efficiently and accurately tracing the evolving Pareto-optimal fronts is greatly

facilitated.

Various methods have been proposed to exploit past experiences and enhance the

optimization process’s performance, including manifold transfer learning [27, 28],

individual transfer learning [29], regression transfer learning [30], and clustering

difference-based transfer learning [31].

Nonetheless, some common issues have been identified, such as the loss of popula-

Historical

Optimization

Data

Transfer

Learning

Generate new initial population

Maintain diversity

Predict optimal individuals

Improve computational complexity

EDOChange detection

NoYes

Fig. 3 Synergizing Transfer Learning and EDO.

tion diversity and high computational consumption. To overcome these challenges,

hybrid methods have emerged as a solution. These methods often integrate transfer

learning with other strategies, such as elitism-based mechanisms [32], surrogate

models [33], manifold learning [28], or Bayesian classification [34]. The goal of

combining these techniques is to improve the quality of the initial population, accel-

erate convergence, maintain diversity, improve computational efficiency, and achieve

robust prediction, as shown in Figure 3.
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4.2 Supervised Learning-Based

Recently, supervised learning methods have played a crucial role in addressing DOPs

by exploiting historical data and employing predictive models like artificial neural

networks (ANN) [44, 45, 46, 47, 35, 48, 49], kernel ridge regression (KRR) [40],

and support vector machines (SVM) [50, 36, 37, 43]. As depicted in Figure 4,

these models enable the estimation and prediction of the behaviour of optimization

problems in changing environments.

ANNs are trained using historical data to forecast future optimal solutions or

Historical

Optimization

Data

Change detection

No

EDO algorithm

Solution Updation

Reinitialization

Fitness Evaluation

Yes

Stop criterion

End

Initialization

Training

ML Classifiers

(ANN, SVM, etc)

Prediction

Collection

Fig. 4 Employing Supervised Learning with EDO to Address DOPs.

estimate the position of the next optimum. They can generate initial solutions or

guide the evolutionary process towards promising regions of the solution space. By

accelerating convergence and improving accuracy in tracking the optimum, ANNs

contribute to enhanced performance [39].

Additionally, researchers have developed prediction mechanisms that quickly adapt

to changes in the problem environment. Strategies based on KRR, Gaussian kernel

functions [40], or Inverse Gaussian processs [38] are employed to anticipate future

changes and optimize evolutionary algorithms accordingly. Effective predictions play

a vital role in maintaining solution quality and enhancing the search performance of

the population.

SVMs are extensively utilized to tackle the challenges of DOPs. These models are

trained using historical data to accurately model and predict solutions or information

in dynamic scenarios. SVMs can capture linear and nonlinear correlations between

past and present solutions, making them well-suited for this task. Notably, SVM-

based DOPs often employ incremental learning [41, 42], continuously updating the

SVM model with the latest optimal solutions obtained from previous periods. This
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iterative approach effectively incorporates knowledge from all historical optimal so-

lutions. As a result, incremental learning facilitates real-time explorationof nonlinear

correlations between solutions, enhancing the model’s predictive capabilities.

4.3 Reinforcement Learning-Based

The utilization of reinforcement learning (RL) methods to tackle DOPs is an emerg-

ing and promising research field that warrants heightened attention. While conven-

tional approaches in dynamic optimization have predominantly focused on EDO

techniques, limited studies have explored the application of RL techniques in resolv-

ing DOPs.

Change detection

No

EDO algorithm

Solution Updation

Reinitialization

Fitness Evaluation

Yes

Stop criterion

End

Initialization

Observe Current State

Select an Action

Calculate the Reward

Update the Q values

RL algorithm

Yes
No

Fig. 5 Illustration of the RL-DMOEA Algorithm [51].

Among the few studies conducted, Zou et al. [51] introduced a groundbreaking

algorithm known as RL-DMOEA (see Figure 5). This reinforcement learning-based

dynamic multi-objective evolutionary algorithm effectively tracks the movements of

Pareto fronts over time in DMOPs. It adapts to varying degrees of environmental

changes by incorporating change response mechanisms. The algorithm’s effective-

ness is demonstrated on CEC 2015 benchmark problems.

Additionally, in [11], the authors address dynamic time-linkage optimization prob-

lems (DTPs) using a dynamic evolutionary optimization algorithm named SQL-

EDO. This innovative approach combines surrogate-assisted Q-learning with evolu-

tionary optimization to handle continuous black-box DTPs. It achieves this by ex-

tracting and predicting states, employing surrogate models for evaluating Q-values,

and integrating evolutionary optimization and RL techniques for long-term decision-

making. The proposed algorithm outperforms comparable algorithms and demon-
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strates its capability to handle different dynamic changes.

Furthermore, researchers in [52] propose an innovative Q-learning RL algorithm for

DOPs, drawing inspiration from EDO techniques. This algorithm draws inspiration

from EDO techniques, leading to a novel perspective on defining states, actions, and

reward functions. The performance of this RL model is thoroughly assessed using a

customized variant of the Moving Peaks Benchmark problem, yielding compelling

results that position it competitively against state-of-the-art DOPs. To provide a

clearer understanding of this algorithm, we include a pseudocode representation in

Algorithm 1.

Moreover, in a separate study referenced as [53], the same algorithm is successfully

Algorithm 1: Pseudo Code for the Q-learning RL Algorithm in [52].

Initialization: Set initial values for the Q-values, & (B, 0) , for all states and actions;

for each state B in the state space ( do

Generate a random solution B;

Evaluate the objective function 5 (B, C );

end

repeat

for each state B in the state space ( do

if 5 (B, C ) > 5 (14BCBC0C4, C ) then

Update the best state: 14BCBC0C4 = B;

Update the best objective value: 5 (14BCBC0C4, C ) = 5 (B, C );

end

end

for each state B in the state space ( do

/* Implement the n -greedy policy */

if rand() ¡ n then

Randomly select an action 0 from the action space �;

else

Select the action 0 that maximizes & (B, 0): 0 = arg <0G0 (& (B, 0) );

end

Execute action 0 and observe the resulting reward ';

Compute the maximum Q-value for the next state: 0′ = <0G (& (B, �) );

Calculate the TD target: )� C0A64C = ' + W * & (B, 0′ );

Update the Q-value: & (B, 0) =& (B, 0) + U*()� C0A64C - & (B, 0));

end

until Stopping criteria;

applied to hyperparameter optimization for Convolutional Neural Networks (CNNs),

demonstrating its promising capabilities in this context as well.

By harnessing RL’s capacity to learn from the environment and make decisions

based on accumulated knowledge, these studies provide valuable insights into the

application of RL in the realm of DOPs. Furthermore, they demonstrate promising

outcomes in comparison to traditional dynamic optimization algorithms.
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4.4 Unsupervised Learning-Based

Numerous scientific studies have employed the power of unsupervised learning

techniques to tackle the intricate challenges posed by DOPs. Among the promi-

nent methodologies employed are Clustering, Gaussian Mixture Model (GMM), and

mean shift algorithms, each offering unique insights and contributions to the field.

Clustering strategies have been utilized effectively to navigate dynamic fitness land-

scapes with multiple peaks. For instance, in the paper by Halder et al. [55], the

cluster-based dynamic differential evolution with an external archive algorithm is in-

troduced. This algorithm incorporates adaptive clustering within a multi-population

framework, enabling periodic information sharing among clusters. Similarly, studies

in [56, 57] present clustering particle swarm optimizers that incorporate hierarchical

clustering and nearest neighbor search strategies to locate and track peaks, com-

plemented by fast local search methods for refinement. Furthermore, Li et al. [58]

explore hierarchical clustering in dynamic optimization and introduce a random

immigrants method to reduce redundancy without relying on change detection.

Change detection

No

EDO algorithm

Solution Updation

Reinitialization

Fitness Evaluation

Yes

Stop criterion

End

Initialization

Approximate Pareto set

Estimation

 Data Expansion

GMM Generation

Non-dominated Sorting 

GMM algorithm

Yes
No

Fig. 6 Flowchart Representation of the MOEA/D-GMM Algorithm [54].

Another unsupervised learning technique is the GMM, a statistical model known

for its prowess in representing intricate data patterns. GMMs play a pivotal role in

enhancing the performance and effectiveness of solving DOPs. The study in [54] in-

troduces MOEA/D-GMM (see Figure 6), a prediction method that integrates GMMs

into the framework to accurately track the changing Pareto set in DMOPs. Work

in [59] presents GMM-DPSO, a memory-based approach that efficiently optimizes

streams of recurrent problems in recurrent DOPs using GMMs.

Furthermore, Cuevas et al. [60] have made significant advancements by modifying

the mean shift algorithm to effectively detect global and local optima in DOPs. The

mean shift algorithm is an iterative and non-parametric process used to identify local
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maxima in a density function based on a set of samples. The authors enhance the

algorithm by incorporating the density and fitness value of candidate solutions. This

modification allows the algorithm to prioritize regions with higher fitness, which is

particularly advantageous in optimization problems aiming to find the best solution.

4.5 Other Learning-Based Models

In addition to previous research, several alternative ML paradigms have been inves-

tigated for tackling DOPs. Although not yet widely adopted, these approaches have

shown significant effectiveness and promising outcomes, highlighting the need for

further exploration.

In a study conducted by Zhu et al. [61], a method centered around deep multi-layer

perceptrons was introduced. This method employed historical optimal solutions to

generate an initial population for the algorithm when faced with novel environments.

Another approach introduced an ensemble learning-based prediction strategy [62]

that integrated multiple prediction models to adapt to environmental changes more

effectively. An online learning-based strategy employing Passive-Aggressive Regres-

sion was also integrated into an evolutionary algorithm to predict the Pareto optimal

solution set in dynamic environments [63]. Lastly, in [64], Yan et al. proposed a novel

approach in their paper, which integrated decomposition-based inter-individual cor-

relation transfer learning and dimension-wise learning. This combined method aimed

to improve adaptability and expedite convergence in DMOPs.

These studies collectively demonstrate the potential of diverse ML techniques in

addressing the challenges presented by dynamic environments, warranting further

investigation and attention.

5 Using Evolutionary Dynamic Optimization in Machine

Learning

Optimization techniques are pivotal in ML, significantly impacting performance and

efficiency. By minimizing loss functions during model training, algorithms like gra-

dient descent accelerate convergence and improve accuracy. Hyperparameter tuning

methods such as grid search and Bayesian optimization find optimal parameter com-

binations for enhanced model performance [65]. Optimization approaches assist in

feature selection, identifying relevant subsets for improved results [66]. Additionally,

optimization facilitates automated model architecture search, enabling the discovery

of high-performing architectures [67].

On the other hand, the utilization of EDO techniques in the realm of ML re-

mains relatively scarce within the existing literature. However, a handful of notable

works have emerged, delving into the vast potential of EDO across multiple facets
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Fig. 7 Streaming Feature Selection using EDO.

of ML. These endeavours delve into the exploration and implementation of EDO

methodologies in diverse ML domains, encompassing dynamic feature selection,

hyperparameter tuning, model training optimization, and reinforcement learning.

The application of dynamic optimization in ML has been introduced for the

first time in the literature by Boulesnane et al. [68]. The authors present a novel

method that employs dynamic optimization to address the dynamic characteristics of

streaming feature selection. The paper proposes an efficient approach for identifying

relevant feature sets by combining the dynamic optimization algorithm WD2O and

the Online Streaming Feature Selection (OSFS) algorithm within a hybrid model

(see Figure 7). The goal is to find an optimal subset of attributes that enables better

classification of unclassified data, considering the evolving nature of the online

feature selection problem.

In the proposed framework, the OSFS algorithm aims to retain relevant features

for classification, incorporating them with existing Best Candidate Features (BCF).

Ensuring non-redundancy in BCF is vital, with irrelevant attributes being removed.

However, a discarded redundant attribute could become important when interacting

with new attributes. To address this, the Best Redundant Candidate Feature (BRCF)

set is introduced, exclusively containing redundant attributes. The EDO algorithm

then determines an optimal feature sequence using the BRCF set, independently of

OSFS. Eventually, the results from both OSFS and EDO are combined to establish

the final set of selected attributes.

In another similar study in [69], a novel approach has been proposed to address

the challenges of classifying nonstationary data streams. The intention of the authors
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is to combine nonstationary stream classification and EDO by adapting the Genetic

Algorithm (GA) to optimize the configuration of a streaming multi-layer ensem-

ble. The main contribution is the introduction of SMiLE (Streaming Multi-layer

Ensemble), a novel classification algorithm explicitly created for nonstationary data

streams. SMiLE comprises multiple layers of diverse classifiers, and the authors ad-

ditionally devise an ensemble selection approach to determine the best combination

of classifiers for each layer in SMiLE. They formulate the selection process as a DOP

and solve it using an adapted dynamic GA tailored for the streaming context.

The article [70] introduces an advanced approach known as the Arithmetic Op-

timization Algorithm (AOA) to enhance the training of ANNs in dynamic envi-

ronments. Although metaheuristic techniques have demonstrated effectiveness in

training ANNs, their underlying assumption of static environments may not accu-

rately capture the dynamics of real-world processes. To address this limitation, the

authors of this study approach the training of ANNs as a dynamic optimization issue

and introduce the AOA as a potential solution for efficiently optimizing the connec-

tion weights and biases of the ANN while accounting for concept drift. This novel

method specifically focuses on improving classification tasks.

Based on EDO, these studies aim to unlock new avenues of advancement and

optimization within the realm of ML, paving the way for enhanced performance and

Table 2 Advantages and Challenges of Integrating EDO Methods in ML Tasks.

EDO

Technique
ML Tasks Advantages Challenges Reference

Dynamic

WD2O

Streaming

feature

selection

and

classification

-Enhanced Classification

by selecting the best

features, improving

accuracy.

-Considering feature

interactions, leading to

more robust models.

-Complement online

feature selection

algorithms.

-Data drift problem.

-Resource Constraints.
[68]

Dynamic

GA

Streaming

classification

-Enhance prediction

accuracy.

-Optimize ensemble

selection by dynamically

choosing the best

classifiers for each layer.

-Data drift problem.

-Model Drift.

-Resource Constraints.

[69]

Dynamic

AOA

Training

ANNs

for

classification

-Enable the training of

dynamic ANNs.

-Optimize neural network

parameters in real-time.

-Enhance classification

tasks.

-Scalability challenges.

-Resource Constraints.
[70]
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greater adaptability in the face of complex and evolving challenges.

Table 2 provides a concise overview of the previously mentioned studies that

employ EDO in ML tasks, highlighting both their strengths and obstacles.

6 Conclusion

In this chapter, we comprehensively explore the convergence of EDO and ML tech-

niques. EDO and ML have shown a reciprocal relationship, with each field offering

valuable insights and techniques to enhance the other. We intend to inspire the evo-

lutionary learning community to further investigate and contribute to this emerging

field by highlighting the potential benefits and showcasing the promising outcomes

of integrating these two domains, positing that this integration can revolutionize

optimization in dynamic and complex environments.

Throughout this study, we have observed a significant interest in using ML, particu-

larly transfer and supervised learning, in conjunction with dynamic multi-objective

optimization compared to other approaches and problem types. However, the in-

tegration of EDO into the domain of ML remains somewhat limited, even though

promising results have been achieved in prior studies. This implies that while there

has been some exploration in this area, there remains significant untapped potential

for further research to fully capitalize on their complementary strengths.

Future research in this domain should focus on developing novel EDO algorithms,

refining existing ML techniques, and exploring other learning-basedmodels to tackle

the challenges of DOPs.
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