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Hypercomplex representation of finite-dimensional
unital Archimedean f -algebras

Sayed Kossentini*

Abstract

In this paper, we characterize all N -dimensional hypercomplex numbers having
unital Archimedean f -algebra structure. We use matrix representation of hypercom-
plex numbers to define an order structure on the matrix spectra. We prove that the
unique (up to isomorphism) unital Archimedean f -algebra of hypercomplex num-
bers of dimension N ≥ 1 is that with real and simple spectrum. We also show that
these number systems can be made into unital Banach lattice algebras and we es-
tablish some of their properties. Furthermore, we prove that every 2N -dimensional
unital Archimedean f -algebra is the hyperbolization of that of dimension N . Finally,
we consider hypercomplex number systems of dimension N = 2, 3, 4, 6 and give their
explicit matrix representation and eigenvalue operators. This work is a multidimen-
sional generalization of the results obtained in [11] and [4] for, respectively, the two
and four-dimensional systems.

Key words: Hypercomplex numbers, Hyperbolic numbers, Canonical hyperbolic quater-
nions, f - algebra, Riesz homomorphism, Banach lattices

1 Introduction

Hypercomplex numbers are finite-dimensional extensions of real and complex numbers.
They have many applications in geometry and physics (see e.g. [12]). The first ex-
ample of hypercomplex numbers, and probably the most studied, is the system H of
non-commutative Hamilton quaternions [13].

The algebraic theory of hypercomplex numbers was developed by Wedderburn [20] and
Cartan [7]. Lie [16] generalized all extensions of complex numbers in relation with their
group properties. In this context geometries generated by hypercomplex numbers were
considered by Cattoni et al [8]. The study of hypercomplex numbers has been further
advanced through their classification by Peirce [18].

One important aspect of hypercomplex numbers is that as the dimension of the num-
bers increases, certain algebraic properties are lost. For example, as noted above, quater-
nions are non-commutative, while complex numbers commute. This loss of properties has
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been observed, a half century before Hamilton, by Gauss. In particular, one must either
renounce the commutative property of the product or acknowledge that the product be-
tween some non-zero numbers is zero. In this vein, Frobenius theorem states that R, C
and H are the only real associative division algebras.

In this paper, we deviate from Hamilton’s choice and consider commutative (and a
fortiori) non-division N-imensional algebras of hypercomplex numbers (N ≥ 2).

According to [8] commutative algebras of hypercomplex numbers are of interest for
their own sake. In particular, a theorem due to Sheffers [19] states that for distributive
systems with unity the differential and integral calculus does exist only if the systems
are commutative. Catoni et al. suggest that functions of hypercomplex variables can
be useful for studying certain partial differential equations, specifically the Generalized
Cauchy-Riemann equations, as well as non-flat spaces associated with the geometries
introduced by multidimensional commutative hypercomplex numbers. This property can
be particularly relevant in general relativity and field theories.

In this article, we present a new approach to the study of hypercomplex numbers,
focusing on the order structure. Specifically, we examine the ordering of hypercomplex
numbers and the relationship between the order structure and the algebraic properties
of the numbers. This new approach provides a deeper understanding of hypercomplex
numbers and has the potential to lead to new applications. The aim of this work is
to investigate N−dimensional hypercomplex numbers in terms of Riesz algebras (also
known as lattice algebras or `-algebras). More precisely, we will establish a necessary
and sufficient condition for which N -dimensional algebra of hypercomplex numbers can
be made into unital Archimedean f -algebra. This is, indeed, not possible for many `-
algebras including finite-dimensional ones (see e.g. [15]).

The first example of such system of numbers are the 2-dimensional hyperbolic numbers
D = {x + jy : x, y ∈ R; j /∈ R; j2 = 1}. Note that complex numbers and hyperbolic
numbers are the only real commutative Clifford algebras: D ∼= ClR(1, 0) and C ∼=
ClR(0, 1).

As complex numbers are related to the euclidean geometry, hyperbolic numbers are
related to the Minkowski geometry in the plane also called Lorentzian or space-time ge-
ometry [8, 22].

It has been shown in [11] that D is the unique, up to isomorphism, Archimedean f -
algebra of dimension two. f -algebra structure is an order structure. More precisely, an
f -algebra is simultaneously a Riesz space (or vector lattice) and an associative real algebra
that fulfills certain ”positivity” conditions. A typical example of f -algebras is the linear
space of real valued continuous functions on a topological space. Moreover, Archimedean
f -algebras are known to be commutative (see e.g.[14]) and are even automatically asso-
ciative ([3]). Of course, the fundamental example of Archimedean f -algebras is the field
of real numbers.

Another example of order structure on hypercomplex numbers is given in a recent work
due to Bilgin and Ersoy [4]: the algebra of bihyperbolic numbers is equipped by a partial
order compatible with its algebraic structure. We prove in section 6.3 that this order
structure is the ”natural” Archimedean f -algebra structure on bihyperbolic numbers.
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This paper is organized in the following way: in section 2 we recall the basic notions
and properties of matrix representation of hypercomplex numbers, Riesz spaces and f -
algebras we will use throughout this article. In section 3 we prove, for a given N, that under
a well defined order there is a unique, up to isomorphism, N-dimensional Archimedean
f -algebra of hypercomplex numbers (denoted HN). As a consequence, fundamental order
properties including Dedekind completeness, group of signs, Banach lattice algebra norm
are given in section 4 as well as eigenvalue and conjugation operators. Section 5 is devoted
to the new notion of hypercomplex interval. Section 6 is devoted to the study of HN for
N = 2, 3 and 4. We give their explicit matrix representation and eigenvalue operators.
We propose, in section 7, an hyperbolic analogue of the Cayley-Dixon construction called
hyperbolization. we prove that every 2N -dimensional unital Archimedean f -algebra is the
hyperbolization of that of dimension N . As an example, we consider the properties of H6

as a hyperbolization of H3.

2 Basic concepts

We recall some notions about hypercomplex numbers (see [8]) and Riesz space theory
([17], [23]) that we will use in our presentation.

2.1 N-dimensional commutative hypercomplex numbers

An N -Dimensional commutative hypercomplex number system is the set{
x =

N−1∑
k=0

xkek : xk ∈ R, ek /∈ R
}
, (2.1)

where the multiplication is given by

eiej =
N−1∑
k=0

Ck
ijek, Ck

ij = Ck
ji, (i, j, k = 0, · · · , N − 1).

The constants Ck
ij ∈ R are called structural constants. We consider a unital system with

a multiplicative identity e0 denoted by 1 and then omitted. The multiplication between
two numbers x,y can be expressed as

x y =M(x) y, (2.2)

where the characteristic matrix M(x) depend on the structure constants and the com-
ponents of x and determined by the column vectors eix, i = 0, · · · , N − 1.
Throughout the paper, HN will denote the algebra given by the system (2.1) and satisfying
the eigenvalue problem

For each x, M(x) admits N distinct real eigenvalues λ0(x), · · · , λN−1(x). (2.3)

Therefore, HN has a basis (v0, · · · ,vN−1) of eigenvectors such that

N−1∑
k=0

vk = 1,vk vn = 0 for k 6= n⇒ v2
k = vk for each k (2.4)
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In this basis, called idempotent basis, every x ∈ HN can be expressed uniquely as

x =
N−1∑
k=0

λk(x)vk. (2.5)

Using formula (2.5), called spectral representation, algebraic calculations are given by
component-wise operations. Therefore, the group H∗N of units (i.e, invertible elements)
of HN is characterized by all numbers x such that λk(x) 6= 0 for each k. Moreover, one
can define the N − 1 conjugations of x as

xs =
N−1∑
k=0

λ[s+k]N (x)vk (s = 1, 2, · · · , N − 1), (2.6)

where [s+ k]N denotes the remainder of the division of s+ k by N .
Let

ΛN =
{
σs : x 7→ xs, s = 0, 1, · · · , N − 1

}
, (2.7)

be the set all conjugation operators where σ0 is the identity operator. Therefore, ΛN is
a commutative group of automorphisms of HN with σs ◦ σt = σ[s+t]N , σ−1

s = σN−s. It
follows that ΛN contains a non-trivial symmetry operator if and only if N = dim(HN) is
even, and in this case there is only one given by σN/2.
Having in mind that the set of real numbers R is viewed now as a subalgebra of HN , so
an element x ∈ HN is a real number if and only if λk(x) = x for each k, which means
that σ(x) = x for every σ ∈ ΛN . It follows that the product of x by its conjugates
xs (s = 1, · · · , N − 1) belongs to R and coincides with the characteristic determinant
‖x‖HN

:= det M(x). That is

‖x‖HN
=
∏
σ∈ΛN

σ(x) =
N−1∏
k=0

λk(x). (2.8)

The modulus of an element x ∈ HN is denoted by |x|HN
and defined by the formula

|x|HN
:=
∣∣∣‖x‖HN

∣∣∣ 1
N
. (2.9)

Geometrically speaking, the number |x − y|HN
is interpreted as the pseudo-euclidean

distance between x and y viewed as two points in RN . Therefore, the nul cone of HN

(the set of non-invertible elements) is the set NCN of all points that coincide with the
origin via the pseudo-euclidean distance.

2.2 Riesz spaces

An ordered vector space L is a real vector space that is simultaneously an ordered set
connected by the implication: u, v, w ∈ L, α ∈ R+; u ≤ v implies u+w ≤ v+w, αu ≤ αv.
The set L+ of all positive elements ( i.e, u ∈ L; u ≥ 0) is called positive cone of L. A
positive operator is a linear map T : L −→ W such that T (L+) ⊂ W+,i.e., T (u) ≤ T (v)
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whenever u ≤ v.
An ordered vector space L is said to be Riesz space or (vector lattice) if the supremum
u∨ v; equivalently, the infimum u∧ v of two elements u and v exist in L. In this case the
absolute value of u ∈ L is defined by |u| = u ∨ (−u). Two elements u, v ∈ L are called
disjoint, and denoted by u ⊥ v, if |u| ∧ |v| = 0. The set of all elements disjoint from u is
denoted by u⊥, that is, u⊥ = {v ∈ L : |u| ∧ |v| = 0}.
A Riesz space L is said to be Archimedean if,

u, v ∈ L+ then, nu ≤ v for all n = 1, 2, · · · implies u = 0.

A Riesz homomorphism is an operator T from a Riesz space L to a Riesz space W such
that T (u ∨ v) = T (u) ∨ T (v) and T (u ∧ v) = T (u) ∧ T (v) , i.e., T (|u|) = |T (u)|.
A real algebra A ( associative algebra with usual algebraic operations) is said to be an
f -algebra if its underlying group is a Riesz space with a positive cone A+ satisfying the
properties: a, b, c ∈ A+ then, ab ∈ A+ and a ∧ b = 0 implies ac ∧ b = a ∧ cb = 0. In
any f -algebra A the squares are positive and if in addition A is Archimedean with a
multiplicative unit, then a ⊥ b holds if and only if ab = 0.

Finally, we recall a basic fact involving bases in a finite-dimensional unital Archimedean
f -algebras. This property is a direct consequence of a fundamental theorem [17, Theorem
26.10] that states that every finite-dimensional Archimedean Riesz space has a basis β of
mutually disjoint elements (atoms). However, since in any f -algebra, |a| ∧ |b| = 0 implies
that ab = 0. Thus, multiplying the elements of β by the components of the identity
element, we obtain the following result.

Corollary 2.1. Every N-dimensional Archimedean f -algebra with identity element e has
a basis (c0, · · · , cN−1) satisfying

e = c0 + · · ·+ cN−1, cicj = 0 for i 6= j ⇒ c2
i = ci for all i.

3 Characterization of Archimedan f-algebras of hy-

percomplex numbers

The next theorem characterize Finite-dimensional unital Archimedean f -algebras by means
of hypercomplex numbers system.

Theorem 3.1 (Structure theorem). The algebra HN is, up to Riesz and algebra isomor-
phism, the unique N-dimensional unital Archimedean f -algebra with the set {x : λk(x) ≥
0, for all k} as positive cone.

Proof. According to the ordering in HN defined above we have that

x,y ∈ HN , x ≤ y if and only if λk(x) ≤ λk(y) for all k.

Thus in view of the Archimedean f -algebra structure of R and by the fact that the λk are
ring homomorphisms from HN to R, we deduce that HN is an Archimedean Riesz space
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with the positive cone H+
N closed under multiplication. Moreover,

x ∨ y =
N−1∑
k=0

max{λk(x), λk(y)}vk (3.1)

and

x ∧ y =
N−1∑
k=0

min{λk(x), λk(y)}vk. (3.2)

Let x,y, z ∈ H+
N , and m(z) = min

k
{1, λk(z)}, M(z) = max

k
{1, λk(z)}, we get

m(z)(x ∧ y) ≤ zx ∧ y ≤M(z)(x ∧ y).

The above inequalities show that zx ∧ y = 0 whenever x ∧ y = 0, and so HN is an
f -algebra. It remains to prove uniqueness (up to Riesz and algebra isomorphism). To do
this, let AN be an N -dimensional Archimedean f -algebra with multiplicative identity e.
By corollary 2.1, we get a basis (c0, · · · , cN−1) in AN satisfying

e = c0 + · · ·+ cN−1, cicj = 0 for i 6= j, c2
i = ci for all i. (3.3)

Therefore, up to an order isomorphism, the f -algebra ordering in AN is given by the
positive cone {α0c0 + · · ·+αN−1cN−1 : αk ∈ R+}. It follows from (3.3) and (2.4), that the
mapping ϕ : λ0v0 + · · ·+ λN−1vN−1 7→ λ0c0 + · · ·+ λN−1cN−1 is an algebra isomorphism
with ϕ(|x|) = |ϕ(x)|, where from (3.1) the absolute value of x is given by

|x| := x ∨ (−x) =
N−1∑
k=0

|λk(x)|vk. (3.4)

Hence ϕ is a Riesz isomorphism.

It is well established that for every integer N ≥ 1, there exists an N -dimensional
unital commutative hypercomplex number system satisfying the condition (2.3). Namely,
RN with coordinate-wise multiplication. Consequently, according to Theorem (3.1), we
obtain the following characterization Theorem

Theorem 3.2 (Characterization theorem). An N-dimensional unital commutative hy-
percomplex numbers system is an Archimedean f -algebra if and only if it satisfies the
condition (2.3), and in this case the positive cone is given by all elements x with a posi-
tive spectrum of the associate matrix M(x).

4 Order properties of HN

In this section we establish some properties of HN related to its order structure. These
results are multidimensional generalizations of those obtained in [11]. We start by order
properties of two useful operators.
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4.1 Eigenvalue and conjugation operators

Proposition 4.1. One has

(i) the eigenvalue operators λk are surjective Riesz homomorphisms with ker(λk) = v⊥k ;

(ii) the conjugation operators are Riesz isomorphisms of HN .

Proof. (i) Let k = 0, 1, · · · , N − 1. From (3.4), we deduce that λk(|x|) = |λk(x)| for
every x ∈ HN which means that λk is a Riesz homomorphism from HN to R. It is also
surjective, since for every real x we have λk(x.1) = x. Now, as ker(λk) = Vect{vn : n 6= k}
and v⊥k is the set of all x disjoint from vk. One has

ker(λk) = {x : vkx = 0} = v⊥k .

(ii) Let σ ∈ ΛN . Then (3.4) and (2.6) shows that σ is a positive operator, and so is σ−1

since ΛN is a group. This proves that σ is a Riesz isomorphism of HN .

4.2 Dedekind completeness

Recall that a Riesz space L is said Dedekind complete if every nonempty subset of L
bounded from above (resp. from below) has a supremum in L (resp. an infimum) in L.
In the case of HN the result below is a direct consequence of the Dedekind completeness
of R and the spectral representation (2.4).

Theorem 4.1. The Riesz space HN is Dedekind complete. Moreover, for every nonempty
subset S, we have

(i) if S is bounded from above, then

sup(S) =
N−1∑
k=0

sup (λk(S)) vk;

(ii) if S is bounded from below, then

inf(S) =
N−1∑
k=0

inf (λk(S)) vk.

Proposition 4.2. Let S be a nonempty bounded subset of HN and a ∈ HN . Then the
set aS := {as : s ∈ S} is bounded and

sup(aS) = a+ sup(S)− a− inf(S),

inf(aS) = a+ inf(S)− a− sup(S).
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Proof. From Theorem 4.1 one has

sup(aS) =
N−1∑
k=0

sup (λk(a)λk(S)) vk.

As for every k, λk(a)λk(S) is a bounded set in the Dedekind complete R, then

sup (λk(a)λk(S)) = (λk(a))+ supλk(S)− (λk(a))− inf λk(S).

Since λk is a Riesz homomorphism (see proposition 4.1), we get (λk(a))+ = λk(a
+) and

(λk(a))− = λk(a
−). Therefore, by observing that λk(x)vk = xvk holds for every x we

obtain

sup(aS) = a+

N−1∑
k=0

supλk(S)vk − a−
N−1∑
k=0

inf λk(S)vk

= a+ sup(S)− a− inf(S).

Using duality formula inf(aS) = − sup(−aS) and the identities (−a)+ = a− , (−a)− = a+

one obtains the second formula.

4.3 Group of signs

The multiplicity of the absolute value in HN leads to introduce the following group.

Definition 4.1. The kernel of the group homomorphism |.| from H∗N to (H∗N)+ is called
group of signs, denoted by SN .

From the definition above, SN is the set of all elements x such that |x| = 1, and so it
coincides with the set of the square roots of the unity 1, given by

SN = {ε0v0 + · · · εN−1vN−1 : (ε0, · · · , εN−1) ∈ {−1, 1}N} ∼= (Z/2Z)N . (4.1)

Thus, from ordering in HN the unity 1 is the unique positive element in SN . The concept
of group of signs is the natural generalization of that in real numbers R with the two
signs −1,+1. Therefore, a multidimensional formulation of the property that for every
real number x there exists ε ∈ {−1, 1} such that εx ≥ 0 gives the following result.

Theorem 4.2 (Theorem of signs). For every x ∈ HN there exists ε ∈ SN such that

εx ≥ 0.

If x is invertible then ε is unique, called sign of x, noted sign(x) and given by

sign(x) =
|x|
x
.
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Proof. Let x ∈ HN . Then, as noted above, for every k = 0, 1, · · · , N − 1 there exists
εk ∈ {−1, 1} such that εkλk(x) ≥ 0. Write ε = ε0v0 + · · ·+ εN−1vN−1. We get from (4.1)
ε ∈ S and λk(εx) ≥ 0 for each k, that is εx ≥ 0. Suppose now that x is invertible and let
ε1, ε2 ∈ SN be such that ε1x ≥ 0 , ε2x ≥ 0. So ε1 ε2x

2 ≥ 0, which implies that ε1 ε2 ≥ 0.
Since the unity 1 is the unique positive element of the set SN of its square roots we must
have ε1ε2 = 1. Hence ε1 = ε2 = |x|

x
.

Remark 4.1. Geometrically speaking, Theorem 4.2 states that for every x ∈ HN there
exists a symmetry operator ψ ∈ {ψε : x 7→ εx : ε ∈ SN} that maps x into its absolute
value |x|. Moreover, ψ is uniquely determined by x if and only if x is invertible, and in this
case ψ = ψε with ε = sign(x). Further, H1(ε) = ker(ψε − Id) and H2(ε) = ker(ψε + Id)
are the hyperplanes

H1(ε) = {x : (ε− 1)x = 0} = (ε− 1)⊥;

H2(ε) = {x : (ε+ 1)x = 0} = (ε+ 1)⊥.

We will now give a decomposition of x ∧ y and x ∨ y using the set I(HN) of all
idempotent elements of HN . I(HN) is a distributive lattice with 0 and the multiplicative
identity 1 as smallest and greatest elements, respectively. For every e ∈ I(HN) there
exists a unique ẽ ∈ I(HN), called the complement of e, such that

eẽ = e ∧ ẽ = 0 and e + ẽ = e ∨ ẽ = 1.

This means that (I(HN),∧,∨)) is a Boolean algebra.

Proposition 4.3. For every (x,y) ∈ H2
N there exists e = e(x,y) ∈ I(HN) such that

x ∨ y = e x + ẽ y and x ∧ y = ẽ x + e y.

Proof. Let (x,y) ∈ H2
N . From Theorem 4.2, there exists ε ∈ SN such that |x − y| =

ε(x−y). Put e = 1
2
(1+ε), one then has e ∈ I(HN) and ẽ = 1

2
(1−ε). Using the following

identities that holds in any Riesz space

x ∨ y =
1

2
(x + y + |x− y|) and x ∧ y =

1

2
(x + y − |x− y|),

we obtain
x ∨ y = e x + ẽ y and x ∧ y = ẽ x + e y.

4.4 Banach lattice algebra norm

One of the major problems arising in the study of algebras is that they cannot be normed
in a sufficiently ”nice” manner. It is well known, by Hurwitz Theorem, that R, C, H and
O (octonions) are the only finite-dimensional real algebras with a multiplicative norm.
Therefore, apart from these algebras, multiplicity of the norm must fail and then, in the
best case, one has a sub-multiplicative norm (i.e. ‖uv‖ ≤ ‖u‖‖v‖ ). A similar norm-

9



problem in Riesz spaces leads to the notion of lattice norm (i.e. ‖u‖ ≤ ‖v‖ whenever
|u| ≤ |v|). Therefore, working in a ”good” structure provides the following definition: a
Banach lattice algebra norm in a Riesz algebra A is a sub-multiplicative lattice norm. If
in addition, A has a multiplicative identity with norm one, then A is said to be unital
Banach lattice algebra.

In our case, we will prove that the structure of HN allows us to make it into unital
Banach lattice algebra by means of conjugation operators. This is due to the important
algebraic and order properties claimed in Proposition 4.1.

Let
∨
σ∈ΛN

,
∧
σ∈ΛN

be the supremum and the infimum taken over ΛN , respectively.

Theorem 4.3. The algebra HN is a unital Banach lattice algebra under the norm

‖x‖R := min
{
α ∈ R+ : α.1 ≥ |x|

}
=
∨
σ∈ΛN

σ(|x|) for all x ∈ HN .

Proof. It is clear, by definition and by the fact that conjugations are positive operators,
that ‖.‖R is a lattice norm and ‖1‖R = 1. So, we have to prove that ‖.‖R is a sub-
multiplicative norm. Let x,y ∈ HN , σ ∈ ΛN . One then has 0 ≤ σ(|x|) ≤ ‖x‖R and
0 ≤ σ(|y|) ≤ ‖y‖R. Therefore,

σ(|xy|) = σ(|x|)σ(|y|) ≤ ‖x‖R ‖y‖R.

Hence ∨
σ∈ΛN

σ(|xy|) = ‖x y‖R ≤ ‖x‖R ‖y‖R.

the importance of the norm ‖.‖R lies not only in its Banach lattice algebra norm
property but also in its lattice-conjugation connection. This approach allows us to obtain
interesting properties, as we will explain in the next section. Let i(.) and s(.) be the real
functions defined for every x ∈ HN by

i(x) =
∧
σ∈ΛN

σ(x) and s(x) =
∨
σ∈ΛN

σ(x). (4.2)

Using the identity uv = (u ∧ v)(u ∨ v) that holds in any f -algebra we obtain from (2.8),

‖x‖HN
= i(x)s(x). (4.3)

Eq (4.2) shows that ‖x‖R = s(|x|). So, (4.3) and (2.9) give the formula

|x|HN
= iN(x)‖x‖

1
N
R , iN(x) = (i(|x|))

1
N

As norms in any finite-dimensional vector space are equivalent, the above identity implies
that for every norm ‖.‖, there exist positive real constants c1 and c2, which depend on
the dimension N and the norm ‖.‖, such that for every x ∈ HN , we have...

c1iN(x)‖x‖
1
N ≤ |x|HN

≤ c2iN(x)‖x‖
1
N .
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5 Intervals of HN

The notion of interval in real numbers can be extended to HN in the following way.

Definition 5.1. A subset I ⊂ HN is said to be an interval of HN if it satisfies the
following property

a ∧ b ≤ x ≤ a ∨ b and a,b ∈ I implies x ∈ I.

If moreover ‖x− y‖HN
= 0 for all x,y ∈ I, then I is said to be a degenerate interval.

Example 5.1. Let a,b ∈ HN be such that a ≤ b then the set

[a,b]HN
:= {x ∈ HN : a ≤ x ≤ b} (5.1)

is a closed (for usual topology) interval of HN with endpoints a and b. It is a degenerate
interval if and only if ‖a − b‖HN

= 0. Write x ≺ y when (y − x) ∈ (H∗)
+. Then,

similarly, one can define the open interval (a,b)HN
and the half-open intervals (a,b]HN

and [a,b)HN
, replacing ≤ in (5.1) by ≺. In particular, the closed ball BR(x0, r) and the

open ball Bo
R(x0, r) in the space (HN , ‖.‖R) are

BR(x0, r) = [x0 − r,x0 + r]HN
,

Bo
R(x0, r) = (x0 − r,x0 + r)HN

.

As is well known, intervals I on the real line are convex sets, meaning that if α ∈ [0, 1]
and a, b ∈ I, then a+α(b− a) ∈ I. Our purpose in the following is to formulate a similar
result in hypercomplex setting. This suggests introducing the concept of HN -convex set
as follows :

Definition 5.2. A subset S ⊂ HN is said to be HN -convex if it satisfies the property

a,b ∈ S implies [a,b]covHN
⊂ S,

where [a,b]covHN
is the closed HN -segment with extremities a and b, given by

[a,b]covHN
= {a + u(b− a) : u ∈ [0, 1]HN

}.

Now, in order to characterize intervals of HN as HN -convex sets we need the following
lemma

Lemma 5.1. For every a,b ∈ HN , we have

[a,b]covHN
= [a ∧ b, a ∨ b]HN

.

Proof. From proposition 4.3 one gets,

[a ∧ b, a ∨ b]HN
= [a ∧ b, a ∨ b]covHN

= [a,b]covHN
.
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Therefore, it suffices to prove that the desired equality holds in the case a ≤ b. In this
case one has [a,b]covHN

⊂ [a,b]HN
. For the second inclusion, let x ∈ [a,b]HN

and let

θ0, · · · , θN−1 be such that θk = λk(b− a) if b− a /∈ ker(λk) and θk = 1, otherwise. Set

u =
N−1∑
k=0

λk(b− a)

θk
vk.

Thus, we have u ∈ [0, 1]HN
and

a + u(b− a) = a +
N−1∑
k=0

λk(x− a)vk = x.

Hence,
[a,b]HN

= [a,b]covHN
.

Finally, Definition 5.2 together with Definition 5.1 and Lemma 5.1 show that.

Theorem 5.1. Intervals of HN are HN -convex sets.

In th sequel, we will give an other description of degenerate intervals which are (by
Definition (5.1)) sets I such that the pseudo-euclidean distance between each pair of points
in I is equal to 0. We show, modulo some point, that such intervals can be decomposed
as a W-combination of intervals in R, where W ⊂ {v0, · · · ,vN−1} (the idempotent basis
given by 2.4). We will first prove the following simple result.

Lemma 5.2. For every eigenvalue operator λk, the direct image λk(I) of an interval I
of HN is an interval of R.

Proof. Let I be a nonempty interval of HN ; η, µ ∈ R+, η+µ = 1 and a, b ∈ λk(I). Thus,
ηa + µb ∈ I and ηa + µb = λk(ηa + µb) where a = λk(a) and b = λk(b). This proves
that λk(I) is an interval of R.

We prove now the following Theorem.

Theorem 5.2. Degenerate intervals of HN are the sets

I = x0 +
N−1∑
i=1

wiIi,

where x0 ∈ HN , {w1, · · ·wN−1} ⊂ {v0, · · · ,vN−1} and Ii are intervals of R.

Proof. Suppose that I = x0+
N−1∑
i=1

wiIi. for some x0 ∈ HN ; {w1, · · ·wN−1} ⊂ {v0, · · · ,vN−1}

and intervals Ii of R. So, we have ‖x− y‖HN
= 0 for every x,y ∈ I. We will to prove I

is an interval. Let u,v ∈ H+
N , u + v = 1 and a,b ∈ I. Then

ua + vb = x0 +
N−1∑
i=1

(uai + vbi)wi, ai, bi ∈ Ii, (i = 1, · · · , N − 1).

12



Since, for every i = 1, · · · , N − 1, we can write uwi = αiwi and vwi = βiwi for some
αi, βi ∈ R+ with αi + βi = 1, we obtain

ua + vb = x0 +
N−1∑
i=1

(αiai + βibi) wi

= x0 +
N−1∑
i=1

siwi, si ∈ Ii.

This proves that I is a degenerate interval of HN . Conversely, suppose that I is a
degenerate interval of HN . Fix x0 ∈ I, so I − x0 is an interval of HN . Write

I − x0 =
N−1∑
k=0

λk(I − x0)vk.

Lemma 5.2 shows that the sets λk(I − x0) are intervals of R such that at least one of
them is reduced to the single interval {0}, since I − x0 ⊂ NCN . Then, from the above
identity, one can conclude that

I = x0 +
N−1∑
i=1

wiIi,

where {w1, · · · ,wN−1} ⊂ {v0,v1, · · · ,vN−1} and Ii are intervals of R.

6 Explicit description of N- dimensional Archimedean

f-algebras, N = 2, 3, 4.

6.1 Two-dimensional Archimedean f-algebra

According to [8] the general commutative two-dimensional hypercomplex numbers are

Cα,β = {z = x+ uy : u2 = βu + α;x, y, α, β ∈ R; u /∈ R}. (6.1)

Then, the structure constants are C1
00 = C0

01 = 0; C0
00 = C1

01 = 1; C0
11 = α; C1

11 = β and
the characteristic matrix is

M(x+ uy) =

(
x αy
y x+ βy

)
.

Thus, (6.1) satisfies (2.3) if and only if β2 + 4α > 0. In this case, Cα,β is isomorphic to
the canonical system C1,0 of hyperbolic numbers

D = {x+ jy : x, y ∈ R; j /∈ R; j2 = 1}.

Thus (by Theorem 3.1), hyperbolic numbers D (also called duplex, perplex or split com-
plex numbers) is the unique (up to Riesz and algebra isomorphism) unital two-dimensional
Archimedean f -algebra with the set

D+ = {z ∈ D : λ0(z), λ1(z) ≥ 0} = {αv0 + βv1 : α, β ∈ R+}, (6.2)
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as positive cone, where
λ0(z) = x+ y, λ1(z) = x− y,

and the idempotent basis (v0,v1) is

v0 =
1 + j

2
, v1 =

1− j

2
.

Note that the notion of partial order on D under the positive cone (6.2) was mentioned
at first time by [10, Section 2] and [1, Section 1.4] who established some of its elementary
properties in order to study Hilbert spaces over bicomplex modulus. Independently, a
lattice-approach [11] studied the properties of D as the unique extension of real numbers
into a two-dimensional Archimedean f -algebra, viewed now as H2.

The group of signs S2 in D is the four-element Klein group {1,−1, j,−j}. From (2.6),
a hyperbolic number z = x+jy has one conjugation z̄ given by exchanging λ0(z)↔ λ1(z),
i.e., z̄ = x− jy, and so σ(z) = z̄ is the symmetry with respect to the x-axis. The modulus
|z|D =

√
|zz̄| =

√
|x2 − y2| represents the space-time distance of the point z from the

origin in the Minkowski plane.
It is worth noticing that the notion of a closed interval [α, β]D was introduced by [2]

and considered in [6] with the aim of extending the usual concept of Cantor sets in the real
line to the hyperbolic numbers plane D. Our contribution to this fact provides a general
definition yielding further classes of intervals, including unbounded ones. In fact, there is
no more to be added for a closed bounded interval that is necessarily of the form [α, β]D,
and so (by Theorem 5.2), it is a degenerate interval if and only if it is a line segment
parallel to one of the two bisector axis Rv0 : y = x and Rv1 : y = −x.

6.2 Three-dimensional Archimedean f-algebra

Recall that Hamilton was searching for a real, normed, three-dimensional associative,
division algebra that does not exist. The three-dimensional Archimedean f -algebra

H3 :=
{
τ = x+ iy + hz; x, y, z ∈ R; h,k /∈ R

}
,

can be seen, in some sense, as an attempt to look for a different solution to Hamilton’s
problem. The multiplication in H3 is given by the rules

i2 =
1

2
(1 + h), h2 = 1, i h = hi = i.

H3 contains one two-dimensional subalgebra given by hyperbolic numbers D.
The associate matrix is given by

M(x+ iy + hz) =

 x y
2

z
y x+ z y
z y

2
x

 . (6.3)

Thus, the eigenvalue operators and the idempotent basis (v0,v1,v2) are given by

λ0(τ) = x− z, λ1(τ) = x+ y + z, λ2(τ) = x− y + z.
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v0 =
1

2
(1− h), v1 =

1

4
(1 + 2i + h), v2 =

1

4
(1− 2i + h).

By Theorem 3.1, the f -algebra ordering is given by the positive cone

H+
3 = {τ : λi(τ) ≥ 0; i = 0, 1, 2.}.

which coincides, in the R3-representation, with

H+
3 = {x+ iy + hz : x ≥ 0, z ≤ x, |y| ≤ x+ z}.

The two conjugations of τ = λ0(τ)v0 + λ1(τ)v1 + λ2(τ)v2 are

τ 1 = λ1(τ)v0 + λ2(τ)v1 + λ0(τ)v2,

τ 2 = λ2(τ)v0 + λ0(τ)v1 + λ1(τ)v2.

6.3 Four-dimensional Archimedean f-algebra

The four-dimensional unital Archimedean f -algebra H4 is the set of hyperbolic quater-
nions (also called bihyperbolic numbers), given by

H4 =:
{
q = x+ j1y + j2z + j3t; x, y, z, t ∈ R; j1, j2, j3 /∈ R

}
,

where the multiplication is given by the following rules

j2
1 = j2

2 = j2
3 = 1, j1j2 = j3, j1j3 = j2, j2j3 = j1.

The algebra H4 contains three copies of the algebra of hyperbolic numbers D.
The associate matrix M(q) is

M(q) =


x y z t
y x t z
z t x y
t z y x

 .

Thus the eigenvalues of M(q) are

λ0(q) = x+ y + z + t, λ1(q) = x+ y − z − t
λ2(q) = x− y + z − t, λ3(q) = x− y − z + t;

and the idempotent basis (v0,v1,v2,v3) is given by

v0 =
1

4
(1 + j1 + j2 + j3) v1 =

1

4
(1 + j1 − j2 − j3)

v2 =
1

4
(1− j1 + j2 − j3) v3 =

1

4
(1− j1 − j2 + j3).

The Archimedean f -algebra ordering is given by the positive cone

H+
4 = {q : λk(q) ≥ 0; k = 0, 1, 2, 3.} = {α0v0 + α1v1 + α2v2 + α3v3 : αi ∈ R+}.

For a deeper study on the algebraic properties of H4 as an ordered vector space under
the above positive cone see [4].
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7 Hyperbolization of HN

In this section we propose an hyperbolic analogue of the Cayley-Dixon construction called
hyperbolization. Recall that HN denotes the N -dimensional hypercomplex numbers sys-
tem (2.1) with a natural basis (e0, · · · , eN−1) endowed by its Archimedean f -algebra
structure under the positive cone

H+
N = {λ0v0 + · · ·vN−1 : λi ∈ R+ for i = 0, · · · , N − 1},

where (v0, · · · ,vN−1) is the idempotent basis of HN .
Define the hyperbolization of HN as

DN := HN + jHN , j2 = 1.

Thus, DN is a 2N -dimensional system of hypercomplex numbers with the natural basis
(f0, · · · , f2N−1) given by

fi = ei if 0 ≤ i ≤ N − 1, and fi = jei−N if N ≤ i ≤ 2N − 1. (7.1)

Let us consider the idempotent elements e1 and e2 where

e1 =
1 + j

2
and e2 =

1− j

2
⇒ e1 + e2 = 1, e1e2 = 0. (7.2)

Then, each z = x + jy ∈ HN + jHN can be written as

z = (x + y)e1 + (x− y)e2. (7.3)

The matrix representation of z = x + jy ∈ HN + jHN is given by

M(z) =

 MN(x) MN(y)

MN(y) MN(x)

 , (7.4)

where MN(x) and MN(y) are the associate matrices of x and y, respectively.

Theorem 7.1. The hypercomplex numbers system DN satisfies the condition (2.3) where
the eigenvalues of the associate matrix M(z) of z = x + jy ∈ DN are

γ0(z) = λ0(x+y), γ1(z) = λ0(x−y), · · · , γ2N−2(z) = λN−1(x+y), γ2N−1(z) = λN−1(x−y),

and the idempotent basis (w0,w1, · · · ,w2N−1) is

w0 = e1v0, w1 = e2v0, · · · ,w2N−2 = e1vN−1, w2N−1 = e2vN−1.

Proof. We have M(z) = PDP−1 with

P =
1

2

 IN IN

IN −IN

 and D =

 MN(x + y) 0

0 MN(x− y)

 ,
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where IN is the identity matrix. Therefore, the spectrum of M(z) is the set

{γl(z) : l = 0, · · · , 2N−1} = {λk(x+y) : k = 0, · · · , N−1}∪{λk(x−y) : k = 0, · · · , N−1}.

We prove now that {wl : l = 0, · · · , 2N − 1} is the corresponding set of orthonormal
eigenvectors. From (2.2) and (7.3) one has

M(z).w0 = ((x + y)e1 + (x− y)e2) e1v0

= (x + y)e1v0

=

(
N−1∑
k=0

λk(x + y)vk

)
e1v0

= λ0(x + y)w0

= γ0(z)w0.

Similarly, one can obtain M(z).wl = γl(z)wl for l = 1, · · · , 2N − 1. Finally, it follows
from (7.2) and (2.4) that (w0, · · · ,w2N−1) is the idempotent basis of DN ; that is,

1 =
2N−1∑
l=0

wl, wiwj = 0 for i 6= j ⇒ w2
i = wi for all i.

From the fact that every multidimensional hypercomplex numbers system satisfying
(2.3) has a spectral decomposition with respect to its idempotent basis, we deduce (from
Theorem 7.1) that every z ∈ DN has a unique representation of the form

z =
2N−1∑
l=0

γl(z)wl. (7.5)

Additionally, from (7.3) we get the following idempotent representation

z = z1e1 + z2e2, z1, z2 ∈ HN . (7.6)

And then, from (7.6) and (7.3) we can write

z =
N−1∑
k=0

zkvk, zk ∈ D. (7.7)

The next result is a direct consequence of Theorems 3.1 and 7.1.

Theorem 7.2. Every 2N-dimensional unital Archimedean f -algebra is, up to Riesz and
algebra isomorphism, the hyperbolization DN of the N-dimensional unital Archimedean
f -algebras HN .
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Representations (7.5) , (7.6) and (7.7) gives the various representations of D+
N ,

D+
N =

{
z =

2N−1∑
k=0

γkwk : γk ∈ R+
}
,

D+
N =

{
z = z1e1 + z2e2 : z1, z2 ∈ H+

N

}
,

D+
N =

{
z =

N−1∑
k=0

zkvk, zk ∈ D+
}
.

Example 7.1. From (7.1) the hyperbolization of hyperbolic numbers D = {x + hy :
x, y ∈ R,h2 = 1} is the four Archimedean f -algebra

D + jD =
{
z = x+ hy + jz + kt; x, y, z, t ∈ R; j,h,k /∈ R

}
,

where the multiplication is given by the following rules

h2 = j2 = k2 = 1, hj = k, hk = j, kj = h.

It follows that D + jD is the set of bihyperbolic numbers H4(see section 6.3). Moreover,
the three principal conjugations of z = x+ hy + jz + kt = z1 + z2j are

zh = x+ hy − jz − kt = z1 − jz2,

zj = x− hy + jz − kt = z̄1 + jz̄2,

zk = x− hy − jz + kt = z̄1 − jz̄2.

Example 7.2. The six-dimentional unital Archimedean f -algebra is the hyperbolization
H6 = H3 + jH3 of the three-dimensional unital Archimedean f -algebra H3 (see section
7.2). By (7.1) one has

H6 =
{
x0 + ix1 + hx2 + jx3 + kx4 + lx5 : x0, x1, x2, x3, x4, x5 ∈ R

}
,

with multiplication given by the rules

i2 = k2 = kh =
1 + h

2
, j2 = l2 = h2 = 1

ij = k, jh = l, jl = h, ik =
j + l

2
, ih = jk = kl = i.

From (7.4) and (6.3) the associate matrix of z = x0 + ix1 + hx2 + jx3 + kx4 + lx5 is

M(z) =

 M3(x0 + ix1 + hx2) M3(x3 + ix4 + hx5)

M3(x3 + ix4 + hx5) M3(x0 + ix1 + hx2)



=


x0

x1
2

x2 x3
x4
2

x5

x1 x0 + x2 x1 x4 x3 + x5 x4

x2
x1
2

x0 x5
x4
2

x3

x3
x4
2

x5 x0
x1
2

x2

x4 x3 + x5 x4 x1 x0 + x2 x1

x5
x4
2

x3 x2
x1
2

x0

 .
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By Proposition 7.1, the eigenvalues γl(z) of M(z) are

γ0(z) = λ0(x0 + x3 + i(x1 + x4) + h(x2 + x5)) = x0 + x3 − x2 − x5;

γ1(z) = λ0(x0 − x3 + i(x1 − x4) + h(x2 − x5)) = x0 − x3 − x2 + x5;

γ2(z) = λ1(x0 + x3 + i(x1 + x4) + h(x2 + x5)) = x0 + x1 + x2 + x3 + x4 + x5;

γ3(z) = λ1(x0 − x3 + i(x1 − x4) + h(x2 − x5)) = x0 + x1 + x2 − x3 − x4 − x5;

γ4(z) = λ2(x0 + x3 + i(x1 + x4) + h(x2 + x5)) = x0 − x1 + x2 + x3 − x4 + x5;

γ5(z) = λ2(x0 − x3 + i(x1 − x4) + h(x2 − x5)) = x0 − x1 + x2 − x3 + x4 − x5,

and the orthonormal eigenvectors are

w0 = e1v0 =
1

4
(1− h + j− l);

w1 = e2v0 =
1

4
(1− h− j + l);

w2 = e1v1 =
1

8
(1 + 2i + h + j + 2k + l);

w3 = e2v1 =
1

8
(1 + 2i + h− j− 2k− l);

w4 = e1v2 =
1

8
(1− 2i + h + j− 2k + l);

w5 = e2v2 =
1

8
(1− 2i + h− j + 2k− l).

We conclude our exposition with the following remark, which offers a new perspective
on this topic.

Remark 7.1. Let us define the canonical complexifications of HN as follows. Consider
the 2N -dimensional systems

HN + ι HN ; ι2 = 0,±1. (7.8)

In particular, for N = 2 there are three canonical commutative Segre’s quaternions:
bicomplex numbers (ι2 = −1), bihyperbolic numbers (ι2 = 1), and parabolic quaternion
numbers (ι2 = 0). Examining the order structure of the systems (7.8), Theorem 7.2
shows that the hyperbolic system (ι2 = 1) is the only one that can be made into an
Archimedean f -algebra. In fact, even if we omit the Archimedean property, the elliptic
system (ι2 = −1) cannot be an f -algebra, and is probably not an Archimedean `-algebra
either. However, an ordering may exist in the parabolic system (ι2 = 0). A more detailed
description of all multidimensional hypercomplex `-algebras must provide an affirmative
answer.

Regarding the two-dimensional systems that are the hyperbolization, complexifica-
tion, and dualization of the Archimedean f -algebra H1 = R, Wickstead proved in [21,
Proposition 4.1] that there is no Archimedean `-algebra ordering in complex numbers C.
He also characterizes all possible such orderings in hyperbolic and dual numbers. The
question of `-ring ordering in complex numbers C dates back to Birkhoff and Pierce [5]
and remains an open problem that can be now extended to the system (7.8) with ι2 = −1.

Data Availability Statement. No data were used to support this study.
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