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LOGARITHMIC TERMS IN DISCRETE HEAT KERNEL EXPANSIONS

IN THE QUADRANT

ANDREW ELVEY PRICE, ANDREAS NESSMANN, AND KILIAN RASCHEL

Abstract. In the context of lattice walk enumeration in cones, we consider the number

of walks in the quarter plane with fixed starting and ending points, prescribed step-set

and given length. After renormalization, this number may be interpreted as a discrete

heat kernel in the quadrant. We propose a new method to compute complete asymptotic

expansions of these numbers of walks as their length tends to infinity, based on two

main ingredients: explicit expressions for the underlying generating functions in terms of

elliptic Jacobi theta functions along with a duality known as Jacobi transformation. This

duality allows us to pass from a classical Taylor expansion of the series to an expansion

at the critical point of the model. We work through two examples. First, we present our

approach on the well-known Kreweras model, which is algebraic, and show how to obtain

a complete asymptotic expansion in this case. We then consider a more generic (so-called

infinite group) model, and find the associated complete asymptotic expansion. In this

second case, we prove the existence of logarithmic terms in the asymptotic expansion,

and we relate the coefficients appearing in the expansion to polyharmonic functions. To

our knowledge, this is the first time that logarithmic terms have been observed in the

asymptotics of a class of lattice walks confined to a quadrant.

1. Introduction and main results

In the context of lattice walk enumeration in cones, we consider the number of walks

q(A,B;n) in a given cone with fixed starting and ending points, respectively denoted by A

and B, prescribed step-set (or transition probabilities) and given length n; the dependency

of q on the cone and the step-set is removed from our notation. The first-term asymptotics

of q(A,B;n) is known [36] for a wide class of cones and walk models, resulting in (ignoring

periodicity)

(1) q(A,B;n) ∼ κv(A)v̂(B)
µn

nα
,

where κ > 0 is a universal constant, µ is the exponential growth of the model, α the critical

exponent, and v, v̂ certain discrete harmonic functions; see [36, Eq. (12)]. Preceding this

general statement, a number of asymptotic results were obtained for specific cases, as will

be recalled later on in the introduction (see Section 1.2).
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The question of complete asymptotic expansions for lattice walk problems was addressed

only recently. There are actually various relevant problems:

• How will lower-order terms of the asymptotics of q(A,B;n) depend on the start

and end points A,B?

• How can one access such complete asymptotic expansions?

• Will all appearing terms be a combination of exponentials and polynomials (such

as µn

nα ), or will we observe the emergence of more complicated terms, such as

logarithms?

These questions were the key motivations to the works [27, 67, 68]. More specifically, it

is shown in [27, 67] that lower-order terms should involve so-called discrete polyharmonic

functions. Moreover, in [68], complete asymptotic expansions are obtained for a number

of walk models, which all have the property that their reflection group is finite, and

thus have an orbit-sum expression for the generating function which is suitable for

saddle point analysis. In this context, only exponential-polynomial terms appear. So

far the probabilistic method of [36] only provides one-term asymptotics, nonetheless, some

progress on further terms is expected in dimension 1 [37].

1.1. A glimpse at our main results. In this work, we propose a new method allowing us

to address the three questions above. More precisely, we will analyse the two models of

walks in the quarter plane represented in Figure 1, which share the property that their

generating function

(2) Q(x, y) = Q(x, y; t) :=
∑
n⩾0

∑
i,j⩾0

q((0, 0), (i, j);n)xiyjtn

can be expressed in terms of the Jacobi theta function

ϑ(z) = ϑ(z|τ) =
∞∑
n=0

(−1)neiπτ(n+
1
2
)2
(
e(2n+1)iz − e−(2n+1)iz

)
(3)

= ϑ(z, q) = 2i

∞∑
n=0

(−1)nq(n+
1
2
)2 sin((2n+ 1)z),(4)

where q = eiπτ . Conveniently, the function (4) is a series in q which can be rapidly

calculated. Alternatively, we can think of ϑ(z|τ) as an analytic function as long as τ ∈ C
has positive imaginary part, as this ensures that the series converges.

More specifically, among all 79 relevant quadrant walk models studied in [24], 13 have

the property of admitting a so-called decoupling function, see [8], which results in rather

simple expressions for the generating functions (2) using elliptic functions [8, 42, 43, 44].

Of these 13 models, 4 (resp. 9) admit a finite (resp. an infinite) reflection group. While

our approach would work for all these decoupled models, for brevity we choose to focus in

the present work on the two examples of Figure 1. See Propositions 1 and 3 for instances

of such expressions in terms of theta functions.

To understand our main result, we mention here the Jacobi transformation, namely the

symmetry q ←→ q̂ given by

(5) log(q) log(q̂) = π2,
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Figure 1. The models considered in this work: on the left, the algebraic

(unweighted) Kreweras model will serve as an example for our approach

(Section 2); on the right, a more generic model with associated infinite

reflection group (Section 3). In the second model, we allow a weight a > 0

for the jump (1, 1), our motivation being to show how our results depend

on this parameter, in particular in the limit a → 0, at which the model

degenerates into the simple walk (to the four nearest neighbors).

and the associated the Jacobi identity

(6) ϑ(z, q) =

√
− log(q̂)

π
exp

(
log(q̂)z2

π2

)
ϑ

(
i

π
log(q̂)z, q̂

)
.

One of our main contributions is that for the lattice walk models under consideration,

this transformation admits a direct combinatorial interpretation, in that applying it on

the theta-expression for the generating function, we will exactly obtain the expression of

the function at the critical point. From here, using classical singularity analysis, we can

deduce immediately a complete series asymptotic expansion. In other words:

• q = 0 (q̂ = 1) ←→ series (Taylor) expansion of the series (2) at t = 0;

• q̂ = 0 (q = 1) ←→ series expansion of the series (2) at the critical point t = 1
µ .

While the duality (5) is classical in the physics literature, its use to obtain asymptotic

expansion at criticality seems to be less studied. Let us however mention the work by

Kostov [59] on the six-vertex model on a random lattice.

The main novelty in our complete asymptotics is the presence of logarithmic terms, see

for instance (37). Such terms did not appear yet in the lattice walk literature, nor did

they appear in the continuous setting, when deriving complete asymptotic expansions of

the continuous heat kernel in cones [27].

Let us finally mention that from a viewpoint of potential theory, we provide examples

of discrete heat kernel asymptotic estimates in two-dimensional cones. Recall that the

discrete heat kernel in a cone K is simply the probability Px(Sn = y, τK > n) that a

random walk started at x hits the point y at time n without exiting a given cone K (the

condition τK > n, with τK denoting the exit time from K); this relation explains the title

of this work.

1.2. Earlier literature on asymptotic expansions for lattice walk models.

The kernel method and algebraic solutions. In lattice walk enumeration, a first source

of asymptotic expansions is provided by the kernel method. In dimension 1, the

kernel method yields algebraic expressions for the generating function of the numbers of
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excursions (with given length, starting and ending points), starting from which it is possible

to compute arbitrarily precise asymptotic expansions of the coefficients, using standard

singularity analysis, see [5, 6] (although in these references, only one-term asymptotics are

derived). In a few dimension 2 and 3 cases, the kernel method (or subtle variations of

it, using the idea of half-orbit sums) also yields algebraic expressions for the generating

function, for example for Kreweras’ model, see [50, 20, 21, 24], Gessel’s model [22], and

[14] for some three-dimensional models. Again, in these cases, it is possible to deduce

precise asymptotic expansions of the numbers of walks.

The kernel method and transcendental, D-finite solutions. In dimension 2 and more, the

kernel method may also yield D-finite expressions for the generating functions as positive

parts of rational functions, see [20, 24] for small steps in dimension 2, [14] for small steps

in dimension 3 and [15] for large steps in dimension 2. Let us notice that these ideas

go beyond the case of quadrant (or octant) walks and also apply, for instance, in the

framework of walks in the slit plane [19, 25] or the three quarter plane [26, 23, 43, 44].

There are several ways to pursue and to deduce from these expressions the asymptotics

of the numbers of walks. In a few cases, it is possible to extract the coefficients in an

explicit way (for instance, for Gouyou-Beauchamps walks), and then to deduce asymptotic

expansions starting from these closed-form expressions. Many examples are provided in

[20, 24, 14, 31, 15]. See [68] for the complete asymptotic expansions in these cases.

Another possibility to continue is to use the modern theory of analytic combinatorics

in several variables (ACSV), see for instance [31, 64] for examples of applications in the

framework of lattice walks. In principle, using ACSV, one can deduce from these positive

part expressions full asymptotic expansions for the numbers of walks. However, the

applicability of the method is still restricted and the constants appearing in the prefactors

of the asymptotic terms are not always easily computable.

The kernel method and non-D-finite solutions. In a small number of cases, the (iterated)

kernel method also applies to more singular models, associated to non-D-finite generating

functions, see for instance [62]. Then it is possible to deduce some asymptotic estimates.

Weyl chambers. Beyond the case of the quarter plane, Weyl chambers represent another

class of cones, which is particularly popular (because of its links with non-intersecting

paths and other probabilistic and physical models), and for which various asymptotic

estimates exist. For related references, we refer to [9, 10] (with a strong emphasis on the

link with representation theory), [56, 41, 58, 35, 49] (in relation with reflectable random

walks) and [63, 64, 65] (on highly symmetric lattice path models).

Guess and prove. In a few works, the authors were able to guess the asymptotic behavior

of various lattice path sequences, see [17] and [4]. There are also various experiments by

Tony Guttmann [53], which are mainly not published.

Probabilistic and potential theory. There is a simple and fundamental relation between

numbers of walks and some probabilities. For example, there is equality between the total

number of paths in a cone K and the so-called survival probability Px(τK > n) (multiplied
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by some exponential factor); similarly, the number of excursions is directly related to

the local probability Px(Sn = y, τK > n). Probabilistic local limit theorems (which by

definition consist of the asymptotic derivation of the previous local probabilities) may

therefore be directly translated into combinatorial estimates.

Using these ideas, one may first deduce the exponential growth of various numbers

of walks. In particular, the exponential growth of the number of excursions (resp. total

number of walks) is given in [51] (resp. [52, 57]).

These rough estimates are refined in [36, 40], where the authors obtain precise

asymptotics of the numbers of excursions and of the total numbers of walks (the last

result under the additional hypothesis of a drift equal to zero or directed to the vertex of

the cone).

In the particular case of quadrant walk models with infinite group, these asymptotics

are worked out in [18]. In particular, the critical exponent is shown to be non-rational in

all these infinite group models.

Another fruitful approach is based on harmonic functions, which are deeply related to

the asymptotics of lattice walks. Harmonic functions first appear in this context as the

prefactors in the asymptotic estimates [36] of the number of excursions or the total number

of walks. Moreover, their polynomial growth encodes the critical exponent of the number

of excursions [71, 32, 66]. This approach has been generalized in [27, 67], where formal

asymptotic expansions are derived in terms of polyharmonic functions.

Continuous heat kernel estimates. Let K be some cone in Rd and consider the Brownian

motion (Bt)t⩾0 killed at the boundary of K. Denote by p(x, y; t) its transition density,

that is the probability density function of the transition probability kernel

Px(Bt ∈ dy, τK > t),

where τK is the first exit time of K. Recall the well-known fact that p(x, y; t) corresponds

to the heat kernel, i.e., the fundamental solution of the heat equation on K with Dirichlet

boundary condition, see for instance [34, 7]. In [27], the authors prove that the heat kernel

admits a complete asymptotic expansion in terms of continuous polyharmonic functions

for the Laplacian. See [3] for a general introduction to polyharmonic functions.

Boundary value problems and applications. Following the pioneering works of Iasnogorod-

ski and Fayolle [45], Malyshev [61], see also [46], Cohen and Boxma [29], Cohen [30],

functional equations may be written for the generating functions of various probabilities

(also for numbers of walks), and then boundary value problems may be deduced. This

method results in contour integral expressions for the generating functions, on which one

may try to apply singularity analysis, see [48].

Other techniques. Finally, let us conclude by mentioning a few other techniques. In

dimension 3, the numbers of walks may be connected to the computation of triangle

eigenvalues [12, 33]. In dimension 2, there are also hypergeometric expressions [16], which

lead to precise asymptotic estimates. One may consult [13] for a nice and complete survey

of lattice walk problems, which in particular contains many asymptotic results.
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1.3. Notation. Given a model with a step-set S ⊂ {−1, 0, 1}2 and associated weights

(ωs)s∈S , we will denote by S(x, y) the step counting (Laurent) polynomial, given by

(7) S(x, y) :=
∑

(i,j)∈S

ωi,jx
iyj .

One can then proceed to define the kernel (see e.g. [24]) via

(8) K(x, y) = xy [1− tS(x, y)] .

Associated to the kernel is an algebraic curve C, which for non-singular models (by

definition, singular models are step-sets whose all jumps lie in a linear half-plane) and

small t is elliptic, that is, of genus 1, see e.g. [46, 54, 39]. This curve is defined via

(9) C := {(x, y) ∈ C× C : K(x, y) = 0}.

Here, C is the projective closure of C. For models with small steps, the path counting

function (2) satisfies the functional equation [24]

(10) K(x, y)Q(x, y) = K(x, 0)Q(x, 0) +K(0, y)Q(0, y)−K(0, 0)Q(0, 0) + xy.

2. An algebraic example: the Kreweras model

2.1. Definition of the model. By definition, the Kreweras model corresponds to the step-

set {←, ↓,↗}, and the kernel

K(x, y) = xy

[
1− t

(
xy +

1

x
+

1

y

)]
,

see Figure 1. The functional equation (10) for the path generating function (2) takes the

form

(11) K(x, y)Q(x, y) = xy − txQ(x, 0)− tyQ(0, y).

It is known that the generating function of this model admits the following expression:

(12) Q(x, 0) =
1

xt

(
1

2t
− 1

x
−
(

1

W
− 1

x

)√
1− xW 2

)
,

with W being the unique power series in t solution to W = t(2 +W 3), see [20, 21, 24].

2.2. Parametrisation of the zero-set of the kernel. We want to find a parametrisation of

the elliptic curve C as defined in (9), meaning we want to find functions X(z) and Y (z)

meromorphic on C such that

(13) C = {(X(z), Y (z)) : z ∈ C}.

Such a parametrisation has been obtained in [46, 42]. To state the result of [42], we

will utilise several classical properties of the theta function ϑ(z); for now we mention the

following three important properties, which can be immediately deduced from the series

(3) and (4):

(14) ϑ(π − z) = ϑ(z), ϑ(−z) = −ϑ(z) and ϑ(z + πτ) = −e−iπτ−2izϑ(z).



LOGARITHMIC TERMS IN DISCRETE HEAT KERNEL EXPANSIONS 7

First, define τ ∈ iR+ in terms of t ∈ (0, 13) as follows:

(15) t = e−iγ/3 ϑ′(0|τ)
4iϑ(γ|τ) + 6ϑ′(γ|τ)

,

with γ = π τ
3 . The fact that τ is defined in terms of t using an equation as (15) will be

shown in higher generality in Lemma 3. Then setting

(16)

 X(z) = e−4iγ/3 ϑ(z|τ)ϑ(z − γ|τ)
ϑ(z + γ|τ)ϑ(z − 2γ|τ)

,

Y (z) = X(z + γ),

Lemma 3 in [42] asserts that Equation (13) holds. In particular, we know that X(z) has

its only (double) pole at z = −γ and Y (z) at z = γ, see (14).

We can use (15) to write t as a series in q, and as a consequence find an inverse, giving

us

(17) q = t9/2 +
45

2
t15/2 +

4023

8
t21/2 +

184341

16
t27/2 +O(t33/2).

Notice that in [42], the equivalent of (17) is not exactly the same due to a slightly different

choice in parametrisation: what is q here corresponds to q3/2 in [42].

2.3. Explicit expression for the generating function. In order to obtain an expression for

Q(x, y), we will first find Q(x, 0) explicitly, and then make use of the functional equation

(11). To that purpose, we will use an approach utilizing an invariant for this model

[8, 42, 43, 44] and recall the proof of the following:

Proposition 1 ([42]). We have

(18) tX(z)Q(X(z), 0) =
1

2t
− 1

X(z)
− J(z),

where (with γ = π τ
3 )

(19) J(z) = −e−4iγ/3 ϑ(2γ|τ)ϑ′(0| τ3 )
ϑ(π/2| τ3 )ϑ′(0|τ)

ϑ(z + π/2| τ3 )
ϑ(z| τ3 )

.

Proof. We make use of the fact that:

X(z)Y (z) +
1

X(z)
+

1

Y (z)
=

1

t
,(20)

tX(z)Q(X(z), 0) + tY (z)Q(0, Y (z)) = X(z)Y (z).(21)

Here, (20) is due to the fact that (X(z), Y (z)) parametrises the kernel curve C, see (13),

and (21) is a reformulation of the functional equation (11). Letting

(22) A(x) :=
1

x
+ xtQ(x, 0) and B(y) :=

1

y
+ ytQ(0, y),

we find that

(23) J(z) :=
1

2t
−A(X(z)) = − 1

2t
+B(Y (z)).

By symmetry of our model we could in fact conclude that in our case we have A(x) = B(x),

and hence J(−z) = −J(z), but this is not necessary for our approach.
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Knowing that J(z) can be expressed as a function of X(z) and as a function of Y (z) at

the same time, it must have a range of symmetry properties:

• J(γ − z) = J(z), because J(z) is a function of X(z);

• J(−γ − z) = J(z), because J(z) is a function of Y (z);

• J(2γ + z) = J(z) by the above;

• J(z + π) = J(z) is inherited from this property of ϑ functions, see (14).

In particular, we know that J is doubly periodic with periods π and 2γ. We thus construct

as a candidate for J(z) a function which has simple poles at {kπ + ℓγ: (k, ℓ) ∈ Z2}. This
way we obtain (19), by scaling with an appropriate constant and verifying that all poles

of the difference between (19) and (23) vanish. Using this together with (22) and (23), we

obtain (18). □

From Prop. 1 we can deduce the representation (12) of Q(x, 0) in the following manner:

Defining W := X(π/2) = Y (π/2), the equation W = t(2 +W 3) follows from substituting

z = π
2 into (20). Next, defining

U(z) :=
ϑ(γ|τ)

ϑ(π2 + γ|τ)
ϑ(z + π

2 + γ|τ)
ϑ(z + γ|τ)

,

we have the equations

J(z)

U(z)
+

1

X(z)
=

1

W
and

U(z)2 − 1

X(z)
= −W 2,

as in both cases the left-hand side is an elliptic function with no poles, where the constant

value can be determined explicitly by setting z to π
2 or π

2 − γ. Combining these three

equations yields (12).

To keep computations short, in this section we will only give a representation for Q(0, 0)

rather than all of Q(x, y). Conveniently, X(0) = 0, so it suffices to take the z → 0 limit of

our expression for Q(X(z), 0). Expanding both sides of (18) as series in z then yields

(24) Q(0, 0) =
q2/3ϑ(γ|τ)2

ϑ′(0|τ)2
×[(

2 +
ϑ′′ (π

2 |
τ
3

)
2ϑ
(
π
2 |

τ
3

) − ϑ′′′(0| τ3 )
6ϑ′(0| τ3 )

+
ϑ′′′(0|τ)
6ϑ′(0|τ)

)
−

6iϑ′(γ|τ)− 1
2ϑ

′′(γ|τ)
ϑ(γ|τ)

− 4ϑ′(γ|τ)2

ϑ(γ|τ)2

]
.

Rewriting this as a series in q and making use of (17), we obtain the generating function

of Kreweras excursions (see A006335 in the OEIS)

Q(0, 0) = 1 + 2t3 + 16t6 + 192t9 + . . .

2.4. Effect of the Jacobi transformation. As previously discussed, the Jacobi transforma-

tion (5) involves a parameter q̂, related to q by log(q) log(q̂) = π2. Using (6) in (15), we

find that

t =
ϑ′(0, q̂)

6ϑ′(π3 , q̂)
.

https://oeis.org/A006335
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This in turn can be used to express q̂ as a series in t around the critical point 1
3 (the

property that q̂ = 0 actually corresponds to the critical value of t turns out to be a general

fact and will be proven in Lemma 4, see also the beginning of Section 3.4), which starts

(25) q̂ =
1√
3

(
1

3
− t

)1/2

− 1√
3

(
1

3
− t

)3/2

+

√
3

2

(
1

3
− t

)5/2

− 70

27
√
3

(
1

3
− t

)7/2

+ . . .

Next, we use the Jacobi identity (6) in order to rewrite (24) in terms of q̂, which, after

some simplifications, yields

(26) Q(0, 0) =
ϑ
(
π
3 , q̂
)

ϑ′(0, q̂)2

[
−

9ϑ
(
2π
3 , q̂

)
2

−
ϑ′′ (π

3 , q̂
)

2
+

ϑ
(
π
3 , q̂
)
ϑ′′′ (0, q̂)

6ϑ′(0, q̂)
−

4ϑ′ (π
3 , q̂
)

ϑ
(
π
3 , q̂
)

−
3ϑ
(
2
3 , q̂
)
ϑ′′′ (0, q̂3)

2ϑ′ (0, q̂3)
+

9ϑ
(
2π
3 , q̂

)
ϑ
(
3i
2 log q̂, q̂3

) (1

2
ϑ′′
(
3i

2
log q̂, q̂3

)
− iϑ′

(
3i

2
log q̂, q̂3

))]
.

Note in particular that the terms of the form ϑ(k)
(
3i
2 log q̂, q̂3

)
are not quite as unwieldy

as they appear, since the dependency of ϑ (or its derivatives) on the first component is

essentially given by trigonometric functions, and we have for instance

sin

(
3i

2
log q̂

)
=

1

2i

(
q̂−3/2 − q̂3/2

)
.

That a simplification of this form works is to be expected, seeing as we already know this

model to be algebraic, thus all logarithms must vanish [50, 20, 21, 24]. In terms of the

computation, this relies heavily on the relation γ = π τ
3 in the parametrisation (16). For

the model we study in Section 3, there is no similar relation between γ and τ , and thus

there is no intuitive reason why the logarithms should disappear.

2.5. Series expansion around the critical point. Lastly, all we need to do is substitute (25)

into (26) in order to find a local expansion at the critical point t = 1
3 , starting

Q(0, 0) =
9

8
− 27

8

(
1

3
− t

)
− 9
√
3

(
1

3
− t

)3/2

− 189

4

(
1

3
− t

)2

+ 72
√
3

(
1

3
− t

)5/2

± . . .

One can easily verify that this coincides with the explicit expression for Q(0, 0) given in

[50, 20, 21, 24].

3. An infinite group model

We follow the exact same exposition as in Section 2.

3.1. Definition of the model. We consider the problem of quadrant walks with N, E, S, W

and NE steps with a weight a > 0 for each NE step, see Figure 1. The generating function

for this model was shown to be D-algebraic by Bernardi, Bousquet-Mélou and Raschel [8].

As in Section 2, we start with the functional equation (10), which takes the form

K(x, y)

xyt
Q(x, y) = R(x, y),
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where K(x, y) is the kernel as in (8), and the term

R(x, y) =
1

t
− 1

x
Q(0, y)− 1

y
Q(x, 0)

is called the remainder. The benefit of writing the equation in this form is that we know

that if K(x, y) = 0 then we also have R(x, y) = 0, as long as the series all converge

(alternatively one could write x as a formal power series of y satisfying this equation, but

we choose to take the analytic approach in this work). We note that for t sufficiently small

(i.e., |t|< 1/(a+ 4)), the series Q(x, y) converges in the domain where |x|, |y|< 1.

3.2. Parametrisation of the zero-set of the kernel. In this subsection, we deduce a

parametrisation of the kernel curve using results from [44] (which follows [45, 46, 69, 38])

for general weighted step-sets, then specialising these results to our step-set. We consider

the curve C = {(x, y) ∈ C × C : K(x, y) = 0} as in (9). Under the assumption that our

step-set is non-singular and that

(27) 0 < t <
1

S(1, 1)
=

1

a+ 4
,

we have the following lemmas (see [44, Lem. 2.3]):

Lemma 1. There are meromorphic functions X,Y : C → C ∪ {∞} which parametrise C,
that is

C = {(X(z), Y (z)) : z ∈ C},

and numbers γ, τ ∈ iR with ℑ(πτ) > ℑ(2γ) > 0 satisfying the following conditions:

• K(X(z), Y (z)) = 0;

• X(z) = X(z + π) = X(z + πτ) = X(−γ − z);

• Y (z) = Y (z + π) = Y (z + πτ) = Y (γ − z);

• |X(−γ
2 )|, |Y (γ2 )|< 1;

• Counting with multiplicity, the functions X(z) and Y (z) each contain two poles

and two roots in each fundamental domain {zc + r1π + r2πτ : r1, r2 ∈ [0, 1)}.

The following is [44, Lem. 2.5], under the assumption (27).

Lemma 2. The complex plane can be partitioned into simply connected regions {Ωs}s∈Z as

in Figure 2, satisfying ⋃
s∈Z

Ω4s ∪ Ω4s+1 = {z ∈ C : |Y (z)|< 1},

⋃
s∈Z

Ω4s−2 ∪ Ω4s−1 = {z ∈ C : |Y (z)|⩾ 1},

⋃
s∈Z

Ω4s−1 ∪ Ω4s = {z ∈ C : |X(z)|< 1},

⋃
s∈Z

Ω4s+1 ∪ Ω4s+2 = {z ∈ C : |X(z)|⩾ 1}.



LOGARITHMIC TERMS IN DISCRETE HEAT KERNEL EXPANSIONS 11

Ω0

Ω1

Ω2

Ω3

Ω4

Ω−1

Ω−2

Ω−3

Ω−4

0 π−π

γ
2

−γ
2

−πτ−γ
2

−πτ
2

−πτ+γ
2

−πτ + γ
2

−πτ

πτ+γ
2

πτ
2
πτ−γ
2

πτ − γ
2

πτ

|X(z)|, |Y (z)| < 1

|Y (z)| < 1 ≤ |X(z)|

|X(z)|, |Y (z)| < 1

1 ≤ |X(z)|, |Y (z)|

|X(z)|, |Y (z)| < 1

|Y (z)| < 1 ≤ |X(z)|

|X(z)| < 1 ≤ |Y (z)|

|X(z)| < 1 ≤ |Y (z)|

1 ≤ |X(z)|, |Y (z)|

Figure 2. The complex plane partitioned into regions Ωj . For z on the

blue lines, |Y (z)|= 1, while on the red lines |X(z)|= 1.

Moreover, the equations

π +Ωs = Ωs,

sπτ + γ − Ω2s ∪ Ω2s+1 = Ω2s ∪ Ω2s+1 ⊃
sπτ + γ

2
+ R,

sπτ − γ − Ω2s ∪ Ω2s−1 = Ω2s ∪ Ω2s−1 ⊃
sπτ − γ

2
+ R,

hold for each s ∈ Z.

The third result that we will need involves the Jacobi theta function as in (3) and is [44,

Prop. 2.6].

Proposition 2. There are some α ∈ Ω0 ∪ Ω−1, β ∈ Ω0 ∪ Ω1, δ ∈ Ω1 ∪ Ω2, ε ∈ Ω−2 ∪ Ω−1

and xc, yc ∈ C \ {0} satisfying
X(z) = xc

ϑ(z − α|τ)ϑ(z + γ + α|τ)
ϑ(z − δ|τ)ϑ(z + γ + δ|τ)

,

Y (z) = yc
ϑ(z − β|τ)ϑ(z − γ + β|τ)
ϑ(z − ε|τ)ϑ(z − γ + ε|τ)

.

In the following result, we specialise the above parametrisation to our weighted step-set

and thus describe the zero-set of the kernel, meaning the set C as introduced in (9):

Lemma 3. Given a step-set as defined in Section 3.1, that is, with counting polynomial

S(x, y) = x+ y + 1
x + 1

y + axy, and assuming (27), there exists a triple (c, γ, τ) ∈ C3 with
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γ, τ ∈ iR, 0 < ℑ(2γ) < ℑ(πτ), satisfying the following equations:

ac3 = −ϑ(4γ|τ)
ϑ(2γ|τ)

,(28)

c2 =
ϑ(3γ|τ)
ϑ(γ|τ)

,(29)

c

t
= 4

ϑ′(γ|τ)ϑ(2γ|τ)
ϑ′(0|τ)ϑ(γ|τ)

− 2
ϑ′(2γ|τ)
ϑ′(0|τ)

.(30)

With the above notation, the functions X(z) and Y (z) given by
X(z) = c

ϑ(z|τ)ϑ(z + γ|τ)
ϑ(z − γ|τ)ϑ(z + 2γ|τ)

,

Y (z) = c
ϑ(z|τ)ϑ(z − γ|τ)

ϑ(z + γ|τ)ϑ(z − 2γ|τ)
= X(−z),

satisfy the conditions of Lemmas 1 and 2.

Proof. From the definition ofX(z) and Y (z) given in [44, App. A], the fact that the step-set

is symmetric implies that X(z) = Y (−z). Moreover, Ω0 ∪Ω1 is the connected component

of {z ∈ C : |Y (z)|< 1} containing γ
2 + R, while Ω0 ∪ Ω−1 is the connected component of

{z ∈ C : |X(z)|< 1} containing −γ
2 +R. Combining with X(z) = Y (−z), this implies that

−Ω0 ∪ Ω1 = Ω−1 ∪ Ω0. Considering the intersection Ω0 = (Ω0 ∪ Ω−1) ∩ (Ω0 ∪ Ω1), we see

that −Ω0 = Ω0.

Now, by the definition (9) of C, we have (0, 0), (∞, 0), (0,∞) ∈ C.
From Lemma 1, we know that X(z) and Y (z) each contain two roots and two poles in

each fundamental domain. Consider the fundamental domain

F = {z ∈ Ω−1 ∪ Ω0 ∪ Ω1 ∪ Ω2 : ℜ(z) ∈ [0, π)},

and let α ∈ F and δ ∈ F be a root and pole of X(z), respectively, which are both roots of

Y (z). From Lemma 2, we must have α ∈ Ω0 and δ ∈ Ω1. Since these are distinct, Y (z) has

no other roots in F , and so the complete set of roots of Y (z) in Ω0∪Ω1 is α+πZ∪ δ+πZ.
Note that −α ∈ Ω0 is also a root of Y (z), so we must have −α ∈ α + πZ. In fact, since

α ∈ F , we have α = π
2 or α = 0. We will start by considering the case where α = 0. Then

0 is a root of Y (z), so, since Y (γ− z) = Y (z), the value γ ∈ Ω0∪Ω1 is also a root of Y (z).

Since ℜ(γ) = 0, we have γ ∈ F , so δ = γ. Recall also that δ is a pole of X(z), so −γ = −δ
is a pole of Y (z). This implies that the function Ỹ (z) defined by

Ỹ (z) := Y (z)
ϑ(z + γ|τ)ϑ(z − 2γ|τ)

ϑ(z|τ)ϑ(z − γ|τ)
has at most a single pole in each fundamental domain, at the pole of Y (z) other than −γ.
But Ỹ (z) is an elliptic function with periods π and πτ , so it cannot have only a single pole

in each fundamental domain [1, p. 8]. Therefore it must have no poles, and is therefore a

constant function.

Now write Ỹ (z) = c where c ∈ C. Note c ̸= 0 as Y (z) is not the zero function. Then

Y (z) = c
ϑ(z|τ)ϑ(z − γ|τ)

ϑ(z + γ|τ)ϑ(z − 2γ|τ)
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and

X(z) = Y (−z) = c
ϑ(z|τ)ϑ(z + γ|τ)

ϑ(z − γ|τ)ϑ(z + 2γ|τ)
.

Equations (28), (29) and (30) follow from considering the equation K(X(z), Y (z)) = 0 at

z = 2γ, γ and 0.

Finally we will discuss the case α = π
2 instead of α = 0. The functions X̂(z) :=

X(z + π/2) and Ŷ (z) := Y (z + π/2) satisfy X̂(0) = Ŷ (0), so we can apply the rest of

the proof to X̂(z) and Ŷ (z), to show that they have the required properties. By carefully

analysing the definition of X(z) and Y (z) in [44, App. A], one can prove that the α = π
2

case actually never occurs; this is however unnecessary for the proof. □

Remark: The fact that ϑ(3γ|τ)
ϑ(γ|τ) > 0 > ϑ(4γ|τ)

ϑ(2γ|τ) along with
γ
πτ ∈ (0, 12) implies that γ

πτ ∈ (14 ,
1
3).

Observe that the above uniformization is very similar to that (16) of Kreweras’ model.

Unlike in the latter case, however, where we had (after rescaling τ) α = 3τ , there is no

obvious relation between γ and τ here.

3.3. Explicit expression for the generating function. As a consequence of the above

definitions, we can define holomorphic functions Q1 : Ω−1∪Ω0 → C and Q2 : Ω0∪Ω1 → C
by

Q1(z) = Q(X(z), 0) and Q2(z) = Q(0, Y (z)).

Moreover, by symmetry, Q1(z) = Q1(γ − z) and Q2(z) = Q2(−γ − z).

The next step is to find a function of X(z) which is equal to a function of Y (z) for

z ∈ Ω0 using the equations K(X(z), Y (z)) = R(X(z), Y (z)) = 0. Note that, given (10),

this is equivalent to finding a decoupling function in the sense of [8, 4.2]. In this case, this

is immediate as combining the two equations yields

atX(z)Q(X(z), 0)+atY (z)Q(0, Y (z)) = aX(z)Y (z) = −X(z)−Y (z)− 1

X(z)
− 1

Y (z)
+

1

t
,

so we can now define a meromorphic function J(z) on Ω−1 ∪ Ω0 ∪ Ω1 by writing

(31) J(z) :=


1

2t
− atX(z)Q1(z)−X(z)− 1

X(z)
for z ∈ Ω−1 ∪ Ω0,

−
(

1

2t
− atY (z)Q2(z)− Y (z)− 1

Y (z)

)
for z ∈ Ω0 ∪ Ω1,

as these expressions are equal on Ω0. Moreover, J(z) satisfies J(γ − z) = J(z) = J(z+ π)

for z ∈ Ω−1∪Ω0 and J(−γ− z) = J(z) for z ∈ Ω0∪Ω1, so J(z−γ) = J(z+γ) for z ∈ Ω0.

We can use this to extend J(z) to a meromorphic function on C, which satisfies

J(γ − z) = J(z), J(−γ − z) = J(z) and J(z + π) = J(z).

This implies that J is doubly periodic, with periods π and 2γ, which will allow us to

determine it exactly. We also note that by symmetry in x and y, we have J(z)+J(−z) = 0.

Solving this exactly yields the following result, analogous to Proposition 1 for the Kreweras

model:
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Proposition 3. Let c, γ, τ be defined as in Lemma 3. The function J in (31) is given by

J(z) = −
ϑ′(0| γπ )ϑ(2γ|τ)ϑ(z +

π
2 |

γ
π )

cϑ(π2 |
γ
π )ϑ

′(0|τ)ϑ(z| γπ )
.

Proof. Define I(z) by

I(z) := J(z) +
ϑ′(0| γπ )ϑ(2γ|τ)ϑ(z +

π
2 |

γ
π )

cϑ(π2 |
γ
π )ϑ

′(0|τ)ϑ(z| γπ )
.

Then it suffices to show that I(z) = 0. Using properties of ϑ (see (14)), we observe that I(z)

satisfies the same transformations as J(z), namely I(z) = −I(−z) = I(γ − z) = I(z + π).

Moreover, by (31), the poles of J(z) in Ω−1 ∪ Ω0 occur precisely at the points πn and

γ+πn for n ∈ Z. By the definition, I(z) has no other poles in Ω−1∪Ω0, and taking z → 0,

we see that 0 is not a pole of I(z). Hence, the transformations I(z) = I(γ − z) = I(z+ π)

imply that I(z) must be holomorphic on Ω−1∪Ω0. Moreover, since I(z) = −I(γ+ z), this

implies that I(z) is holomorphic on C, so it is a constant function. Finally we find that

this constant k is 0 from k = I(z) = −I(−z) = −k. □

Proposition 3 combined with (31) gives an explicit expression for Q(x, 0), starting from

which we can extract the exact form ofQ(0, 0). For convenience we will write ϑ(z) = ϑ(z|τ)
and ϑ̃(z) = ϑ(z| γπ ). Analysing J(z) as z → 0 yields the equation

1 + atQ(0, 0) =

ϑ(2γ)2

c2ϑ′(0)2

(
1

2

ϑ′(γ)ϑ′(2γ)

ϑ(γ)ϑ(2γ)
− 2

ϑ′(γ)2

ϑ(γ)2
− 1

2

ϑ′′(2γ)

ϑ(2γ)
+

1

6

ϑ′′′(0)

ϑ′(0)
+

1

2

ϑ̃′′(π2 )

ϑ̃(π2 )
− 1

6

ϑ̃′′′(0)

ϑ̃′(0)

)
.

We now describe how the coefficients of the series Q(0, 0) can be extracted from the

solution above. Writing s = eiγ , the right-hand side of the equation

(32) a2 =
ϑ(γ|τ)3ϑ(4γ|τ)2

ϑ(2γ|τ)2ϑ(3γ|τ)3

is a series in q and s, while the left-hand side is constant. We can use this to write q as a

series in s, which starts

q = a1/2s7/2 +

(
1

2
√
a
− 3

4
a3/2

)
s9/2 +O(s11/2).

We can then write t (and c) as series in s using (28), (29) and (30). Consequently our

expression for Q(0, 0) can be expanded as a series in s and therefore t.

3.4. Effect of the Jacobi transformation. Before analysing the Jacobi transformation (5),

let us define the critical point of the model. As shown in [47, 48, 18, 36], the critical point

tc > 0 may be defined as the smallest positive singularity of the series Q(0, 0). It can be

further characterized as the exponential growth of the coefficients of Q(0, 0), meaning that

(up to a polynomial correction) [tn]Q(0, 0) ∼ 1/tnc (see (38) for a more precise statement).

Finally, it is also the smallest value of t > 0 such that the Riemann surface C has genus 0.

What is essential for applying the Jacobi transformation is the fact that the critical

point corresponds to q = 1 (and consequently q̂ = 0, whereas q̂ = 1, or q = 0, is equivalent

to the regime t = 0). Additionally, we will also need to know that the only singularity
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of Q(0, 0) lies on the positive real axis. These two facts will be shown in the following

Lemmas 4 and 5, which are true for more general models than considered here. They will

be proven in Appendix A.

Lemma 4. Writing q as a function of t, we have

(i) 0 < q(t) < 1 for 0 < t < tc,

(ii) q(t) as a function of t is continuous on (0, tc),

(iii) limt→0 q(t) = 0,

(iv) limt→tc q(t) = 1.

Lemma 5. Let S be a non-singular, weighted step-set, and let Q(x, y) be the generating

function (2) for walks in the quadrant using this step-set. Define the period of the model

to be the maximum value k such that Q(0, 0) = Q(0, 0; t) ∈ R[tk]. If r is the radius of

convergence of Q(0, 0), then the singularities of Q(0, 0) on the radius of convergence are

precisely the points re
2πij
k for j = 0, 1, . . . , k− 1. The same result holds for the generating

function [xa][yb]Q(x, y) for any a, b for which this generating function is non-zero.

Applying Lemma 5 to our case, since a > 0, the period k is 1, so the only singularity on

the radius of convergence is on the positive real line. Moreover, Lemma 4 implies that

q and τ have no singularity for t in the interval [0, tc). In addition, γ in Lemma 3 is

analytic as well on [0, tc); this follows from the expression of γ in terms of two periods

ω1, ω3 given in [44, App. A], and from the analytic behavior of these periods shown in [60,

Sec. 7.4]. Together these imply that if Q(0, 0) has a singularity at tc, then it is the unique

singularity within the radius of convergence, so the asymptotic form of the coefficients is

uniquely determined by the behaviour at this point. The same holds for all coefficients of

Q(x, 0) in its series expansion at x = 0. Again by Lemma 4, the point t = tc corresponds

to q̂ = 0. For this reason we proceed by analysing the parameters at q̂ = 0.

It is convenient to parametrise a using the unique k ∈ (0, 1) satisfying

(33) a =
1− k2

k3
.

Writing β = i
π log(q̂)γ, the equation (32) relating q and a becomes

a2 =
ϑ(β, q̂)3ϑ(4β, q̂)2

ϑ(2β, q̂)2ϑ(3β, q̂)3
.

This equation allows 2 cos(2β) to be written as a series in q̂, with initial terms

2 cos(2β) = k2 − 1− k2(2k2 − 1)(k2 + 1)(k2 − 3)(k2 − 1)q̂2 +O(q̂4).

This allows us to write β itself as a series in q̂:

β = β0 + β1q̂
2 + β2q̂

4 +O(q̂6),

where the constant term β0 is given by

(34) β0 =
1

2
cos−1

(
k2 − 1

2

)
,
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while β1 is given by

β1 =
1

2
k2(2k2 − 1)(1− k2)

√
(1 + k2)(3− k2).

It follows that t is also a series in q̂, given by

1

t
= −a− 1

a
− 1

a

ϑ(β, q̂)2ϑ(5β, q̂)

ϑ(3β, q̂)3
.

The initial terms are then

t =
k

k2 + 3

(
1− (k2 + 1)2(3− k2)3

k2 + 3
q̂2
)
+O(q̂4).

In particular, the critical point tc is given by

tc =
k

k2 + 3
,

so tc is given by an algebraic function of a. Taking the inverse of the series above yields

q̂2 =
k2 + 3

(k2 + 1)2(3− k2)3

(
1− t

tc

)
+O

((
1− t

tc

)2)
.

Notice that the parameter β0 is connected to another relevant parameter θ introduced in

[36, 18]. Based on [36, Ex. 2], θ is computed in [18] to describe the asymptotic behavior of

walks in two-dimensional cones. More precisely, let S(x, y) be the step polynomial of the

model as in (7). For non-degenerate models, there exists a unique point (x0, y0) ∈ (0,∞)2

such that ∂S
∂x (x0, y0) =

∂S
∂y (x0, y0) = 0. Then the parameter θ can be defined as follows

θ = arccos

− ∂2S
∂x∂y (x0, y0)√

∂2S
∂x2 (x0, y0) · ∂

2S
∂y2

(x0, y0)

 .

Standard computations give that x0 = y0 are both solutions to the equation ax30 = 1−x20,

hence with our notation (33), we have x0 = y0 = k. Accordingly, θ = arccos(k
2−1
2 ) = 2β0.

3.5. Series expansion of Q(x, 0) at the critical point. In order to understand the

asymptotics of the coefficients of Q(x, 0), we will write Q(x, 0) as a series in x and q̂.

Recall that an expression for Q(x, 0) was given parametrically by J(z) and X(z), see

Proposition 3. It is important to notice that in the previously cited proposition, it is

assumed that t < 1
S(1,1) , see (27), while we now want to work with t close to tc >

1
S(1,1) . We

observe that the identity in Proposition 3, giving an expression for the generating function

in terms of theta functions, can be readily extended from t ∈ (0, 1
S(1,1)) to t ∈ (0, tc) by

analytic continuation, the two sides of the identities being actually analytic in that bigger

domain.

Using then the Jacobi identity (6) on the expressions for X(z) and J(z) yields (see

Lemma 3 and Proposition 3)

(35) X(z) = d
ϑ(−zτ̂ , q̂)ϑ(−β − zτ̂ , q̂)

ϑ(β − zτ̂ , q̂)ϑ(−2β − zτ̂ , q̂)
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and

(36) J(z) = −e
iπτ̂z
β

π

βd

ϑ(2β, q̂)ϑ(−πτ̂ π+2z
2β , q̂

π
β )ϑ′(0, q̂

π
β )

ϑ′(0, q̂)ϑ(−πτ̂ π
2β , q̂

π
β )ϑ(−πτ̂ z

β , q̂
π
β )

,

where d := c exp(−4iβ2

πτ̂ ) is determined by

d2 =
ϑ(3β, q̂)

ϑ(β, q̂)
,

and d > 0. The first few terms of d are

d = k − k3(k2 − 3)(k2 − 1)(k2 + 1)q̂2 +O(q̂4).

Using (35)–(36), we can expandX(z) and J(z) as series in C(eiτ̂z)[[q̂]] and C(e
iπτ̂z
β )[[q̂2, q̂

π
β ]],

respectively. Writing ẑ = zτ̂ , we can write X(z) and J(z) as series in ẑC[[ẑ, q̂]] and
1
ẑC[[ẑ, q̂2, q̂

π
β ]], respectively. Writing u = cos(β0+2ẑ)

cos(β0)
− 1 ∈ C[[ẑ]], these have initial terms

X(z) =
ku

u+ 3− k2
+ k

3− k2

1 + k2

(
−4β1 sin(2ẑ)
(u+ 3− k2)2

+
u(1 + k2)2(1− k2 + k4 + u)

u+ 3− k2

)
q̂2 +O(q̂4),

J(z) =
π

β0k

sin(2β0)

sin(πẑβ0
)
+ J1(ẑ)q̂

2 +
4π

β0k
sin(2β0) sin

(
πẑ

β0

)
q̂

π
β +O(q̂4),

where

J1(ẑ) =
π sin(2β0)

β0k sin(
πẑ
β0
)

(
(1 + k2 − k4)(3− k2)(1 + k2) +

πβ1ẑ cos(
πẑ
β0
)

β2
0 sin(

πẑ
β0
)

+
2β1 cos(2β0)

sin(2β0)
− β1

β0

)
.

Taking the inverse of the first series, we can then write ẑ as a series in C[q̂2, X(z)], which

yields J as a series in 1
X(z)C[[q̂

2, q̂
π
β , X(z)]]. Combining this with (31), this yields Q(x, 0)

as a series in C[[q̂2, q̂
π
β , x]]. Note, however, that β still depends on q̂, so to complete

our understanding of Q(x, 0) we will need to expand q̂
π
β as a series in q̂. This is where

logarithmic terms will appear, as q̂
π
β ∈ q̂

π
β0 (1 + q̂2 log(q̂)C[[q̂, q̂2 log(q̂)]]). In particular,

using β = β0 + β1q̂
2 + . . . , we have

q̂
π
β = q̂

π
β0

(
1− 2πβ1

β2
0

q̂2 log(q̂) +
2π2β2

1

β4
0

q̂4 log(q̂)2 +
2π(β2

1 − β0β2)

β3
0

q̂4 log(q̂) +O(q̂6−ε)

)
.

So, finally, Q(x, 0) is a series in C[[q̂2, x]] + q̂
π
β0 C[[q̂2 log(q̂), q̂2, q̂

π
β0 , x]]. Using the relation

between q̂ and t, we can write q̂2 as a series in (t− tc)C[[t− tc]]. Hence Q(x, 0) is a series

in

C[[t− tc, x]] + (t− tc)
π

2β0 C[[(t− tc) log(t− tc), t− tc, (t− tc)
π

2β0 , x]].

Explicitly, we can write this as:

(37) Q(x, 0) = A(x, 1− t/tc) +

∞∑
k,ℓ=0

ℓ∑
m=0

(1− t/tc)
ℓ+(k+1) π

2β0 log(1− t/tc)
mPk,ℓ,m(x),
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where each Pk,ℓ,m(x) ∈ C[[x]]. The A part in (37) has no effect on the asymptotic

expansion, this all comes from the series Pk,ℓ,m. We note that β0 ∈ (π4 ,
π
3 ), so

π
2β0
∈ (32 , 2).

So the leading terms in the asymptotic expansion are:

(1− t/tc)
π

2β0 P0,0,0(x) + (1− t/tc)
1+ π

2β0 P0,1,0(x) + (1− t/tc)
1+ π

2β0 log(1− t/tc)P0,1,1(x)

+ (1− t/tc)
π
β0 P1,0,0(x).

We can calculate these explicitly, for example the first term is given by

xP0,0,0(x) =
2πk(3 + k2)

√
3 + 2k2 − k4

β0(1− k2)

(
3 + k2

(3− k2)3(1 + k2)2

) π
2β0

sin

(
π

β0
ẑ

)
,

where ẑ and x are related by

x = k
sin(ẑ − β0) sin(ẑ)

sin(ẑ − 2β0) sin(ẑ + β0)
=

ku

u+ 3− k2
.

It can be checked by a direct computation that the function sin
(

π
β0
ẑ
)
exactly corresponds

to the generating function of the positive harmonic function for the model, as computed

in [70].

The term associated to P0,0,0(x) determines the leading asymptotic behaviour of the

coefficients:

(38) [xj ][tn]Q(x, 0) ∼ C

(
[xj+1] sin

(
π

β0
ẑ

))
n
−1− π

2β0 t−n
c

for fixed j as n→∞, where C is a constant (only depending on a) given by

C =
2πk(3 + k2)

√
3 + 2k2 − k4

β0(1− k2)Γ(− π
2β0

)

(
3 + k2

(3− k2)3(1 + k2)2

) π
2β0

.

In order to verify that there really is a logarithmic term in this expansion, we also calculate

P0,1,1(x) exactly. In fact this only differs from P0,0,0(x) by a constant multiple (dependent

on a but not x):

xP0,1,1(x) =
π2k3(k2 + 3)(1− 2k2)(3− k2)(1 + k2)

(
3+k2

(3−k2)3(1+k2)2

)1+ π
2β0

2β3
0

sin

(
π

β0
ẑ

)
.

The only value of k for which P0,1,1(x) = 0 is k = 1√
2
, corresponding to a =

√
2,

β0 =
1
2 arccos(−

1
4) and tc =

√
2
7 , However we note that there are still logarithmic terms in

the asymptotics in this case, for example P0,1,2(x) ̸= 0.

3.6. The limit a→ 0. A priori our results only apply for a > 0, and indeed this is necessary

as some functions such as P0,0,0 diverge for a = 0. Nonetheless, we see that the leading

asymptotic expression (38) converges in a way that somewhat corresponds to the a = 0

case. Note that as a → 0 we also have k → 1, β0 → π
4 and tc → 1

4 . The limit of the

constant C as a→ 0 is 4
π . Moreover, we have

x =
sin(ẑ − π

4 ) sin(ẑ)

sin(ẑ − π
2 ) sin(ẑ +

π
4 )

,
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from which it follows that

sin

(
π

β0
ẑ

)
= sin (4ẑ) =

4x

(1− x)2
.

So (38) would give

[xj ][tn]Q(x, 0) ∼ 16

π
(j + 1)n−34n.

The only problem with this is that [xj ][tn]Q(x, 0) is 0 when j and n have opposite parity,

whereas for terms with the same parity the correct asymptotic formula is

[xj ][tn]Q(x, 0) ∼ 32

π
(j + 1)n−34n.

In other words, this correctly yields the behaviour of Q(x, 0) around t = tc =
1
4 , however

there is a second critical point, −1
4 on the radius of convergence.

4. Polyharmonicity of coefficients

Due to (37) we already have a fair amount of information about the coefficients ofQ(x, 0) at

the critical point. One can now use this in order to describe the asymptotic behaviour of the

(weighted) number of paths q((0, 0), (i, j);n) := q(i, j;n) in the quadrant from the origin

to (i, j) with n steps, see (2). In particular, we will see in Lemma 7 that the dependence

on the number of steps n is given in terms of a mix of powers of n and logarithms. In a

similar fashion as in [68], one can then show that the dependence on the endpoint (i, j) is

given in terms of so-called discrete polyharmonic functions (see [67, 68, 3, 70, 27]).

Given a step-set S with corresponding weights (ωs)s∈S , we define a discrete Laplacian

operator △ acting on functions v : Z2 → C as follows:

△v(A) =
∑
s∈S

ωsv(A+ s)− tv(A).

We say that a function v is t-harmonic (resp. t-polyharmonic of order k, for some positive

integer k) if for all points A in the quarter plane, △v(x) = 0 (resp. △kv(x) = 0).

Furthermore, in order to keep the notation compact in the following, let

ρ :=
π

2β0
,

where β0 is defined as in (34). As mentioned in the previous section, ρ varies (continuously)

in
(
3
2 , 2
)
as a varies in (0,∞).

Our main objective in this section is to show the following result:

Theorem 4. If ρ /∈ Q, then for any p > 0 (not necessarily integer), we have

q(i, j;n) = t−n
c

∑
k⩾1,ℓ⩾m⩾0
kρ+ℓ+1<p

vk,ℓ,m(i, j)
(log n)m

nkρ+ℓ+1
+O

(
t−n
c

(
log n

n

)p)
,

where the vk,ℓ,m are discrete tc-polyharmonic functions of order ℓ−m+1. If ρ = u
v ∈ Q with

u and v coprime, then the same holds with the additional condition that the summation

index k be at most v.
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0,0

1,0

2,0

1,1

2,1 2,2

3,0 3,1 3,2 3,3

Figure 3. The arrows indicate a change in the coefficients of fℓ,m :=
(logn)m

nℓ when substituting (40) into (43). We see that f0,0, f1,1, f2,2 and

f3,3 (the green nodes) are not affected as we can only ever go down and

to the left as indicated (see Lemma 6); thus their coefficients v0,0, v1,1,

etc., are harmonic. Drawing the same diagram for △q(x;n), these nodes

therefore disappear, and the unaffected coefficients are then those of the

blue nodes. Thus, v1,0, v2,1, . . . , are biharmonic, and so on.

See Figure 3 for an illustration of Theorem 4 for fixed k, showing in particular the inter-

dependency of the polyharmonic functions vk,ℓ,m. For irrational ρ we will have infinitely

many such diagrams; whereas for rational ρ there will be only finitely many.

The rest of Section 4 is devoted to the proof of Theorem 4. In the following we will

assume that ρ /∈ Q; otherwise we only need to bound the k in the summation indices by

its denominator (as in Theorem 4). Using a standard transfer between the local behaviour

of the generating function around the singularity and the asymptotics of the coefficients

as in [55, VI.2], we know due to (37) that we have an asymptotic expansion of q(i, 0;n)

and q(0, j;n) (which are identical due to the symmetry of the model; this is however not

necessary for the following) of the form

(39) q(i, 0;n) = t−n
c

∑
k⩾1,ℓ⩾m⩾0
kρ+ℓ<p

vk,ℓ,m(i, 0)
(log n)m

nkρ+ℓ+1
+O

(
t−n
c

(
log n

n

)p)
,

for some coefficients denoted by vk,ℓ,m(i, 0). The structure of the proof of Theorem 4 is as

follows: first, we want to show that a similar expansion holds not only for q(i, 0;n), but

also for q(i, j;n), which will be done in Lemma 7. Then we will make use of this in order

to show that the resulting coefficients vk,ℓ,m(i, j) are discrete polyharmonic functions, see

Lemma 9.

Before we start, we will state a simple lemma, which will turn out to be useful:
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Lemma 6. For any integer p > ℓ, we have

(40)
(log(n+ 1))m

(n+ 1)ℓ
=

(log n)m

nℓ
+

p−ℓ∑
i=1

m∑
j=max(m−i,0)

cℓ,m,i,j
(log n)j

nℓ+i
+O

(
(log n)m

np+1

)
,

with the cℓ,m,i,j constants (in particular, if m = 0, then we will have no logarithmic parts).

Proof. The result follows immediately from writing log(n+ 1) = log(n) + log(1 + 1
n) and

expanding as a series in 1
n . □

Note that in particular all terms inside the sum on the right-hand side have powers of the

logarithm not exceeding m, and powers of n strictly smaller than −ℓ (this is the reason

why in Figure 3 all arrows can only go downwards, and possibly to the left).

We can now extend the asymptotic expansion of q(i, 0;n) as in (39) to one of q(i, j;n).

Lemma 7. For any (i, j) ∈ Z2 and any p > 0, we have

(41) q(i, j;n) = t−n
c

∑
k⩾1,ℓ⩾m⩾0
kρ+ℓ+1<p

vk,ℓ,m(i, j)
(log n)m

nkρ+ℓ+1
+O

(
t−n
c

(
log n

n

)p)
.

Proof. By induction on r := min(i, j). For r < 0, the statement is trivial because we have

q(i, j;n) = 0 (we will use repeatedly this convention throughout the proof). For r = 0,

the statement is precisely (39). So let us suppose that we already know that (41) holds

up to a given r, and consider a point (i, r + 1). We can then write

q(i, r;n+ 1) =

q(i, r + 1;n) + q(i, r − 1;n) + q(i− 1, r;n) + q(i+ 1, r;n) + aq(i− 1, r − 1;n).

By induction hypothesis and Lemma 6 applied to q(i, r;n+1), the statement follows. □

In the following Lemmas 8 and 9, we will formalize the argumentation given in Figure 3.

By [68] we know that, ordering the triples (k, ℓ,m) in (41) such that the weight functions

fk,ℓ,m(n) := (logn)m

nk+ℓρ+1 are decreasing, then the corresponding coefficient functions vk,ℓ,m are

polyharmonic functions of increasing order; i.e. v1,0,0 is harmonic, v1,1,0 is biharmonic,

v1,1,1 is triharmonic, and so on. It turns out, however, that the fact that we know the

fk,ℓ,m explicitly allows us to greatly improve upon this statement.

Lemma 8. Suppose we have p > 0 and a sequence of reals ak,ℓ,m such that∑
k⩾1,m⩾ℓ⩾0
kρ+ℓ<p

ak,ℓ,m
nkρ+ℓ+1

(log n)m = O
(
n−p

)
.

Then, ak,ℓ,m = 0 for all triples (k, ℓ,m).

Proof. After multiplying with nρ+1, taking the limit n→∞ we can see immediately that

a1,0,0 = 0. Proceeding by multiplying with increasing powers of n and log n and using

that by assumption in each case there is only one non-zero coefficient (note that we make

use of the fact that ρ /∈ Q here), we can inductively show that ak,ℓ,m = 0 for all triples

(k, ℓ,m). □
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The idea behind the following Lemma 9 is similar as in [68, Lem. 6]. One writes q(x;n+1)

recursively as a sum over the step-set, and utilizes Lemma 6 in order to compare the

coefficients. For large n, many of these coefficients will disappear, leaving us essentially

with the (poly-)harmonicity of the vk,ℓ,m.

Lemma 9. Suppose we have a combinatorial quantity q(x;n) such that we have

(42) q(x;n+ 1) =
∑
s∈S

ωsq(x− s;n),

and for each p > 0 we have

(43) q(x;n) = t−n
c

∑
k⩾1,ℓ⩾m⩾0
kρ+ℓ+1<p

vk,ℓ,m(x)
(log n)m

nkρ+ℓ+1
+O

(
t−n
c

(
log n

n

)p)
.

Then vk,ℓ,m is tc-polyharmonic of order ℓ−m+ 1.

Proof. To shorten notation, define the sets

U :={(k, ℓ,m) ∈ Z3 : k ⩾ 1, ℓ ⩾ m ⩾ 0, kρ+ ℓ+ 1 < p},

Vk,ℓ,m :={(i, j) ∈ Z2 : 1 ⩽ i ⩽ m, kρ+ ℓ+ i+ 1 < p,m− i ⩽ j ⩽ m}.

First, we notice that by (40) and (43), we have

q(x;n+ 1) =

t−n−1
c

∑
(k,ℓ,m)∈U

vk,ℓ,m(x)

(log n)m

nkρ+ℓ+1
+

∑
(i,j)∈Vk,ℓ,m

ck,ℓ,m,i,j
(log n)j

nkρ+ℓ+i+1

+O
(
t−n
c

(
log n

n

)p)

for some constants ck,ℓ,m,i,j . Utilizing (42), we now obtain

(44) t−n
c

∑
s∈S

∑
(k,ℓ,m)∈U

ωsvk,ℓ,m(x− s)
(log n)m

nkρ+ℓ+1
=

t−n−1
c

∑
(k,ℓ,m)∈U

vk,ℓ,m(x)

(log n)m

nkρ+ℓ+1
+

∑
(i,j)∈Vk,ℓ,m

ck,ℓ,m,i,j
(log n)j

nkρ+ℓ+i+1

+O
(
t−n
c

(
log n

n

)p)
.

Now let us partially order the triples (k, ℓ,m) giving them the index ℓ−m (which means

sorting them by their diagonal in Figure 3). We proceed inductively by the index of the

triples (k, ℓ,m).

For index 0, one can check immediately (using an argument as shown in Figure 3;

formally utilizing (40)) that the coefficient of (logn)m

nkρ+ℓ+1 in the right-hand side of (44)

is precisely vk,ℓ,m(x). From Lemma 8 it follows immediately that the corresponding

coefficients vk,ℓ,m are tc-harmonic.

Now suppose the statement is already shown for all triples of order r, and consider those

of order r + 1. We utilize the same arguments as before on △rq(x;n). The equivalent of
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(44) now has the form

t−n
c

∑
s∈S

∑
(k,ℓ,m)∈U

ωs△rvk,ℓ,m(x− s)
(log n)m

nkρ+ℓ+1
=

t−n−1
c

∑
(k,ℓ,m)∈U

△rvk,ℓ,m(x)

(log n)m

nkρ+ℓ+1
+

∑
(i,j)∈Vk,ℓ,m

ck,ℓ,m,i,j
(log n)j

nkρ+ℓ+i+1

+O
(
t−n
c

(
log n

n

)p)
,

where we let the sum run over the triples with index at least r + 1, since by induction

hypothesis △rvk,ℓ,m(x) = 0 for all (k, ℓ,m) with index at most r. But from here it is again

easily seen that the coefficient of (logn)m

nkρ+ℓ+1 is nothing else than △rvk,ℓ,m for the triples of

index r; thus △rvk,ℓ,m is harmonic and the proof is complete. □

Finally, Theorem 4 follows from Lemmas 7 and 9. Note that for the proof we did not

make use of the fact that we are in dimension 2; the only part where we used any properties

of our model in particular was in the proof of Lemma 7.
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Appendix A. Proof of Lemmas 4 and 5

We start by showing Lemma 4.

Proof. From [11] we know that we can write

q = exp
(
−πK

(√
1− k2

)
/K (k)

)
,

where k is the elliptic modulus, with 0 < k < 1, and K(k) is the complete elliptic integral

K(k) =

∫ π/2

0

dθ√
1− k2 sin2 θ

.

Using the explicit formula [60, (7.26)] for k, we see that k ∈ (0, 1) for t ∈ (0, tc), so the first

point follows. Making use of the fact that zeros of a polynomial are generically continuous

in its coefficients, we see that q(t) is continuous for t ∈ (0, tc).

It is shown in [60, 7.4] that if t → 0, then k → 1, which implies that limt→0 q(t) = 0.

By the same argument we can see that, using the notation as in [46, 60], if as t → tc we

have x2 → x3, then forcibly limt→tc q(t) = 1. But this can be seen with a straightforward

adaptation of [46, Sec. 2.3] (note that for our model the discriminant vanishes for no t at

either 0 or ∞). □

Remark: While not needed here, it seems plausible that q(t) is in fact increasing for

t ∈ (0, tc). A proof of this would likely come down to the study of the zeros x1 to x4 of

the discriminant (see e.g. [60]) and get rather technical.

We will now proceed to prove Lemma 5. To do so, we first show the preparatory Lemma 10.

Lemma 10. Let S be a weighted step-set, let Q(x, y) be the generating function (2) for

walks in the quadrant using this step-set and let r be the radius of convergence of Q(0, 0).

If ℓ ∈ N satisfies [tℓ]Q(0, 0) ̸= 0, then each generating function [xa][yb]Q(x, y) has no

singularities tc for |tc|⩽ r except possibly at points re
2πij
ℓ for j = 0, 1, . . . , ℓ− 1.
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Proof. We start by writing

Q(x, y; t) = Q0(x, y; t
ℓ) + tQ1(x, y; t

ℓ) + · · ·+ tℓ−1Qℓ−1(x, y; t
ℓ),

so tjQj(x, y; t
ℓ) counts walks whose length is j more than a multiple of ℓ. The radius of

convergence of [xayb]tjQj(x, y; t
ℓ) is no less than r as its coefficients are bounded above

by the coefficients of [xayb]Q(x, y; t). Hence each [xayb]Qj(x, y; t) has no singularities in

|t|⩽ rℓ. We will now prove that each [xayb]Qj(x, y; t) has no singularities in |t|= rℓ except

possibly at t = rℓ. Note that [xayb]Qj(x, y; t) counts weighted quadrant walks from (0, 0)

to (a, b) which can be cut into successive walks w1, w2, w3, . . . , wm of length ℓ followed by

a walk v of length j, where t counts the number of walks of length ℓ. Let Ω be a path of

length ℓ from (0, 0) to (0, 0) in the quadrant and let wΩ > 0 be the weight of Ω. Now let

Q̃j(x, y; t) be the generating function for walks counted by Qj(x, y; t), where none of the

subpaths wk is equal to Ω. Note then that any walk counted by Qj(x, y; t) can be uniquely

constructed by taking a walk counted by Q̃j(x, y; t) and inserting any number of copies of

Ω before each wk and v. Hence

Qj(x, y; t) =
1

1− wΩt
Q̃j

(
x, y,

t

1− wΩt

)
.

Now, the series F (t) := Q̃j(x, y; t) has non-negative coefficients, so its radius of convergence

tF > 0 is a singularity of F (t). Moreover, F (t) satisfies

[xa][yb]Qj(x, y; t) =
1

1− wΩt
F

(
t

1− wΩt

)
.

Hence [xa][yb]Qj(x, y; t) has a corresponding singularity at tQ = tF
1+wΩtF

> 0, so we must

have tQ ⩾ rℓ. If [xa][yb]Qj(x, y; t) has another singularity t0 satisfying |t0|= rℓ, then
t0

1−wΩt0
is a singularity of F , so

rℓ

|1− wΩt0|
=

|t0|
|1− wΩt0|

⩾ tF =
tQ

1− wΩtQ
⩾

rℓ

1− wΩtQ
,

hence

|1− wΩt0|⩽ 1− wΩtQ ⩽ 1− wΩr
ℓ = 1− |wΩt0|.

By the triangle inequality, this is only possible if wΩt0 > 0, i.e. t0 = rℓ. Hence

[xa][yb]Qj(x, y; t) has no other singularities t0 satisfying |t0|= rℓ. Therefore, the series

[xa][yb]tjQj(x, y; t
ℓ) has no singularities on the radius of convergence r except possibly at

points re
2πij
ℓ for j = 0, 1, . . . , ℓ − 1. Since this is true for all j, it follows that the same

statement holds for [xa][yb]Q(x, y; t). □

We can now proceed with the proof of Lemma 5.

Proof. First, since Qa,b(t) := [xa][yb]Q(x, y) is non-constant, it must have the same radius

of convergence r as Q(0, 0). Moreover, since Qa,b(t) has only non-negative coefficients, r

must be a singularity. Since k is a period of the model, the powers of t appearing in the

generating function Qa,b(t) must all have the same residue u modulo k. This means that

for each integer j, we can write

Qa,b(e
2πij
k t) = e

2πiju
k Qa,b(t),
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so re
2πij
k is a singularity of Qa,b(t), as claimed. Now suppose for the sake of contradiction

that there is some other singularity rκ on the radius of convergence, with |κ|= 1 but

κk ̸= 1. Let η > 0 be minimal such that κη = 1 (with η :=∞ and ηZ := {0} if κ is not a

root of unity). Then k /∈ ηZ since κk ̸= 1. It follows from the maximality of k that there

is some ℓ satisfying [tℓ]Q(0, 0) ̸= 0 and ℓ /∈ ηZ. From Lemma 10, the singularity rκ must

satisfy κℓ = 1, but this is a contradiction as ℓ /∈ ηZ. □
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