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Abstract

The Blizzard Challenge 2023 is the eighteenth edition of the
text-to-speech synthesis Blizzard Challenge. This year, two
French datasets were provided to participants and two tasks
were designed. The Hub task was to build a voice from a 51-
hour single speaker dataset, restricted to using only publicly-
available data. The Spoke task consisted of building a voice
from a 2-hour single speaker dataset that sounds as close as pos-
sible to that speaker. There were no restrictions on the use of
data for the spoke task. 18 teams participated in the hub task
and 14 in the spoke task. All teams used neural-based systems.
Synthesised samples were evaluated in terms of speech quality,
speaker similarity and intelligibility.

Index Terms: Blizzard Challenge, speech synthesis, evalua-
tion, listening test

1. Introduction

In order to better understand and compare research techniques
in building corpus-based speech synthesisers on the same data,
Blizzard Challenges have been held yearly from 2005 to 2021,
each accompanied by a summary paper [1, 2, 3, for example].
Each Challenge requires its participants to complete broadly
similar tasks: take the released training speech data, build syn-
thetic voices, and synthesise a prescribed set of test sentences.
The output from each synthesiser is then evaluated through ex-
tensive listening tests. Previous Challenges have tackled: En-
glish (2005-2013; 2015-2018); Asian languages such as Man-
darin (2008-2010; 2019-2020) and Shanghainese (2020); Indian
languages (2013-2015). In the most recent Challenge, a non-
English European language was introduced for the first time:
European Spanish (2021).

This year, the Challenge was organised by the Université
Grenoble Alpes and used Metropolitan French (French from
France). This summary paper presents the details of the speech
dataset, tasks, participating systems, evaluation methods and re-
sults of the challenge. For the current Challenge, and many
previous ones, the submitted speech, reference natural samples,
raw listening test responses, scripts for running the listening
test, and scripts for the statistical analysis can be obtained from
the Blizzard Challenge archive (Table 1).

2. Tasks

There were two tasks in the Blizzard Challenge 2023, each us-
ing a dedicated freely-available dataset (Table 1). For the com-
plete task specification given to participants, see the challenge
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website (Table 1). In the following, we define “External data”
as data, of any type, that is not part of the provided training data,
and “External model” as a model, of any type, that has not been
trained by the team (e.g., pre-trained wav2vec, BERT, etc.).

2.1. Hub task FH1: French TTS

The Hub dataset is a subset of the M-AILABS French

dataset [4], comprising 51 h of five audiobooks read by the

female speaker Nadine Eckert-Boulet (NEB) in Metropolitan

French. The full list of books and chapters included in the Hub

dataset can be found online (Table 1). All recordings come from

the free public domain audiobook LibriVox project [5], and the
texts are from the Gutenberg Project [6]. Audio files each cor-
responds to one chapter. They were originally at 44.1 kHz sam-
ple rate, but we downsampled them to 22.05kHz. The text
processing detailed in [7] and performed on part of the books
at that time was subsequently applied to the full Hub dataset
for the Blizzard Challenge. We first restored the original chap-
ter structure by aligning the text from the Gutenberg Project
with the recordings from LibriVox. We normalised all texts
and numbers, spelled out annotations, and manually corrected
misspellings and omissions. End of paragraphs were annotated
with the punctuation mark “§”, which was introduced after the
last punctuation mark preceding each carriage return. Text tran-
scriptions were then segmented into utterances each time we
found pauses of at least 400 ms in the corresponding audio.

The audio of each chapter is provided together with the text

segmentation: participants are free to use any parts of the room

tone in-between utterances. In total, the Hub dataset includes

64 000 utterances from 289 original audio chapters, each with

an orthographic transcription. 44 000 of these utterances were

semi-automatically aligned with phonetic transcriptions. The

phonetic alphabet is described on the datasets website (Table 1).

The objective of the Hub task was to build a voice from
the provided French Hub dataset. Two reproducibility require-
ments were imposed on participants: 1) the use of external mod-
els was allowed only if they are publicly-available off-the-shelf
pre-trained models, and references are given; 2) all audio data
used for training models (including for fine-tuning pre-trained
models) should be publicly available and reported. Participants
were required to synthesise 3 test sets:

e MOSgn1: 1000 distinct sentences read by NEB but from
another audiobook not included in the Hub dataset (“Le
Vingtieme Siecle : La Vie électrique” — Albert Robida), to
be used for quality and speaker similarity evaluation.

INTFH1: 326 distinct sentences for intelligibility evaluation.
216 utterances include heterophonic homographs, which are
“one of two or more words spelled alike but different in
meaning or pronunciation” [8] (such as ‘fils” which is either

10.21437/Blizzard.2023-1



Table 1: Blizzard Challenge 2023 web resources.

Name Link

Challenge website (call, rules) https://www.synsig.org/index.php/Blizzard_Challenge_2023

Challenge datasets (FH1, FS1) https://zenodo.org/record/7560290

Challenge archive (syntheses, tools for analysis) https://www.cstr.ed.ac.uk/projects/blizzard/

eSpeak https://espeak.sourceforge.net

NVIDIA Tacotron 2 implementation https://github.com/NVIDIA/tacotron2.git

Fairseq FastSpeech 2 implementation https://github.com/facebookresearch/fairseq/tree/main/fairseq/models/text_to_speech

HiFi-GAN implementation, models and weights https://github.com/jik876/hifi-gan
Our Tacotron 2 full list of hyperparameter values https://tinyurl.com/y59k3jb7

Prolific crowdsourcing platform https://www.prolific.com

‘son’, pronounced /fis/, or the plural of “fil’, a thread or wire,
pronounced /fil/). From [9], we identified 36 pairs of homo-
graphs and generated three sentences for each member of the
pair (3 X 2 x 36 = 216 utterances). The remaining 110 sen-
tences are semantically unpredictable sentences (SUS), gen-
erated using the method described in [10].

e EXPru1: sentences for evaluating expressivity and compre-
hensibility [11]. EXPgn1 includes 100 sentences that are enu-
merations of 4 objects, in the form: “Dans mon panier, il y
a: detl objl coll, det2 obj2 col2, det3 obj3 col3 et det4 obj4
col4” (translation: “In my basket, there are: ...”) where det,
obj and col stand for determiner, object, and colour, which
were randomly picked from lists of 7 objects and 5 colours.
EXPgn1 also includes 213 paragraphs, extracted from the
same audiobook than MOSgy;.

All test sets were provided to participants as orthographic
text only.

2.2. Spoke task FS1: Speaker adaptation

The Spoke dataset, recorded at GIPSA-lab, comprises record-
ings of Aurélie Derbier, a professional theatre actress speaking
Metropolitan French, whose voice is not available in the pub-
lic domain. Sentences are taken from the SIWIS database [12],
which is composed of isolated sentences from French novels
and French parliamentary debates. Similar audio and text post-
processing to the Hub dataset was performed, and we selected
2h of this corpus to release as the Spoke dataset. In total, it
includes 2515 utterances from 13 continuous audio recordings,
all with aligned phonetic transcriptions. Again, participants are
free to use any parts of the room tone in-between utterances.

The Spoke task is to build a voice from the provided Spoke
dataset. None of the Hub task reproducibility requirements
were imposed for this task, but they were highly encouraged.
Participants were required to synthesise only:

* MOSks;: 400 distinct sentences from French parliamentary
debates, to be used for quality and speaker similarity evalua-
tion, from the same corpus as the training data but not part of
the training Spoke dataset.

3. Systems
3.1. Systems submitted by participating teams

18 teams submitted to Hub task FH1 and 14 to Spoke task FS1,
summarised in Table 6. Systems are identified using letters in
all published results. This year, A denotes natural speech; BF
and BT denote two benchmark systems described below; C to
T are assigned (in no particular order) to the submitted systems.
Each team was free to reveal their identifier in their workshop
paper, but no global mapping will be published.

All systems this year used encoder-decoder architectures:

11 systems had either a FastSpeech 2-like or non-attentive
Tacotron-like architecture, and 7 were variational auto-encoders
conditioned on text. 15 systems employed a GAN-based
vocoder for waveform generation, of which 6 of were trained
end-to-end with the acoustic model.

All teams fulfilled the two mandatory reproducibility re-
quirements for the Hub task. 11 of 14 teams also fulfilled these
optional criteria for the Spoke task; the other three teams used
private internal data. Despite the fact that many of the sub-
mitted systems are likely to have been built using open-source
code, only GIPSA-lab, IMS, IOA-thinkIT, and TTS-cube pro-
vided links to their full system implementation, which was an
optional reproducibility criterion.

3.2. Benchmark systems
3.2.1. BT: Tacotron 2 baseline

Our first baseline model combines Tacotron 2 [13] with HiFi-
GAN [14]. We used the open-source NVIDIA Tacotron 2 im-
plementation (Table 1) with minor changes (i.e., we converted
the code to be compatible with TensorFlow 2). We used ortho-
graphic characters as input, pre-processed using the transliter-
ation cleaner function provided in the implementation (which
we modified to retain case). We trained all layers of the FH1
model from scratch on the Hub dataset for a total of 158 500
training steps. We fine-tuned the 100 000-step checkpoint of the
FH1 model on the Spoke dataset for an additional 57 500 steps
to create the FS1 model. We used the hyperparameter values
recommended in the repository (batch size: 32; learning rate:
1 x 1073 ; weight decay: 1 x 107%). For full list, see Table 1.
For waveform generation, we used the the original HiFi-GAN
implementation with the provided pre-trained universal model
UNIVERSAL_V1/g_02500000 (Table 1).

3.2.2. BF: FastSpeech 2 baseline

The second baseline model combines FastSpeech 2 [15] with
the same vocoder as for benchmark system BT. We trained a
model using the Fairseq FastSpeech 2 implementation (Table 1)
from scratch on the 43 747 utterances in the Hub dataset which
have phone alignments (as described in Section 2.1). To syn-
thesise the test set, we used eSpeak for letter-to-sound mapping
(Table 1), which provides IPA transcriptions that we then map
to the phoneme set used for the training data. The FH1 model
for the Hub Task was trained from scratch for 333 935 training
steps with a batch size of 32, a learning rate of 5 x 10™*, and
clip-norm 5.0 (Fairseq recommended values). The FS1 model
for the Spoke Task took the final FH1 model and fine-tuned it
for an additional 7254 steps on the Spoke dataset.



4. Evaluation method
4.1. Innovations for 2023

Evaluations focused on speech quality, speaker similarity, and
intelligibility, which is largely consistent with previous Chal-
lenges, although four innovations were introduced:

Instructions: using the MOSgn; and MOSks; test sets, we
evaluated quality instead of naturalness because the former
is a more easily-understood concept among non-experts. A
recent evaluation of speech synthesis systems demonstrated
that the choice of either quality or naturalness has little im-
pact on the relative ranking of the systems [16]. Most im-
portantly, it is vital to report the exact wording of instruc-
tions and rating scales presented to listeners [17]; these can
be found in Appendix 9.2.

Fine-grained quality test - MOS then MUSHRA: the eval-
uation of a large number of systems on a 5-point scale makes
the differentiation of perceptively close systems difficult. As
supported by [18], we added a supplementary test to refine
the initial Mean Opinion Scores of quality of the best-rated
system only, also using the MOSgn; and MOSgs; test sets
but with a MUSHRA design.

Fine-grained intelligibility test — language-specific task:
although TTS systems are improving in global quality over
time, this does not guarantee better handling of the large
number of rare events [19]. To assess this, we employed
the INTrH1 test set of sentences that include heterophonic
homographs in the intelligibility test.

Objective pre-selection of stimuli: in order to focus the sub-
jective evaluations on stimuli that best discriminate between
the capabilities of the submitted systems, we identified the
test utterances that maximised the dispersion of output syn-
theses according to an objective measure described below, for
all tests.

Besides speech quality, speaker similarity, and speech intelligi-
bility, the number of dimensions along which TTS can be sub-
jectively evaluated is large [20]. Although we asked partici-
pants to synthesise the EXPgp;1 test set, intended for evaluation
of comprehensibility [11] or speech in context [21, 22], using
enumerations and paragraphs respectively, we were not able to
identify a relevant evaluation method. Therefore the EXPgy1
material was not evaluated but instead released as a resource for
others to use.

4.2. Pre-processing

All submitted synthetic audio was at a sampling rate of 16,
22.05, 24, 44.1, or 48 kHz and therefore no re-sampling was
performed. Every natural and synthetic utterance was nor-
malised to an Active Speech Level of —26 dB as measured us-
ing the svS6demo implementation of ITU P.56 [23].

4.3. Objective measures

In order to select the most informative samples for the hu-

man subjective evaluations described later, we identified the test

utterances which exhibited the most variation across systems.

Two objective distances were employed:

* spectral distance is the Dynamic Time Warping (DTW)-
aligned root mean square error (RMSE) between the mel-
spectrograms of a pair of speech samples.

* duration distance as the ratio of the DTW path length over
the average mel-spectrogram length of two speech samples.

Mel-spectrograms were computed on the synthetic signals
using 80 mel-bands, and window size and hop size of 1024 and
256 bins, respectively. For each task FH1 and FS1 separately:
we computed the two distances for every test utterance of the
MOSkn; and MOSgs; test sets, respectively (N = 996 for
FH1, due to missing submissions from some of the systems;
N = 400 for FS1), for all possible pairs of the n participating
systems, resulting in a N X n X n matrix for each distance.
Each matrix was normalised by its average value across all di-
mensions, since the two objective distances have very different
magnitudes. These two normalised matrices were summed el-
ementwise to obtain a single NV X n X n distance matrix, then
summed for each utterance to arrive at a single N-dimension
vector. This ‘dispersion’ value captures — for each test utterance
—how much the total objective distance between all system pairs
varies. Utterances with a very small dispersion value are those
for which all systems generated very similar synthetic speech;
we assume that these would be the least informative samples
to present to listeners. The most informative utterances will be
selected as stimuli in section 4.4.3

4.4. Subjective evaluation
4.4.1. Tests

In total, five independent listening tests were conducted (see
Table 2). Tests 1 and 4 measured Mean Opinion Score quality
(section a) and speaker similarity (section b) for tasks FH1 and
FS1 respectively, using the MOSgn; and MOSks; test sets. 21
systems were evaluated in Test 1: ground truth A, benchmarks
BF and BT, and the systems from 18 participants. 17 systems
were evaluated in Test 4: ground truth A, benchmarks BF and
BT, and the systems from 14 participants.

Tests 2 and 5 measured quality, again using the MOSgp;
and MOSks; test sets for tasks FHI and FS1 respectively,
but following a MUSHRA design and only for the few best-
performing systems obtained in Tests 1.a and 4.a respectively.
The procedure to identify those systems is described in sec-
tion 4.5.3. Five systems were evaluated in Test 2: ground truth
A, benchmark BF, and systems from three participants. Six sys-
tems were evaluated in Test 5: ground truth A, benchmark BF,
and systems from four participants.

Test 3 measured intelligibility for task FH1 using the
INTFH1 test set. (There was no evaluation of intelligibility for
FS1.) Test 3 measured Word Error Rate in a transcription task
of SUS stimuli (section a), and Pronunciation Accuracy of ho-
mographs with an ABX task (section b). 20 systems were eval-
uated in Test 3: benchmarks BF and BT, and systems from 18
participants. (We do not have ground truth recordings of the
INT gy test set.)

4.4.2. Design

Following [24], test sections 1.a, 1.b, 3.a, 3.b, 4.a and 4.b were
divided into experimental blocks that were each assigned to a
different listener group. The number of experimental blocks
and sentences to be evaluated was determined by the total num-
ber of systems under evaluation denoted by n in the following:
n = 21 for Sections 1.aand 1.b ; n = 20 for Section 3.a and 3.b
; and n = 17 for Sections 4.a and 4.b. System orderings within
blocks were systematically varied by using a Latin Square de-
sign. For test sections 1.a, 1.b, 4.a and 4.b (resp. 3.a):
* One experimental block consisted in the presentation of two
different sentences (resp. one sentence) per system for a total
of 2n (resp. n) sentences, so that all the sentences and all the



Table 2: The five listening tests introduced in Section 4.4.1, their design as described in Section 4.4.2 and their approximate median
duration per subject as reported by Prolific. “sent.” stands for sentence, and system orderings within blocks were systematically
varied by using a Latin Square design to ensure that all sentences and systems combinations were eventually rated for each test.

Complementary information on test participants is provided in Table 3.

Test Task Dimension Design # systems #sent. Implementation Duration
la FH1 Quality Mean Opinion Score 42 2 sent. per system X 21 blocks .

1.b FH1 Similarity Mean Opinion Score 21 (A +BF +BF + 18 systems) 42 2 sent. per system X 21 blocks 20 min

2 FH1 Quality MUSHRA 5 (A +BF + 3 best systems in 1.a.) 20 5 systems per sent. 27 min
3.a FH1 Intelligibility =~ Transcription (SUS) 20 1 sent. per system X 20 blocks .
3b  FHI  Intelligibility ~ABX (Homographs) 20 (BF +BF + 18 systems) 7 36 pairs of homo. x 20 blocks 22 ™11
4.a FS1 Quality Mean Opinion Score 34 2 sent. per system X 17 blocks .
4.b FS1 Similarity Mean Opinion Score 17 (A +BF + BF + 14 systems) 34 2 sent. per system X 17 blocks 13 min

5 FS1 Quality MUSHRA 6 (A + BF + 4 best systems in 4.a.) 20 6 systems per sent. 30 min

systems under evaluation were heard within one block.

* n experimental blocks with a circular permutation of systems
ensured that all sentences and systems combinations were
eventually rated by the n groups of listeners

For Test section 3.b, the test set comprised 36 pairs of ho-
mographs, each included in three different context utterances,
for a total of 72 x 3 = 216 stimuli. We designed 3 versions of
Test section 3.b, one for each context utterance. In each version,
each pair of homographs is therefore presented in one context,
and the combinations of homographs and systems are again di-
vided into n experimental blocks following a Latin square de-
sign (n = 20):

* One experimental block consisted in the presentation of 72
sentences (the 36 pairs of homographs), with a rotation of the
n systems for each sentence.

* n experimental blocks with a circular permutation of systems
ensured that all sentences and systems combinations were
eventually rated by the n groups of listeners

For Test 3, we ran a first round of tests with n groups of
listeners performing Section 3.a and the first version of Section
3.b. Then, in a second round, n groups of different listeners
performed Section 3.a and the second version of Section 3.b.
Due to a lack of time, only Versions 1 and 2 were evaluated in
the current results.

Tests 2 and 5 adopted a simpler design since for each sen-
tence, all systems were evaluated at once, comparatively. 20
sentences were selected for each test and all listeners performed
the same test.

4.4.3. Materials

Tests 1 and 4 used sentences from the MOSgy; and MOSkgs;
test sets for tasks FH1 and FS1, respectively. For each test, we
selected the 4n sentences that maximised the objective distance
dispersion between the systems (see section 4.3). Half were
assigned to the speech quality evaluation (Section a) and the 2n
others to the speaker similarity evaluation (Section b).

Once the systems that obtained the best speech quality
MOS were selected (see details in Section 4.5.3), the 20 sen-
tences from Section 1.a (resp. section 4.a) that maximised the
objective distance dispersion between the selected systems were
kept for Test 2 (resp. 5). Therefore, sentences for the MUSHRA
quality tests are subsets of those from the MOS quality tests.

For Test section 3.a, a subset of the 20 SUS sentences from
the INTgH; test set that maximised the objective distance dis-

Table 3: Number of listeners per recruitment type (Prolific and
Volunteers) for each test. The number of retained listeners after
screening over the total number of completed tests is indicated.

Test Prolific Volunteers Total

la 322/324 391739 361/363 (99%)
1.b 316 /317 32/32 348 /349 (99%)

2 30743 17/20 47/63 (75%)

3a 228 /228 / 228 /228  (100%)
3b 218/218 / 218/218  (100%)

4.a 2571260 251725 282 /285 (99%)
4.b 255/258 31/31 286 /289 (99%)

5 30/46 17718 47/ 64 (73%)

persion between systems were used for evaluation.

For Test section 3.b, the full list of homographs to synthe-
sise included three versions of each pair of homographs, and
was split in three test versions for the evaluation, each contain-
ing one unique pair of each homograph. Only two of the test
versions were evaluated.

Overall, only a relatively small subset of the test sets were
actually used in the listening tests, leaving a large amount of
synthetic speech material available to use in future listening
tests. The detailed listening test results are distributed via the
Blizzard Challenge archive in a package also including all sub-
mitted synthetic speech (Table 1).

4.4.4. Implementation

All tests were implemented with the Web Audio Evaluation
Tool [25] and full details of the tasks and instructions given to
participants are provided in Appendix 9.2. For all tests, the lis-
teners were required to fill in one questionnaire at the beginning
to provide information about themselves, and one questionnaire
at the end to provide feedback on the test. Responses to these
questionnaires are summarised in Tables 7 to 21.

4.4.5. Listeners

Similarly to previous years, listeners were recruited via the two

following methods:

* Paid listeners via the crowdsourcing Prolific platform (see
Table 1). Inclusion criteria were: self-certified French native
speakers from any country of origin ; no self-reported hearing



problems. Participants were instructed to wear earphones or
headphones for the test. All the test instructions for this group
of listeners were given in French (see Appendix 9.2).

All five tests were independently submitted to Prolific: listen-
ers could participate in several tests but not in several experi-
mental blocks of the same test. For each experimental block,
we recruited a minimum of 15 listeners for Tests 1 and 4 ; 30
listeners for Tests 2 and 5 ; 10 listeners for Test 3.a ; and four
listeners for Test 3.b. The overall number of completed tests
is given in Table 3. Listeners were compensated at a rate of
10£/ hour, with an estimated completion time of 24 min for
Tests 1, 3 and 4 ; and 30 min for Tests 2 and 5. The actual
median completion time is reported for each test in Table 2.

* Online volunteers via mailing lists. Inclusion criterion was:
no self-reported hearing problems. Participants were re-
quired to wear earphones or headphones for the test. All the
test instructions for this group of listeners were given in En-
glish (see Appendix 9.2).

Since Test 3 required French proficiency which was not an
inclusion criterion for this group of participants, only Tests
1, 2, 4 and 5 were submitted to volunteers as four indepen-
dent URLSs. Because some participants dropped the test, and
they chose freely among the four URLs, we didn’t control
the number of online volunteers per experimental block, for
each test. The overall number of completed tests is given in
Table 3.

Following previous challenges, the organisers asked partic-
ipating teams to help recruit volunteer listeners. Yet, the listen-
ing test completion rate by Blizzard participants is low, since
participating teams reported a total of 85 team members and
less than 40 online volunteers self-reported as speech experts for
each test. One reason could be the shorter time frame given to
online volunteers this year for listening test completion: Three
weeks for Tests 1 and 4 ; One week for Tests 2 and 5.

We screened participants for Tests 1, 2, 4 and 5. For Tests
1 and 4 (MOS), we removed listeners that used only two or
fewer levels from the S5-point scale across the whole test. Few
listeners were in this case (between 1 and 3 for each test) and we
did not run new experiments to replace the excluded listeners.
For Tests 2 and 5 (MUSHRA), we removed listeners that rated
the hidden natural speech reference high anchor less than 80 on
average over the whole test. This removed about a quarter of
the participants recruited via Prolific. Therefore we increased
the number of listeners to attain 30 participants for each test
after screening. The number of participants after screening over
the total number of completed tests are reported in Table 3.

4.5. Analysis methodology
4.5.1. Score computation

For Tests 1, 4 (MOS), 2 and 5 (MUSHRA), we analysed the
raw scores given by listeners. For Test section 3.a (intelligibil-
ity on SUS), Word Error Rate (WER) was calculated for each
transcription. We allowed certain spelling variations in listener
responses. In particular, homonyms were accepted, as listed in
the results package provided on the Challenge archive (Table 1).

Compared to MOS and MUSHRA which are subjective
judgements, Test section 3.b has an objective answer: whether
the pronunciation of the homograph in a given sentence/context
by a synthesiser is correct or incorrect. So in this test, listen-
ers can be seen as annotators. A minimum of 4 raters were
recruited per experimental block and we used the Fleiss’ kappa
test to obtain an inter-listener agreement value per block [26].

Table 4: Summary of statistical tests performed on the outcomes
of the five listening tests.

Test | 1,4 2,5 3.a 3.b
Score MOS MUSHRA  WER  Correct score
Data type Ordinal Proportion Binary
Statistical Ordinal- Beta- Logistic-
model regression with random effects
R function clmm glmmTMB glmer
R package ordinal glmmTMB lmed
Post-hoc Estimated Method from [28]
analysis marginal means
R function emmeans glht
R package emmeans mutlcomp

We increased the number of raters per block until we reached
at least a substantial agreement (0.6 on a [0-1] scale). Then,
for each sentence and each system, we selected the homograph
pronunciation that has been recognised by the majority of lis-
teners, and compared it to the expected pronunciation. In this
manner we obtained a binary correct/non-correct score for each
sentence and system.

4.5.2. Statistical analysis

Previous challenges adopted the statistical analysis presented
in [27]. In particular, when sufficient data was available, a
Wilcoxon’s signed rank test was applied between each pair of
systems given the factor levels under investigation (e.g., be-
tween each pair of systems for speech experts and native lis-
teners). There are two major drawbacks with this test:

* The high number of statistical tests that are performed artifi-
cially increases the chance of getting significant results. Of
course, Bonferroni correction can be applied to compensate
for this phenomenon, but this correction is too strong in a
sense that it conversely decreases the chance of getting sig-
nificant results.

¢ A Wilcoxon test compares pairs of distributions based on the
ranking of the samples from both distributions. In tests like
5-point scale MOS, where the samples can take only five dif-
ferent values, there is a dramatic number of ties in the ranking
of the samples, which limits the power of this statistical test.

For those reasons, we introduced a new statistical method
composed of the following steps:

1) Selection of the factors under investigation: Our two main
factors of interest are the listener_type (three levels, SE:
speech experts (who self-identified as such), that were re-
cruited either via Prolific or as online volunteers ; SP: paid
participants (all native speakers of French), who took the test
on Prolific and did not self-report as a speech expert ; and SR:
volunteers, who took the test as online volunteers and did not
self-report as a speech expert) and the is_native factor (two
levels, native and non-native: listeners who self-identified
as native (resp. non-native) speakers of French). The number
of listeners for each factor and each test is given in Tables 7
and 8, respectively.

For each listening test, we first check the contingency table
of the listener_type and is_native factors. If the table is full
(i.e., there were listeners for all combinations of factor lev-
els), we perform the statistical analysis on both factors. If the
table is not full (i.e., there were missing listeners for some
combinations of factor levels), we group or remove factors



until we obtain one full contingency table. One example of
a grouping is the consideration of the speech_expert factor
with 2 levels (SE: speech experts ; and N-SE = SP + SR:
non-speech experts).

2) Descriptive Statistics: As in previous challenges, for each
identified combination of factors, we output a descriptive
statistics list that includes: median, median absolute devi-
ation, mean, standard deviation, the number of data points
used in the calculations, and the number of data points ex-
cluded due to missing data. Please note that all score distribu-
tions do NOT meet the normality requirements. For instance,
most tests are carried out on an ordinal scale. Therefore, the
mean and standard deviation values are not meaningful and
should not be reported. In practice, we only used the mean
value as a criterion to order the plots. The descriptive statis-
tics for all tests are available in the results package.

3) Statistical models: For each test and identified combination
of factors, we fit a statistical model whose type depends on
the type of data (see Table 4). All statistical models also in-
clude the sentence and listener_ID as random factors.

4) Assessing the significance of factors: For each statistical
model, the effect of individual factors and their interactions
are tested by removing them one by one from the full statis-
tical model, and assessing if the removal of each factor has a
significant impact on the model. We start with random fac-
tors, then with the interactions between factors, and only if
the latter were non-significant, we try to remove the factors
involved in those interactions. A likelihood ratio test (anova
function of R software) is used to assess the significance of
each factor or interaction removal (p < 0.01).

5) Multiple comparisons: Once the statistical model is simpli-
fied, we perform multiple comparisons between levels of the
remaining significant factors. The appropriate post-hoc anal-
ysis method depends on the data type (see Table 4).

For the sake of comparison with previous challenge editions,
we sometimes also report pairwise comparisons of systems
with Wilcoxon’s signed rank test using Bonferroni correc-
tion. In all cases, like in previous challenges, the multiple
comparison output is presented in this paper as binary im-
ages where black squares indicate that two systems are signif-
icantly different (p < 0.01) given some factor levels. Statis-
tics and p-values for each pairwise comparison are provided
in the results package.

4.5.3. Identification of the systems for the MUSHRA tests

To refine the speech quality evaluation obtained with MOS, we
submitted the systems with the best quality MOS to a MUSHRA
test. To select the systems, we used the following method:

* On the MOS quality data, we fit a statistical model with the
effect of system only, and compute multiple comparisons be-
tween systems, leading to a matrix of statistic values with an
element for each pair of systems.

¢ We use the matrix of statistic values as a distance matrix to
perform a hierarchical clustering of the systems. The latter
can be represented as a tree (see Fig. 1 and 2), and allows us
to cluster models that are given similar scores

To choose the number of clusters, our criteria is to get between
3 to 5 models in the cluster that includes the models with the
highest MOS quality scores. We used 5 clusters for both FH1
and FS1. All the models in the cluster with the highest MOS
quality scores were submitted to the MUSHRA test along with

Table 5: Significance of the different factors and their interac-
tions involved in Tests 1, 2, 4 and 5, according to the statistical
models listed in Table 4, (p < 0.01). A dark background indi-
cates when factors are not included in the model.
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the ground truth and the BF benchmark (a total of five models
for FH1 and six models for FS1).

5. Results

Results of speech quality and speaker similarity evaluations
(Tests 1, 2, 4 and 5) are analysed with respect to several fac-
tors listed in Section 4.5.2, and the significance of each factor
and their interactions calculated with the appropriate statistical
model (see Table 4) are summarised in Table 5. The significant
impact of the system factor trivially shows that the submitted
systems provide significantly different perceived outputs, which
will be discussed in Section 5.1. The significance of the random
sentence and listener_ID factors shows that for all tests, these
factors explain a significant part of the variance in the results.

One important result is the significance of the speech_expert
factor for all tests. This means that speech experts SE evalu-
ated speech synthesis differently than non-speech experts N-SE.
Moreover, this difference in behaviour also affects the relative
ordering of systems for the MUSHRA Tests 2 and 5, given
the significant interaction between the speech_expert and sys-
tem factors for these tests. These results are further discussed
in Section 5.2, but already demonstrate the importance of the
listener’s profile on the evaluation scores, especially in fine-
grained tests such as MUSHRA. Inversely, the distinction be-
tween paid listeners SP and volunteers SR among non-speech
experts is only significant for MOS tests on task FH1 (1.a and
1.b), given the significance of the listener_type factor. Similarly
to the speech_expert factor, the is_native factor has a significant
effect on most tests, showing that native listeners judged speech
synthesis differently than non-native listeners. This had an ef-
fect on the relative ordering of the systems for Tests 1.a, 1.b, 5
and 4.b.

The remainder of this summary is organised as follows,
Section 5.1 presents the listening test results per system, as in
previous challenges. Then, Section 5.2 presents a further analy-
sis of the results, by introducing the effects of the listener_type,
speech_expert, and is_native factors. Section 5.3 summarises
feedback we received from listeners. All results are presented
using standard boxplots, except for the pronunciation accuracy
(barplots). For mean opinion scores, the distribution of scores
in the form of a stacked barplot is also reported, as it allows to
better visualise the proportion of each score a system has been
given. For each test, systems are presented in descending order
of the average score calculated from the responses of all listen-



ers combined. Note that this ordering is intended only to make
the plots more readable and cannot be interpreted as a ranking.
In other words, the ordering does not tell us which systems are
significantly better than others. By contrast, pairwise signifi-
cance between systems is systematically reported as binary ma-
trices, where a solid black box indicates a significant difference
between the scores given to two systems (p < 0.01).

5.1. Global results, effect of the system only
5.1.1. FHI - Quality

Figure 1 summarises all the results of the speech quality evalu-
ation for task FH1. This year, two systems (F and I) were given
scores that are not statistically different from natural speech (A).
More generally, the hierarchical clustering (top-right of Fig. 1a)
calculated from the multiple comparisons (Fig. 1b, left) high-
lights five groups:

1. The best rated systems include A, F, I, and O, O being not
significantly different than F and I but significantly different
from the natural voice A.

2. A second group includes M, P, Q, T, J, E, S and H that all
received a median MOS of 4.

3. A third group includes D, C, K and L which received a me-
dian MOS of 3.

4. The fourth group includes R, N, and G, which also received
a median MOS of 3 but with a higher dispersion.

5. The two benchmarks BF and BT are in the last group with a
median MOS of 2. Thus all systems were judged significantly
better than the benchmarks.

The systems of the first group (A, F, I, O) were subsequently
submitted to a MUSHRA test for finer evaluation, along with
the best benchmark system (BF), and results are shown in the
bottom of Fig. 1. Interestingly, all systems were judged signifi-
cantly different from natural speech. Moreover, System F which
was not significantly different from I and O in the MOS test was
judged significantly better than I and O in the MUSHRA test.
The difference between I and O remains non-significant. To
conclude, the MUSHRA test highlights the limits of the MOS
test, which when including a large number of systems to rate
does not finely discriminate between them. Conversely, the
MUSHRA test allows a finer distinction between systems, but
is limited in the number of systems that can be included in the
test. Very importantly, what these results demonstrate is that if
a MOS test does not show any significant differences between
synthetic speech and natural speech, one should NOT conclude
that the synthetic speech is ‘as good as’ or ‘indistinguishable
from’ natural speech in general. Fine-grained comparisons be-
tween the systems such as MUSHRA (or other types of tests
that focus on specific speech features) can highlight differences
that a global MOS evaluation cannot.

5.1.2. FSI - Quality

Figure 2 summarises all the results of the speech quality evalu-
ation for task FS1. Recall that compared to FH1, only 2 hours
of speech from the target speaker was provided in FS1. Firstly,
the global range of scores got for this task is comparable if not
slightly better than in FH1. We again grouped the systems that
were given similar scores in clusters (top-right of Fig. 2a). The
systems of the first group are again A, F, and O (I did not sub-
mit an entry for FS1), and F and O are not significantly different
from natural speech. The second group with a median MOS of
4 includes L, Q, H, J, P, and T and the third group includes E and

S that were given fewer scores of 5 than the systems in Group
2. The fourth group includes G, R, N, K and the benchmark
system BF with median MOS between 2 and 3. BT is in the
fifth group. Compared to FH1 task, System L was given much
higher scores, while System K was given lower scores. Also BF
became not statistically different from the systems in the fourth
group. All other systems were given approximately a similar
ranking and similar scores as in FH1. This shows that overall,
the task of fine-tuning a TTS system on 2 hours of speech is
performing well, and future challenges could reduce the size of
the training data for the target speaker.

Since there were only two systems in the first group, we also
included the two best systems of the second group according to
the hierarchical clustering to a MUSHRA test for finer evalu-
ation, along with the best benchmark system (BF), and the re-
sults are shown in the bottom of Fig. 2. Again, all systems were
judged significantly different from natural speech, and System
F which was not significantly different from O in the MOS
test was judged significantly better than all the other systems
in the MUSHRA test. Inversely, L and O were given signifi-
cantly different MOS, but not significantly different MUSHRA
scores. Q was rated significantly lower than all participants’
systems. Other striking results are the lowest scores of the sys-
tems with a highest range of variation in the MUSHRA test
compared to MOS. For instance, 90% of the MOS were 4 and
5 for System O (bottom-right of Fig. 2a) (last quarter of the 1-5
scale), while 50% of the MUSHRA scores where between 50%
and 80% of the MUSHRA scale (Fig. 2c). This again demon-
strates that MUSHRA allows participant to better discriminate
between systems, and that MOS tests are not sufficient for fine-
grained evaluation of speech synthesis.

5.1.3. FHI and FS1 - Similarity

Figure 3 (resp. 4) summarises all the results of the speaker sim-
ilarity evaluation for task FH1 (resp. FS1). One first surprising
result is that for task FH1, Systems F, M, Q, J, and P are not sta-
tistically different from natural speech, with F and M that were
given higher similarity scores than A. For task FS1, Systems
Q, F, J and L were judged statistically closer to the reference
speaker than the natural speech itself which got a median score
of 4 (Probably the same person).

A probable reason for these results, that was reported by
some listeners as well as some participants to the challenge,
is that the four reference signals given in both tests sounded
different from each other, although they belonged to the same
speaker. This is because we selected samples that sounded the
most different so the reference samples were representative of
the speaker’s voice range in the training data. The reported
difficulty of the task to judge similarity of synthetic samples
with such varied references is reflected in the low overall scores
given for the task FH1: score 5 (Exactly the same person) was
rarely given to both synthetic and natural speech.

Therefore, this raises the question of defining speaker sim-
ilarity: do we want to assess the similarity between synthetic
speech and references which are in the centre of the distribution
of the speaker’s voice range of variation, to which the syntheses
might be close, but that is not representative of the speaker’s
full voice range? Or should we provide references that are rep-
resentative of the speaker’s full voice range, with wide timbre
variations, and see how the synthesis can match the speaker’s
voice variability? In this evaluation, we chose the second op-
tion which, in our opinion, is more representative of an ecolog-
ical speaker recognition task, but this raises a second question:



can we ask listeners who have never heard the voice of the refer-
ence speaker before if a sound sample could come from his/her
voice?

The low scores given to natural speech in both tasks sug-
gest that listeners couldn’t create a mental representation of the
speaker’s full voice range given the few reference samples that
they heard. We further tested this hypothesis on task FS1 by
recruiting eight listeners who were familiar with the speaker’s
voice (family and friends). They reported hearing the speaker’s
voice either daily (one listener), weekly (two listeners), monthly
(three listeners) or annually (two listeners), and their speaker
similarity results are reported in Fig. 4c. Due to the low number
of listeners, we did not perform any statistical analysis on this
data. Nevertheless, we can observe that in this case, the natu-
ral voice was given a score 5 (Exactly the same person) more
than 70% of the time. Only System F was given similar scores,
that correlates well with its high score on speech quality. This
innovative experiment demonstrates that:

* Only listeners that are familiar with the speaker’s voice are
able to correctly perform the speaker similarity task on the
ground truth signal when the test references have a wide
range of variation, representative of the speaker’s voice.

» Listeners that are not familiar with the speaker’s voice may
only be able to perform a speaker similarity task where the
reference given is in the centre of the distribution of the
speaker’s voice range of variation. Although this task is com-
monly performed in speech synthesis evaluations, this puts
into question the validity of such a task, that is non-ecological
and non-representative of the full speaker’s voice range.

5.1.4. FHI - Intelligibility (SUS)

Figure 5 summarises the results of the SUS intelligibility task.
Note that 10 systems (J, F, P, O, Q, H, I, M, S, E) obtained
a WER median of 0, meaning that at least half of the 20 sen-
tences they synthesised were error-free. Results from these sys-
tems were not significantly different from each other. Systems
N, C, T, BF, BT, K, R, and D got a median of approximately
15% which corresponds to approximately 1 erroneous word per
sentence, since there were seven words per SUS on average.
Overall, only 6 systems were significantly different from the
two benchmarks: J, F, P, O, Q were significantly better, and G
was significantly lower. The excellent score for almost all sys-
tems demonstrates that SUS synthesis is globally well handled
by most systems, and that this test might have reached its limit
to make a distinction between the global intelligibility of speech
synthesis across systems.

5.1.5. FHI - Intelligibility (Homographs)

If speech synthesis is becoming excellent when evaluated glob-
ally, the evaluation of the intelligibility of homographs is an
attempt to specifically target the evaluation of synthesis on the
low percentage of error that remains in the global evaluation.
Figure 6 summarises the results of the homographs intelligibil-
ity task. Note that 50% accuracy corresponds to the case where
both homographs of a pair are pronounced similarly (one is al-
ways right, the other is always wrong). Hence it is in practice
the worst score that can be obtained globally. The right part
of Fig. 6 shows the pronunciation accuracy per homograph and
system, with one element of each of the 36 homograph pairs
presented in alphabetical order from left to right, followed by
their respective counterparts on the second side of the plot, also
from left to right. This representation highlights a similar be-

haviour of the systems with the lowest pronunciation accuracy
(I, BT, R,E, K, P, L, C, BF, S, N) and that are globally not sig-
nificant from each other. They systematically tend to favour one
pronunciation for each pair, reaching almost 100% accuracy on
the left side of the plot (one element of each pair) vs. close to
0% accuracy on the right side of the plot (the second element of
each pair). Inversely, the best rated systems that are also not sig-
nificant between each other (J, M, Q, H, G, T) manage to handle
both pronunciations. Interestingly, we can observe a step in per-
formance between systems D and O which correlates well with
the use of a Large Language Model [29] by the text encoder.
Systems O, F, T, G, H, Q, M and J used one for letter-to-sound
mapping while the other systems did not.

5.2. Results per factor

This section aims at exploring further the effects of the lis-
tener_type, speech_expert and is_native factors on the results.
Although all plots are provided, only a few are described here,
with the aim to initiate discussions.

5.2.1. Effect of listener_type

The listener_type factor only has an effect on MOS evaluations
of task FH1 (Tests 1.a and 1.b, see Table 5), and Figure 7
(resp. 8) summarises all the results of the speech quality (resp.
speaker similarity) evaluation for task FH1, per listener_type.
First, looking at Fig. 7b and 8b, we can see that a low num-
ber of listeners for SE and SR reduces the significance between
systems, with the Wilcoxon pairwise test providing less signif-
icant differences than the multiple comparison. Looking at the
scores, we can observe different rating strategies by the three
groups of participants (SE, SP and SR). For instance, system E
was given better quality MOS by SE and SR compared to SP.
For SR, only the quality MOS scores of Systems R, N, G and
the two benchmarks were significantly worse than those of the
other systems. Regarding speaker similarity, SE gave higher
scores than SP suggesting that speech experts could be better
at recognising a reference speaker with a high variance in the
presented samples than non-speech experts. The system order-
ing by SR is quite different than SP and SE, although the small
number of participants in SR could be responsible of the high
dispersion in the results.

5.2.2. Effect of speech_expert and is_native

Figures 9 and 10 display the MUSHRA scores per
speech_expert and is_native factors for tasks FH1 and FS1, re-
spectively. Table 5 shows that there are significant interactions
between the speech_expert and system factors for both FH1 and
FS1 tasks, i.e. the speech experts SE and non-experts N-SE
gave different scores to systems. Indeed, we can observe on
Figures 9a and 10a that synthetic systems were given better
scores by SE than N-SE, relatively to the ground truth (A) and
the baseline (BF). Note that this difference does not affect the
significance of the differences between systems, as shown by
the identical binary images for SE and N-SE in both Figures 9¢
and 10c.

The is_native factor does not significantly impact the
MUSHRA scores of task FH1 (see Table 5) and results of
Fig. 9b are given indicatively. Although the latter displays
large differences between native and non-native listeners, the
non-significance of these differences might come from the low
number of non-native listeners. Inversely, there is a signif-
icant interaction between the is_native and system factors on



the MUSHRA scores of task FS1 (see Table 5), illustrated on
Fig. 10b. First, we observe that non-native listeners gave higher
scores to the synthetic systems, relatively to the ground truth
(A) and the baseline (BF). It suggests that understanding the
language leads to a more severe judgement of the global qual-
ity. Moreover, pairwise differences between system showed in
Fig. 10d indicate that non-native listeners perceived less signif-
icant differences between systems than native listeners.

The results per speech_expert and is_native factors for qual-
ity MOS on tasks FH1 and FS1, and similarity MOS on tasks
FH1 and FS1 are presented in Figures 11, 12, 13 and 14, re-
spectively. We observe similar behaviours as for the MUSHRA
scores:

e The speech_expert factor has a significant but small effect on
the results, with slightly better scores given by SE, but similar
pairwise differences between systems for SE and N-SE.

» The is_native factor has a significant and important effect on
the results, with lower scores given by non-native listeners,
and much less pairwise differences perceived by non-native
listeners compared to native listeners.

Overall, we demonstrated in this section that systems were
judged differently according to the listener_type, speech_expert
and is_native factors, the latter having the largest effect on the
results. Therefore, this emphasises that great care must be taken
in selecting listeners for perceptive tests, giving preference to
native listeners of the synthesised language, even for global
speech quality and speaker similarity evaluation.

5.3. Listeners feedback

On completing the evaluation, listeners were given the oppor-
tunity to tell us what they thought through an online feedback
form. Feedback forms included many detailed comments and
suggestions from all listener types. Listener information and
feedback are summarised in Tables 7 to 21. Notably, Table 20
reports appreciations of task difficulty: as expected, similarity
ratings (1.b and 4.b) and transcription of SUS (3.a) are judged
rather difficult. Compilation of free answers in Table 21 con-
firms that similarity ratings face the problem of the comparison
between varied references (several listeners even reported hear-
ing different speakers) and more limited variations of synthetic
renderings.

6. Conclusions

This year’s challenge evaluates the synthesis of isolated sen-
tences generated from read speech (audiobooks or extract of
parliament) on two tasks. The Hub (resp. Spoke) task was to
generate a voice from a 51-hour (resp. 2-hour) single female
speaker dataset. 18 (resp. 14) text-to-speech synthesis systems
were evaluated on the Hub (resp. Spoke) task. All systems used
a deep neural network encoder-decoder architecture. 11 sys-
tems followed a FastSpeech-like or a non-attentive Tacotron-
like design, and seven adopted a variational auto-encoder con-
ditioned by text design. 15 systems used GANs for the train-
ing of the waveform generation process. Evaluation focused on
speech quality (global and fine-grained), speaker similarity, and
intelligibility (global and fine-grained).

Evaluation of speech quality demonstrated that if the best
synthesis output are still perceived with lower quality than nat-
ural speech in fine-grained evaluation (MUSHRA with the sys-
tems obtaining the best MOS), some systems generate speech
that is almost indistinguishable from natural speech in a global

MOS evaluation. The validity of the evaluation protocol for
speaker similarity have been lengthily discussed in this paper.
Yet, it showed that best generated speech samples are often per-
ceived as exactly the same person as natural speech. This has
been observed from both Hub and Spoke tasks. Therefore, fu-
ture Blizzard Challenges can safely introduce more challenging
tasks for speaker adaptation with fewer training data, such as
synthesis from a few minutes dataset or even zero-shot synthe-
sis. Finally, evaluation of intelligibility on SUS has demon-
strated excellent results with median error rates of O for half of
the systems. Finer evaluation of homographs displayed less suc-
cessful results, but the use of large language models is promis-
ing as it allowed some systems to reach more than 80% accuracy
on the task.

Overall, this challenge has demonstrated that current archi-
tectures are now becoming very competitive for the synthesis
of high-quality isolated sentences in terms of speech quality,
speaker similarity and intelligibility. The evaluation of speech
synthesis in context (cf. example of applications in Table 1
in [20]) that has already been discussed and sometimes per-
formed in the most recent literature could be introduced in fu-
ture Blizzard Challenge editions, has it will certainly receive
some of the broadest attention in the years to come.
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9.1. Summary of submitted systems

9. Appendices

Table 6: The participating systems and their short names. The first three rows are the benchmarks and correspond to the system identifiers A, BF and BT in that order. The remaining rows

are in alphabetical order according to the s

tems’ short names and not the systems’ identifiers. The method descriptions are summarised based on the questionnaires and the workshop

papers from participants. When the vocoder is between parentheses, it has been trained end-to-end with the acoustic model. L2S and LLM stand for Letter-to-Sound module and Large
Language Models, respectively.

Short name Team L2S Prosody control (inference) Acoustic model Vocoder LLM

A (reference) Natural speech from the same speaker as the corpus

BF FastSpeech benchmark eSpeak Variance predictors from text FastSpeech2 HiFi-GAN

BT Tacotron benchmark / / Tacotron2 HiFi-GAN

10AI (Xpress) Beijing Yiling Intelligence Technology Co., Ltd. / Prosody predictor (Flow) from text Flow-VAE BigVGAN

AudioLabs International Audio Laboratories Erlangen Lexicons + eSpeak Variance predictors from text ForwardTacotron / FastTacotron StyleMel GAN

BIGAI Beijing Institute of General Artificial Intelligence eSpeak + pBART Prosody predictor (Flow) from text VITS (HiFi-GAN)

CASIA Speech (VIBVG)  Institute of Automation, Chinese Academy of Sciences ~ eSpeak Prosody predictor (Flow) from text VITS (BigVGAN)

DeepZen DeepZen Ltd. Lexicons + FlauBERT (POS) Prosody predictor (GST/LST) from FlauBERT Non-attentive Tacotron HiFi-GAN-based v

FireRedTTS Xiaohongshu Inc. Lexicons + CamemBERT (POS, DEP) Prosody predictor (RNN) from text Non-Attentive Tacotron HiFi++ v

Rhythmic rules predictor from POS, NER, DEP

Fruit shell 2023 University of Chinese Academy of Sciences eSpeak Prosody predictor (Flow) from text VITS (HiFi-GAN)

GIPSA-lab Univ. Grenoble Alpes, CNRS, Grenoble INP, France Phonetic prediction task in encoder Variance predictors from text FastSpeech2-based WaveGlow

Idiap Idiap Research Institute, Martigny, Switzerland eSpeak + CamemBERT (POS) Variance predictors from text Diffusion Transformer FastDiff v

IMS (Toucan) Institute for Natural Language Processing eSpeak + CamemBERT (POS) Prosody predictor (GST) as input FastSpeech2-based with conformers ~ BigVGAN '
University of Stuttgart, Germany Variance predictors from text+GST

TOA-ThinkIT Institute of Acoustics, Chinese Academy of Sciences Own L2S + BERT (word embedding) Prosody predictor (H-VAE) from text Hierarchical VAE v

La Forge Ubisoft eSpeak + CamemBERT (POS) Prosody predictor (VAE) from text VAE-Tacotron HiFi-GAN v

LIUM-TTS Laboratoire d’Informatique Data-driven L2S Variance predictors from text FastSpeech2 (TTS) + ‘WaveGlow
Le Mans Université (LTUM) ‘WavLM-Tacotron2 (VC)

MuLanTTS Microsoft Own L2S + BERT (liaisons Prosody predictor (GST) from text FastSpeech2-based with conformers ~ HiFi-GAN v

and homographs) Variance predictors from text

Samsung TTS Samsung Electronics HQ and CART + CamemBERT (breaks, liaisons, ~ Prosody predictor (GST/VAE) from FastSpeech2-based with conformers ~ HiFi-GAN v
Samsung Research China, Beijing POS) + ChatGPT (some homographs) text + CamemBERT + Speech type

SCUT SCSE South China University of Technology eSpeak Prosody predictor (VQ-VAE) from FlauBERT FastSpeech2-based HiFi-GAN v

Variance predictors from text
TTS-Cube Adobe Systems, SCC Data-driven L2S Variance predictors from text + CamemBERT RNN-based (HiFi-GAN) v
Xiaomi-ASLP Xiaomi AI Lab and Audio Speech and eSpeak Prosody predictor (Flow) from text + GPT-3 VITS (HiFi-GAN) v

Language Processing Group (ASLP@NPU)
Northwestern Polytechnical University
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9.2. Instructions to the participants of the listening tests
9.2.1. MOS Quality

At the beginning of the section, listeners had to listen one sen-
tence synthesised by 10 different systems to get familiar with
the range of variation of the synthesis. This is to encourage lis-
teners to use the full rating scale. Then, for each panel, listeners
listened to one audio sample at a time and were asked to choose
a score from a scale, following the instruction:

Instruction (EN): Please evaluate the quality of the audio.
Instruction (FR): Veuillez évaluer la qualité de la synthese.

Scale (EN |FR):

1. Very Poor | Tres mauvaise
2 Poor Mauvaise

3. Fair Passable

4. Good Bonne

5 Excellent Excellente

The text content of the sentence was displayed on the screen.
Listeners had to listen to the audio sample entirely at least once
to be able to go to the next panel.

9.2.2. MOS Similarity

At the beginning of the section, and then every seven
stimuli, listeners had to listen four reference samples of
the original speaker. Then, for each panel, listeners lis-
tened to one audio sample at a time and were asked to
choose a score from a scale, following the instruction:

Instruction (EN): Please evaluate the similarity between the reference
speaker and the voice in the present audio.

Instruction (FR): Veuillez évaluer la similarité entre la locutrice de 1’extrait
audio présenté, et la locutrice de référence.

Scale (EN |FR):

Completely different person
Probably a different person
Similar

Probably the same person
Exactly the same person

Personne totalement différente
Personne probablement différente
Proche

Probablement la méme personne
Exactement la méme personne

VISR

During each stimuli evaluation, the four reference samples of
the original speaker were available to listen freely. The text
content of the sentence was NOT displayed on the screen. Lis-
teners had to listen to the audio sample entirely at least once to
be able to go to the next panel.

9.2.3. MUSHRA Quality

For each panel, listeners listened to one explicit reference
of the original speaker, and five (Test 2) or six (Test 5)
non-identified audio samples among which there were one
hidden reference (the same audio file than the explicit refer-
ence), one baseline, and three or four participants’ systems
presented in a random order. All audio samples of one panel
played the same sentence. Listeners were asked to rate the
non-identified audio samples on a continuous scale from 0
to 100, with the following instructions and graduations:
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Instructions (EN): Please evaluate the quality of speech synthesis:
1. Listen to the reference audio.
2. Listen to the other audio clips and rate them relative to one another using
the rating scales.
3. Once you rated all [5/6] audios, click on the sort button to place your
ratings in order.

4. Re-listen to the audios from worst to best (left to right) and refine your
ratings.

5. You may re-order, re-listen and refine your ratings as many times as you
like.

It is required to perform steps 1 to 4 to go to the next audio sample.

Instructions (FR): Veuillez évaluer la qualité de la syntheése de parole :
1. Ecoutez I’audio de référence.
2. Ecoutez les autres extraits audio et notez-les relativement aux autres en
utilisant toute 1’échelle de notation.
3. Une fois notés, cliquez sur “Ordonner” pour ordonner les extraits audios
dans 1’ordre croissant des notes que vous leurs avez attribuées.
4. Réécoutez chaque extrait dans I’ordre (de gauche a droite) et affinez votre
jugement.
5. Vous pouvez réordonner les extraits, les réécouter et ajuster leurs notes
autant de fois que vous le souhaitez.
Il est nécessaire de suivre les étapes 1-4 pour pouvoir passer a I’extrait
suivant.

Scale:
0: Very poor | Trés mauvais
25: Poor Mauvais
50: Fair Passable
75: Good Bon
100: Excellent Excellent

As an indirect way to enforce these instructions, listeners had to
listen to the reference entirely at least once and to the samples to
rate entirely at least twice to be able to go to the next panel. The
text content of the sentence was NOT displayed on the screen.

9.2.4. SUS Intelligibility

For each panel, listeners listened to one audio sample (one ut-
terance) at a time and were asked to transcribe the words that
they heard according to the spelling rules of French, following
the instruction:

Instruction (FR): Transcrivez ci-dessous les mots entendus, selon les regles
orthographique du Frangais.

Listeners were allowed to listen to each sentence only once.

9.2.5. Homographs Intelligibility

For each panel, listeners listened to three audio samples. One
audio sample was the synthesis of an utterance that contained
a homograph. The text content of the sentence was displayed
on the screen and the homograph was written in capital letters.
The two other audio samples were the two versions of the homo-
graph as an isolated word, uttered by a reference speaker (one of
the authors of this paper, different from the voice to synthesise).
Listeners were asked to select the reference audio that corre-
sponded the best to the pronunciation of the homograph in the
synthesis, regardless of the correctness of the pronunciation:

Instruction (FR): Sélectionnez I’extrait audio (en cliquant sur A ou B)
dont la prononciation du mot ressemble le plus a celle du mot en majus-
cule dans la phrase a évaluer. Fondez votre réponse sur la prononciation du
mot uniquement, et indépendamment de la grammaire de la phrase.

Listeners had to listen to the three audio samples entirely at least
once to be able to go to the next panel.

9.3. Plots and questionnaires
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Figure 1: Speech quality results for FHI,
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by solid black boxes (p < 0.01)

with MOS (185t 1.a) and MUSHRA (Test 2) evaluations, per system.
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Spoke task (FS1) | Similarity assessment
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Hub task (FH1) | Intelligibility assessment | SUS
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Hub task (FH1) | Intelligibility assessment | Homographs

Pronunciation accuracy | All listeners (218 participants)
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(b) Significant differences in homograph pronunciation accuracy, indicated by solid black boxes (p < 0.01).

Figure 6: Homographs intelligibility results for FH1, with pronunciation accuracy evaluation (Test 3.b), per system and homographs.
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(b) Significant differences in speech quality MOS between systems and per listener_type, indicated by solid black boxes (p < 0.01). Top: with multiple
comparisons (Ordinal regression) ; Bottom: with pairwise comparisons (Wilcoxon)

Figure 7: Speech quality results for FHI, with MOS evaluation (Test 1.a), per system and listener_type.
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(a) Speaker similarity MOS (left) and their distributions (right) per system and listener_type (top to bottom).
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(b) Significant differences in speaker similarity MOS between systems and per listener_type, indicated by solid black boxes (p < 0.01). Top: with

multiple comparisons (Ordinal regression) ; Bottom: with pairwise comparisons (Wilcoxon)
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Figure 8: Speaker similarity results for FHI, with MOS evaluation (Test 1.b), per system and listener_type.
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(a) Speech quality MUSHRA scores, per system and speech_expert.
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(c) Significant differences in speech quality MUSHRA scores between sys-
tems, per speech_expert, indicated by solid black boxes (p < 0.01).
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(b) Speech quality MUSHRA scores, per system and is_native.

(d) Significant differences in speech quality MUSHRA scores between sys-
tems and per is_native are not reported here, since the is_native factor does
not have a significant impact (see Table 5).

Figure 9: Speech quality results for FHI, with MUSHRA evaluation (Test 2), per system, speech_expert and is_native.
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(c) Significant differences in speech quality MUSHRA scores between sys-
tems, per speech_expert, indicated by solid black boxes (p < 0.01).
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(d) Significant differences in speech quality MUSHRA scores between sys-
tems, per is_native, indicated by solid black boxes (p < 0.01).

Figure 10: Speech quality results for FS1, with MUSHRA evaluation (Test 5), per system, speech_expert and is_native.
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(a) Speech quality MOS per system, per is_native, per speech_expert and per speech_expert X is_native (left column) ; and given the three factors (second
column) along with their distributions (third column).
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(b) Significant differences in speech quality MOS between systems and o speech_expert X is_native, indicated by solid black boxes (p < 0.01).

Figure 11: Speech quality results for FHI, with MOS evaluation (Test 1.a), per system, speech_expert and is_native.
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(a) Speech quality MOS per system, per is_native, per speech_expert and per speech_expert X is_native (left column) ; and given the three factors (second
column) along with their distributions (third column).
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(b) Significant differences in speech quality MOS between systems and Y speech_expert X is_native, indicated by solid black boxes (p < 0.01).

Figure 12: Speech quality results for FS1, with MOS evaluation (Test 4.a), per system, speech_expert and is_native.
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(a) Speaker similarity MOS per system, per is_native, per speech_expert and per speech_expert X is_native (left column) ; and given the three factors
(second column) along with their distributions (third column).
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(b) Significant differences in speech similarity MOS between systems an?aer speech_expert X is_native, indicated by solid black boxes (p < 0.01).

Figure 13: Speaker similarity results for FHI, with MOS evaluation (Test 1.b), per system, speech_expert and is_native.
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(b) Significant differences in speaker similarity MOS between systems ang mer speech_expert X is_native, indicated by solid black boxes (p < 0.01).

Figure 14: Speaker similarity results for FS1, with MOS evaluation (Test 4.b), per system, speech_expert and is_native.



Table 7: Number of listeners per listener type for each test after
participant screening.

TestID | 1a 1b 4a 4b 2 S5 3a 3b
SE 39 37 30 31 18 18 11 10
SP 312 305 245 243 29 28 217 208
SR 10 6 7 12 0 1 0 0

Table 8: Number of self-reported native/non-native listeners for
each test after participant screening.

Test ID | Lta 1b 4a 4b 2 5 3a 3b

native 336 328 269 275 40 39 228 218
non-native 25 20 13 11 7 8 0 0

Table 9: Self-reported French (Fr.) dialect of listeners for each
test after participant screening.

Table 12: Self-reported age of listeners for each test after par-
ticipant screening.

Test ID ‘ la  1b 4a 4b 2 5 3a 3b
Under 20 3 3 1 1 0 0 1 1
20-29 155 146 124 123 23 20 106 97
30-39 129 126 96 9% 12 16 66 64
40-49 40 41 34 38 8 6 31 29
50-59 20 20 16 17 1 4 15 15
60-69 13 11 10 10 2 1 8 7
70-79 1 1 1 1 0 0 1 1
Unanswered 0 0 0 0 0 0 0 4

Table 13: Self-reported highest level of education of listeners
for each test after participant screening.

Test ID ‘ la  1b 4a 4b 2 5 3a 3b
Metropolitan 265 259 204 207 29 36 170 162
Quebecois 31 31 33 33 6 2 21 20
Belgian 15 14 10 11 1 2 11 9
West African 10 9 4 5 1 0 3 3
Central African 7 7 7 7 2 0 5 5
Swiss 5 5 3 3 0 0 6 4
Antillean 4 3 2 2 0 0 2 2
Maghrebi 3 2 4 4 0 1 1 0
Cajun / Acadian 2 2 2 2 0 0 2 2
Indian Ocean 1 1 2 2 2 1 5 5
Other 3 3 3 3 0 0 2 6
Not a Fr. speaker 15 12 8 7 6 5 0 0

Test ID | La 1b 4a 4b 2 5 3a 3b
High school 29 27 17 16 20 19
Some university 51 51 38 39 36 32

Bachelor’s Degree 89 87 71 71
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Master’s Degree 169 162 137

Doctorate 17 15 14 15 8
Other 6 6 5 5 4
Unanswered 0 0 0 0 0

Table 10: Self-reported French (Fr.) proficiency of listeners for
each test after participant screening.

Test ID
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Table 14: Self-reported Computer Science/Engineering experi-
ence of listeners for each test after participant screening.

Test ID ‘ la 1b 4a 4b 2 5 3a 3b
Yes 130 122 94 99 24 24 65 62
No 231 226 188 187 23 23 163 152

Unanswered 0 0 0 0 0 0 0 4

Table 15: Self-reported listening speech synthesis experience of
listeners for each test after participant screening.

b b TestID | 1a 1b 4a 4b 2 5 3a 3b

Nota Fr. speaker | 9 8 3 2 3 2 0 0 Daily 50 50 38 38 13 8 25 24
Beginner 4 4 2 2.2 2 0 0 Weekly 97 92 8 8 14 15 58 54
Intermediate 3 2 3 2 11 0 0 Monthly 83 78 57 60 6 10 49 45
Advanced >3 2000 Yearly 13 13 15 13 2 3 8 8
Fluent 4 3 4 4 0 1 0 0 Rarely 105 102 8 8 9 8 78 73
Native 336 328 269 275 40 39 228 218 Never 3 13 8 9 3 3 10 10
Unanswered 0 0 0 0 0 0 0 4

Table 11: Self-reported gender of listeners for each test after
participant screening.

Test ID | Lta 1b 4a 4b 2 5 3a 3b
Female 149 144 123 123 22 19 113 104
Male 203 195 155 159 24 28 113 108
Non binary 9 9 4 4 1 0 2 2

Unanswered 0 0 0 0 0 0 0 4

Table 16: Self-reported devices used by listeners for each test
after participant screening.

Test ID | La 1b 4a 4b 2 5 3a 3b
Headphones | 201 195 159 161 32 33 110 102
Earphones 160 153 123 125 15 14 118 112

Unanswered 0 0 0 0 0 0 0 4




Table 17: Self-reported browser used by listeners for each test

after participant screening.

Test ID ‘ la 1b 4a 4b 2 5 3a 3b
Chrome 219 215 169 169 30 21 129 124
Firefox 64 63 53 54 13 16 47 40
Safari 20 17 17 19 1 4 16 15
Edge 33 29 26 26 3 2 20 20
Opera 7 7 5 5 0 1 6 6
Other 18 17 12 13 0 3 10 9
Unanswered 0 0 0 0 0 0 0 4

Table 18: Self-reported Aurélie Derbier listening frequency of
listeners for each test after participant screening.

TestID | La 1b 4a 4b 2 5 3a 3b
Daily 0 0 0 1 0 0 0 0
Weekly 0 0 0 2 0 0 0 0
Monthly 0 0 0 3 0 0 0 0
Yearly 0 0 0 2 0 0 0 0
Never 361 348 282 278 47 47 228 218

Table 19: Self-reported environment of listeners for each test

after participant screening.

Test ID | a 1b 4a 4b 2 5 3a 3b
Calm the whole time 316 317 255 263 43 40 194 198
Calm most of the time 29 29 21 21 3 7 16 16
Sometimes calm, sometimes noisy 1 0 1 1 1 0 3 3
Noisy most of the time 0 0 1 1 0 0 1 1
Always noisy 0 0 0 0 0 0 0 0
Unanswered 15 1 4 0 0 0 14 0

Table 20: Listeners’ impression of the difficulty of each test after

participant screening.

Test ID ‘ la 1b 4a 4b 2 5 3a 3b

Easy 320 139 260 112 37 37 89 208

Difficult 26 208 18 174 10 10 125 10

Unanswered 15 1 4 0 0 0 14 0

Table 21: Listeners’ feedback on each test after participant

screening (from a compilation of free answers).
Test ID | a 1b 4a 4b 2 5 3a 3b
Positive feedback 136 77 127 94 15 16 40 100
Few differences perceived between stimuli 6 32 6 20 1 0 / /
Several reference speakers perceived 5 49 0 1 0 0 / /
Difficulty to find an evaluation criterion 18 6 5 3 3 3 / /
Low audio quality 6 9 9 17 0 0 2 0
Scale too wide 3 3 2 3 0 1 / /
Lack of sense of the utterances 0 0 0 0 0 0 39 0
Instructions unclear 0 0 0 0 0 0 0 13
Others 23 27 10 37 4 9 61 19
Unanswered 164 145 123 111 24 18 76 86
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