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ABSTRACT

In clinical practice, the modality of choice for lung diagno-
sis is usually computed tomography (CT), which exposes pa-
tients to ionizing radiations and could potentially affect pa-
tients’ health. Conversely, MR scan is considered safe and
non-invasive but seems challenging due to the low proton den-
sity of the lungs and respiratory artifacts. Recently, ultrashort
echo-time (UTE) MRI has been developed for lung assess-
ment and shows promising results. In this work, we propose
generating 2D synthetic CT slices from UTE MR slices, to
improve the image quality and interpretability. Lung MR and
CT volumes of 110 patients acquired on the same day were
registered using an accurate edge-based non-rigid registra-
tion method. We trained and compared paired state-of-the-art
generative models based on adversarial, feature-matching and
perceptual losses, and also evaluated the impact of conditional
batch normalization, namely SPADE [17], on image synthe-
sis. Quantitative and qualitative evaluations showed that this
approach was able to synthesize CT images that closely ap-
proximate ground truth CT images, and also enables the use
of algorithms originally designed for real CT.

Index Terms— CT Synthesis, Lung, UTE MRI, Genera-
tive Adversarial Networks

1. INTRODUCTION

Lung imaging using MRI is still a major challenge in medical
imaging, owing to the low proton content, the rapid decay
of lung signal due to susceptibility artifacts and respiratory
motions. Still, lung MRI would be a desirable approach to
computed tomography (CT) given its lack of radiation expo-
sure, and the possibility to combine both morphological and
functional information. Recently, the advent of lung MRI
with ultrashort or zero echo-time (UTE/ZTE) appears to have
initiated some advances to obtain structural imaging of the
lung at high resolution [1, 2]. However, due to differences in
lung appearance (cf Figure 1), notably imaging texture, blur-
ring and noise, that would still substantially differ from that of

CT, the UTE/ZTE technique has not been widely adopted for
clinical use. Although several statements have been published
to encourage its clinical use [3, 4], other studies reported that
this MR technique still requires specific MRI training and
expertise from radiologists, which would sometimes prevent
its clinical adoption [5, 6]. Moreover, several UTE/ZTE se-
quence schemes have been published, and a current issue with
this novel technique remains the standardization of results.
We believe that the generation of CT images from MR could
solve the main issues of lung imaging, especially by using
UTE MR images as input.
Over the recent years, deep learning approaches, notably
Generative Adversarial Networks (GAN) [7], have been ex-
tensively studied for image synthesis in medical imaging.
Previous methods in cross-modality synthesis have used
GANs in several regions, such as brain [8, 9], aorta [10],
pelvic region [11]. A study has also been performed on the
generation of thoracic CTs from Dixon MRI [12], but, al-
though it can be useful for radiation treatment, the results
do not allow reconstruction of fine structures inside the lung,
such as vessels and bronchi. The vast majority of these
methods are based on unpaired training, notably with the
development of cycle-consistent adversarial networks (Cy-
cleGAN) [13]. This type of network only requires that the
backward transformed image is similar to the original source
image, which can lead to visually convincing results, at the
expense of adding excessive deformations [14]. Methods
based on paired data are often neglected, since CT and MR
images are acquired on separate scanners, and slight voxel-
wise misalignment between MR and CT images may lead to
synthesis of blurred images [8, 15]. However, recent methods
in multi-modal deformable image registration, based on edge
alignment, seems particularly well suited for the generation
of paired dataset with images from different modalities [16].
In this work, we propose a complete framework for the gen-
eration of thoracic CT, based on ultrashort echo-time MRI.
We use an accurate edge-based deformable registration as
an input to compare state-of-the-art paired image-translation
GANs. We demonstrate the applicability of our method and



the benefits of using the SPADE [17] generator, by evaluating
synthetic CTs with quantitative and qualitative metrics. Fi-
nally, we illustrate the robustness of the MR-to-CT translation
by applying bronchial segmentation algorithms, originally
designed for real CT, on synthesized CT.

2. MATERIALS

This study is performed on MR and CT images of 110 pa-
tients in the routine follow-up of cystic fibrosis, from 2018 to
2022. Both modalities were acquired on the same day. The
CT images were obtained using a Siemens SOMATOM Force
and a GE Medical Systems Revolution CT, in end-expiration,
with sharp filters. The parameters used were a DLP of 10
mGy.cm and a SAFIRE iterative reconstruction. UTE MR
images were acquired using the SpiralVibe sequence on a
SIEMENS Aera scanner, with the following parameters :
TR/TE/flip angle=4.1ms/0.07ms/5°. Since the slice plane is
encoded in Cartesian mode, native acquisition was performed
in the coronal plane with field-of-view outside the anterior
and posterior chest edges to prevent aliasing. To avoid arti-
facts due to chest motion, prospective respiratory gating was
used. To this end, the user had to check which coil element
was the closest to the area of maximum respiratory motions,
typically the diaphragm.

3. METHOD

We present here the state-of-the-art deep learning models
used in paired image synthesis.
The pix2pix model [18], uses a conditional GAN to learn a
mapping from input to output images. It consists of a gen-
erator G that tries to minimize adversarial and pixel-wise
loss functions, and a discriminator D that tries to maximize
adversarial loss function. The adversarial loss is defined as

LGAN (G,D) = Ey[logD(y)]+Ex[log(1−D(G(y)))], (1)

The pix2pix model can produce realistic translations, but is
still dependent on the L1 distance, which tends to yield blurry
target images [18, 19].
In [20], the authors proposed an improvement of the pix2pix
method, namely pix2pixHD, by using a multi-scale discrim-
inator and a robust adversarial learning objective function.
This method is no longer dependent on the pixel-wise loss
but on a new feature matching loss, defined as

LFM (G,D) = Ex,y

T∑
i=1

1

Ni
[||D(i)(x, y)−D(i)(x,G(x))||1]

(2)
T being the total number of layers, N the number of elements
in each layer, and D(i) the i-th layer of D. This loss helps to
stabilize the training, since the generator has to produce natu-
ral features at multiple scales.

The authors of pix2pixHD also experimented adding a per-
ceptual loss, based on the pre-trained VGG network :

LV GG(x, y) =

T∑
i=1

1

Ni
[||F (i)(y)− F (i)(G(x))||1] (3)

F (i) being the i-th layer with Ni elements of the VGG net-
work. This loss is closer to perceptual similarity than tradi-
tionnal pixel-wise losses and slightly improves the results.
Finally, SPADE [17] focuses on normalization layers, which
tend to discard semantic information due to their non-conditional
approach. For that purpose, this method introduces a spa-
tially adaptive normalization based on the inputs, that im-
proves the performance and reliability of the generator. The
SPADE architecture can be integrated in other models, such
as pix2pixHD, to apply additional constraints on the inputs
and guide training.

4. EXPERIMENTS AND RESULTS

The aim of this study is to compute and compare synthesized
CT volumes based on the state-of-the-art paired methods,
and determine if the conditional normalization presented in
SPADE improves the performance of the reconstruction. Al-
though 3D GANs allow perception of volumetric and neigh-
borhood spatial information, they involve an excessive com-
putational cost and a reduction of the number of samples in
the dataset. Therefore, we choose to train the models on the
2D axial slices of the CT and MR volumes. Unlike most
studies in the literature, we keep a voxel size of 0.6 × 0.6 ×
0.6 mm3 for both modalities, which allows us to obtain high
resolution 2D input and output slices of size 512x512. After
inference, the acquired 2D synthetic CT slices can be stacked
to reconstruct the synthetic CT volume.
We present here the preprocessing applied to generate the 2D
slices, the training architecture and parameters, as well as a
quantitative evaluation to compare the methods.

4.1. Preprocessing

To generate paired sets, all volumes are resampled on a com-
mon grid with a voxel size of 0.6 × 0.6 × 0.6 mm3. CT
images are aligned on MR images using a rigid translation
based on a gradient-driven optimization scheme [21], and a
deformable registration is applied using the EVolution algo-
rithm [16, 22]. This method is based on a similarity term that
favors edge alignment, and on a diffeomorphic transforma-
tion that ensures the preservation of the CT volume topology.
We perform a manual verification to detect images acquired at
different times of the respiratory activity, that lead to poorly
registered volumes, and remove them from the training set. To
speed up calculations and guide training, an automatic lung
segmentation of the registered CT images is computed using



the U-net R-231 convolutional network proposed in [23]. This
segmentation allows to extract the Volume of Interest (VOI)
of lungs CT, which also corresponds to the VOI of lungs MR,
given that CT is registered on MR. CT intensities are then
cropped to [-1000; 2000] Hounsfield unit and rescaled to [-1;
1]. Since MR intensity values strongly depend on acquisi-
tion parameters, we normalize them using zero mean and unit
variance, crop the values to [−4σ ; 4σ] to remove outliers,
σ being the standard deviation, and rescale them to [-1; 1]
based on minimum and maximum intensities. All axial slices
are then either cropped or zero-padded to 512 × 512, depend-
ing on the CT lung mask size, and saved as 16-bit NumPy
arrays. The training set is composed of 82 patients (33002
slices), and the testing set is composed of 28 patients (10725
slices).

4.2. Training

All models are trained using the same procedure and architec-
ture defined in SPADE [17], apart from the dataloader and in-
ference parts, which have been adapted to support 16-bit input
and output arrays. We use the Adam optimizer [24], a batch
size of 1, a learning rate of 0.0001 and ReLU activation for
the generator, and a learning rate of 0.0004 and LeakyReLU
activation for the discriminator. The loss function is defined
as a combination of GAN, feature-matching and VGG losses.
The training process includes 100 epochs, and lasted around
400 hours on a 12GB NVIDIA RTX 2080 Ti. MR to CT in-
ference with a trained model requires around thirty seconds
on one single GPU.

(a) UTE-MR input (b) Ground truth CT

(c) pix2pixHD (d) SPADE

Fig. 1: Comparison between MR axial slice, synthetic CT
from pix2pixHD and SPADE models and ground truth CT.

4.3. Quantitative Validation

Fig. 1 shows an example UTE MR input slice, synthesized
slices obtained with pix2pixHD and SPADE methods, and the
reference CT slice. Both models achieve to produce a high
quality CT slice, but differs on some aspects ; the pix2pixHD
output presents a noise-free image, an accurate reconstruc-
tion of the bones and body, but seems to deviate from the
CT at the level of the lung parenchyma, in particular with
the appearance of bronchi not visible on the ground-truth CT.
Conversely, the SPADE output presents a slightly less sharp
image, a less accurate reconstruction of the bones, but a very
faithful synthesis of the lung parenchyma, in particular at the
level of the vessels and bronchi.
To validate these assumptions, we reconstruct the 3D CT
volumes by stacking each 2D slices, and compute stan-
dard metrics, namely MSE, cross correlation and SSIM
between ground truth CT volumes and synthesized CT vol-
umes. In order to compare only the intensities inside the lung
parenchyma, these metrics are constrained on the intersection
between the CT lung mask and the generated CT lung masks,
such that the results reflect the quality of vessels and bronchi
reconstruction (Table 1).

Table 1: Mean squared error (MSE), cross correlation (CC)
and structural similarity index (SSIM) between real CT and
synthesized CT, based on intensities inside the intersection of
lung masks [23].

MSE CC SSIM
pix2pixHD 81.6 ± 22.6 0.860 ± 0.05 0.907 ± 0.02
SPADE 51.3 ± 15.7 0.893 ± 0.04 0.922 ± 0.01

Results show that SPADE, i.e. pix2pixHD method combined
with a conditional normalization layer, provides better perfor-
mances than the pix2pixHD method alone. We can therefore
argue that the use of the spatially adaptive normalization helps
to ensure content preservation by adding constraints on the in-
put MRI, and avoids the hallucination of anatomic structures,
a typical trait of GANs [25].
Regarding bone reconstruction, we assert that since bones in
MRI have low intensities and bones in CT have high inten-
sities, using a spatial normalization such as SPADE will add
constraints on the MRI input and will eventually lead to a less
accurate reconstruction of the synthesized CT bones. From a
clinical point of view, the importance seems to remain in the
precise reconstruction of structures in the lung parenchyma,
such as vessels and bronchi, notably to allow the detection
and evaluation of severity of diseases such as bronchiectasis.

5. DISCUSSION

In this study, we demonstrate that paired image-to-image
translation GANs can be trained to synthesize a lung CT im-
age from UTE MRI. Unpaired methods, such as Cycle-GAN



[13], have often been employed in the literature. From our
experiments, this kind of models can lead to an alteration of
fine structures, and artifacts not present in the input image
may be added. These observations are in correlation with
statements in state-of-the-art [15, 14], and validated our ini-
tial assumption of using paired methods.
The quantitative evaluation (Table 1) shows that the corre-
spondence between synthesized and ground truth CT images
using the pix2pixHD model combined with SPADE normal-
ization is superior to the pix2pixHD model alone, that can
lead to false positives in the generation of fine structures in
lung parenchyma. Regarding the assessment of results, we
found it more relevant to use standard metrics, such as MSE,
SSIM, and cross correlation, constrained within the lung
masks, rather than GAN metrics such as FID [26] and KID
[27], that have been proven to be insensitive to the global
structure of the data distribution, since they are based on ex-
trinsic properties [28].

Fig. 2: Airways segmentations from real CT (red) and
SPADE (green), using the NaviAirway pipeline [29].

To illustrate the accurate reconstruction of the SPADE model,
we compute the airways segmentations of synthesized and
ground truth CT using NaviAirway [29], a bronchiole-
sensitive airway segmentation pipeline designed for CT data.
Results, presented in Figure 2, show that the synthetic CT
volume achieves to generate high quality airways ; the gen-
eration levels of the bronchial tree are nearly as deep as the
ground truth, and present very few false positives.
A qualitative validation based on the correlation coefficient
of the bronchial dilatation subscores [30] has also been con-
ducted by a radiologist (Table 2), and illustrates the diagnostic
improvement of synthetic CT over UTE MRI. These results
are most likely due to the better overview of the lung from the
synthetic CT, along with denoising of the initial MR image
and enhanced visualization of structures.

Table 2: Correlation of bronchial dilatation subscores be-
tween UTE MRI and SPADE synthetic CT with real CT,
based on a radiologist with 4 years of experience in thoracic
imaging.

UTE MRI SPADE
Correlation with real CT 0.70 0.91

Despite these positive results, there is still room for improve-
ment, such as the use of 3D information for training instead
of 2D slices, which could lead to a better reconstruction of
the CT volume. Future works will aim at a pseudo-3D train-
ing, which can alleviate the GPU constraints of traditional 3D
training, by using each of the 2D axes (axial, coronal, sagit-
tal) and reconstructing the 3D volume using the information
of each axis.

6. CONCLUSION

A complete framework using paired generative adversarial
networks is presented to synthesize lung CT volumes with
UTE MR volumes as inputs. From a cohort of 110 patients,
with both modalities acquired on the same day, we generated
paired dataset using an accurate edge-based deformable reg-
istration, to compare state-of-the-art image-to-image transla-
tion methods. Based on obtained results, we have seen that
the pix2pixHD model can provide high quality images at the
expense of false positives in fine structures. We demonstrated
that the use of a spatially conditioned normalization, namely
SPADE [17], can overcome these false positives by adding
constraints on the inputs, and delivers a promising high qual-
ity generation that could have implications for MR-only ra-
diotherapy treatment. The reconstructed synthetic CT volume
enables the use of algorithms originally designed for real CT,
such as lung mask segmentation [23] and airways extraction
[29]. Future works will aim at adding 3D information in the
training process, and also developing a model specific to the
constraints of lung synthesis (i.e. preserving morphological
and functional information during the CT translation) while
extending evaluation by using a segmentation of the bronchi
and vessels, and a comparison of quantitative 3D measures.
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