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1LIRMM, Univ. Montpellier, CNRS, Montpellier, France
2University of Nı̂mes, France

3ESPACE-DEV, Univ. Montpellier, IRD, UA, UG, UR, Montpellier, France

ABSTRACT

In remote sensing, deep spatio-temporal models, i.e.,
deep learning models that estimate information based on
Satellite Image Time Series obtain successful results in Land
Use/Land Cover classification or change detection. Never-
theless, for socioeconomic applications such as poverty esti-
mation, only deep spatial models have been proposed. In this
paper, we propose a test-bed to compare spatial and spatio-
temporal paradigms to estimate the evolution of Nighttime
Light (NTL), a standard proxy for socioeconomic indicators.
We applied the test-bed in the area of Zanzibar, Tanzania for
21 years. We observe that (1) both models obtain roughly
equivalent performances when predicting the NTL value at a
given time, but (2) the spatio-temporal model is significantly
more efficient when predicting the NTL evolution.

1. INTRODUCTION

Satellite devices are designed to orbit for several years, some-
times up to one or two decades. They can provide a long-term
view of the Earth’s surface offering a rich source of informa-
tion for monitoring socioeconomic activities.

In particular, these last years, many research works about
inferring poverty indicators based on satellite images have
been proposed (see e.g. [1, 2]). Methods based on deep-
learning techniques give interesting results, allowing to es-
timate poverty with a quite good accuracy (R2 around 0.7 to
0.8 w.r.t. the ground truth values) in countries where organiz-
ing on-site surveys or studies is complicated and sometimes
unfeasible. Nevertheless, recent advances pointed out the dif-
ficulties of estimating poverty evolution, that is concluding
if poverty is increasing or decreasing over a period of time
[2, 3, 4].

We hypothesize that this is due to the imprecision in
poverty estimation at a given time which prevents from just
subtracting values between two times to conclude over the
period. All the proposed methods are trained only on spa-
tial data, that is a set of images defined by their coordinates
with an associated poverty value which was measured on-site
around the area. One idea to improve these results could be to

take into account the temporal dependency. For example, in
[2], the authors try to learn and estimate an index of poverty
evolution between two times according to the pair of corre-
sponding images. We can extend this concept by training
methods on Satellite Image Time Series (SITS), composed of
a set of images at the same position but at several consecutive
times with the associated socioeconomic indicators measured
at the same times. This idea is supported by the fact that for
other applications such as Land Use/Land Cover or change
detection, the line of works on spatio-temporal methods [5, 6]
shows noticeably successful results.

In this article, we aim to assess if the spatio-temporal
estimation paradigm could be better than the spatial one for
estimating socioeconomic evolution from satellite images. In
Section 2, we describe a test-bed where we use Transformer-
based techniques and where we remove the problem of the
sparsity of socioeconomic indicators by using the NTL, a
standard proxy. Then, we present experiments and discuss
the results in Section 3.

2. A TEST-BED TO COMPARE SPATIAL AND
SPATIO-TEMPORAL PARADIGMS

We aim to set up a general and flexible test-bed. We decided
to work with the Transformer architecture, as it is a state-of-
the-art methodology that has been adapted for both spatial
and spatio-temporal data. We choose to work with Landsat
optical images which cover with an acceptable resolution a
wide time window. As labels, we use NTL data as they are
also available for a wide time window and are considered as
a standard proxy for socioeconomic indicators [7].

2.1. Transformer-Based Models

Transformer models come from Natural Language Process-
ing research and are designed to process sequences of group
of letters. They have been adapted to process images, then
sequences of images. In the remote sensing area, [8] is a first
attempt to use Transformer for SITS classification. Then,
this work was extended at the image level by [6] and shows
promising results. In this paper, the authors studied the
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Fig. 1. Spatio-Temporal Transformer (STT), Spatial Trans-
former (ST), Transformer backbone architecture. CE and PE
stands for convolutional embedding and positional encoding,
respectively. Both ST and STT models share the same Trans-
former architecture, highlighted in green.

land use classification in California in 2019 with Sentinel-2
images and proposed a SITS Transformer pre-trained on a
pretext task and fine-tuned on a crop classification task. Our
work rely on the same transformer architecture (without the
pre-training stage), but is performed on time series of satellite
images that covers a wider time period (2 decades) on which
we assume that the socioeconomic situation is smoothly
evolving. The architecture of our models is depicted in Fig-
ure 1. Both models process the same images: the Spatial
Transformer (ST) treats each image and NTL value indepen-
dently, while the Spatio-Temporal Transformer (STT) maps
one SITS to one NTL sequence. We detail below how both
models process the data.

Spatial Transformer. To make sequential data from
satellite images, we follow the approach of [9], a spatial tiling
with 2 steps. First, the image is divided into small (8×8) non-
overlapping tiles, then, the tiles are concatenated according to
their order in the image: the first (resp. last) tile corresponds
to the tile in the upper left (resp. lower right) corner of the
image. Finally, each tile in the sequence is processed by a
convolutional layer and a positional encoding layer.

Spatio-Temporal Transformer. To embed a SITS into
a sequence of vectors, we follow the straightforward method
as in [10] referred to spatio-temporal tiling in Figure 1. Each
image in the SITS is divided into small (8×8) tiles and rear-
ranged into a global spatio-temporal tile sequence. Then, this
sequence is fed to a convolutional layer and a positional en-
coding layer. As our SITS have n time steps with images of
h × w pixels each, this results in a sequence of n × h

8 × w
8

vectors.

Then, in the ST model, the sequence of vectors is a repre-
sentation of a single image and the weights of the transformer
model are computed only considering spatial dependencies.
The sequence processed by the STT model is made with an
entire image sequence, then the attention weights focus on
spatial and temporal patterns at the same time. Finally, the
output sequence of vectors is averaged to produce a single
vector representation, and fed to a fully connected layer. In
the end, the ST and the STT models have respectively 280k
and 285k parameters.

2.2. Satellite Image Time Series & Nighttime Lights

Satellite Image Time Series. There exist only few sensors
that can deliver long-term SITS. Among them, we choose
to use Landsat-7 images for several reasons. It covers a 25-
year time period, capturing the full Earth’s surface every 16
days, making it possible to create cloud-free composites per
each year, almost everywhere on Earth. Additionally, several
tools exist1 to download and preprocess the data. We collect
SITS of Landsat-7 images that overlap the study area from
2000 to 2020 (see section 3.1). We rely on the Google Sim-
ple Composite algorithm with default parameters to make a
cloud-free composite of Landsat-7 images for each year. This
algorithm performs top-of-atmosphere conversion, computes
a cloud-score per pixel and deliver the median pixel values of
the less cloudy pixels. We choose to use 6 spectral channels,
which are blue, green, red, NIR, SWIR-1, and SWIR-2 as it
is a classical choice when working with Landsat data.

Nighttime Lights. There are mainly two sources that col-
lect NTL covering a long-term period over the Earth’s surface.
The former is data acquired by the DMSP/OLS sensors. It
consists of several satellites that cover the period from 1992
to 2013. The latter is data acquired with the VIIRS sensor
that covers years from 2013 to today. As the types of sensors
capture NTL with very different modalities, a cross-sensor
calibration is needed. Various methods exist, here we rely on
the work of [11]. The authors used an auto-encoder model to
convert the DMSP NTL to a VIIRS-like NTL. To train their
model, they first intercalibrated the DMSP/OLS data, then
used both NTL data to learn the transformation DMPS NTL
to VIIRS NTL. Moreover, the dataset is publicly available and
consists of 21 world maps of VIIRS-like NTL.

3. EXPERIMENTS

3.1. Study Area and Patching Strategy

Figure 2 depicts our data collection and preprocessing. We
choose to study a large neighborhood of Zanzibar, an island
beyond the Tanzanian coastline, as it is a sample of the study
area of [2]. The time period is 2000 to 2020 (included) as
it is the largest we can obtain considering that we used the
NTLs produced by [11]. We collected one single Landsat-7

1website: https://earthengine.google.com/

https://earthengine.google.com/
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Fig. 2. Data collection and preprocessing pipeline. The grid
is much larger on the figure, for visualization purposes.

composite for each year, leading to n = 21 images (8,692
× 5,505 pixels each) spanning the study area, to fit the time
sampling in [11]. Then, the Landsat images are patched ac-
cording to a regular grid into sequences of sub-images of size
h × w = 32 × 32 pixels that cover approximately a 1km2

area, as the resolution of Landsat images is 30 meters. To
make a one-to-one correspondence between a patch sequence
and the corresponding NTL sequence, we extract the average
NTL sequence measured on the same spatial area covered by
the patch sequence. Then, we exclude patch sequences that
overlap the Zanzibar island (but kept them for illustration).
Other patch sequences and NTL sequences that are outside
Zanzibar are split into 6 folds, for cross-validation.

3.2. Experimental Details

We performed a 6-fold cross-validation with a fixed validation
fold use to select the best model configuration. In the end, it
gives 5 training and testing phases. Our dataset is imbalanced
as most of the NTL values are zeros. This causes the model
falling into a trivial solution at training time. Thus, we filter
the training dataset such that, all the pairs containing at least a
non-null NTL in the sequence are kept. Additionally, 500 ran-
domly selected examples with a null NTL sequence are added
for each fold. We use the Mean Squared Error (MSE) as the
loss function. We choose to set the number of epochs to 200
and the batch size to 64 for both models. The training con-
verge for both models, ensuring their best performances. The
learning rate is set to 5× 10−4 and the embedding dimension

R2 year ∆t = 1 ∆t = 10 ∆t = 15
TRF 0.38 [0.06] 0.08 [0.12] 0.20 [0.11] 0.30 [0.03]
ST 0.59 [0.14] -3.38 [2.56] -0.36 [0.68] -0.05 [0.31]

STT 0.71 [0.04] 0.15 [0.14] 0.33 [0.17] 0.46 [0.09]

Table 1. R2 score for STT and ST models. TRF stands for
temporal RF model, trained at the pixel level. R2 scores are
first averaged over the 5 folds for each possible two time steps
spaced by ∆t years. Then R2 scores are averaged again over
the possible time steps. We compute the standard deviation
over all the possible time steps. We preferred to proceed that
way in order to emphasize the score variation for different
evolution period. (e.g. the evolution over 2000 and 2010
might not give the same R2 as the evolution over 2008-2018.)

is set to 72. We use the coefficient of determination R2 for
the comparison. First, we compute the R2 for each year indi-
vidually and average the results. Then, we evaluate how both
models predict the NTL evolution (= difference) between two
time steps spaced by ∆t ∈ {1, 10, 15} years. For a given ∆t,
we average the R2 scores of all evolutions in the time period,
and report the results in Table 1.

We use a random forest model, denoted as temporal ran-
dom forest (TRF) model with 100 estimators, as a baseline
model. To train it, we fed it the sequence of the average pixel
value on each patch in a SITS. It has to estimate the nighttime
light evolution, similarly to the STT model.

3.3. Results

In the first column of Table 1, we first notice that both mod-
els reach quite equivalent R2 scores when predicting the NTL
value for a given year, as R2 = 0.71 for the STT model and
R2 = 0.59 for the ST one. The baseline TRF model reaches
lower performances as R2 = 0.38. In [2], the result obtained
on the same task is higher, but the dataset and methodology
are different. Through different years, the standard deviation
for the STT model is 0.04 while it reaches 0.14 for the ST
model, indicating that the STT model gives more stable per-
formances.

In Table 1, we observe that for ∆t = 1, i.e., a 1-year evo-
lution, all scores are either negative or with a high standard
deviation, meaning that short-term dependencies are difficult
to capture in both spatial and temporal domains. But, as ∆t
increases, the STT model makes better evolution prediction
with R2 = 0.46 for ∆t = 15. On the other hand, the ST
model still performs poorly as R2 < 0 for all ∆t. Individu-
ally, both models tend to perform better when ∆t increases.
The TRF model succeeds to predict evolution as R2 is signif-
icantly positive, so it performs better than the ST model and,
as expected, it is less performant than the STT model.

We illustrate these results in Figure 3. We used both mod-
els to predict the NTL evolution on Zanzibar Island, which
was excluded from the training set. The first row shows the
NTL evolution between 2000 and 2020 in the area of Zanz-
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Fig. 3. First row: NTL evolution (ground truth, ST and STT)
between 2000 and 2020 on the highlighted area. Second row:
yearly average NTL estimation over the 2000-2020 period.

ibar city. We notice that the ST predictions are much more
heterogeneous compared to the ground truth, which confirms
the results obtained by [3]. We can see that the STT model re-
duces the heterogeneity over space, and is closer to the ground
truth. The second row shows the average NTL evolution from
2000 to 2020 in the highlighted area. The STT model is much
closer to the ground truth evolution and shows less variation
than the ST model.

4. CONCLUSION AND FUTURE RESEARCH

We set a test-bed to compare spatial and spatio-temporal
paradigms. Both models process 32×32 pixels patches of
Landsat-7 composites covering an area of 1km2, but the STT
model aims to estimate a NTL sequence according to a patch
sequence, while the ST model estimates a NTL scalar value
according to a single patch. We observed that both models
obtain equivalent performances when predicting a NTL value
for a given year, but the STT model gives more reliable evo-
lution predictions. Also, both models are more precise as
the time period is long (10 to 15 years). We illustrate this
behavior for Zanzibar city and observe that the STT model
fits better with the ground truth data while reducing spatial
heterogeneity. However, we perform our analysis on one sin-
gle area and further experiments have to be done to confirm
the results at a larger scale.
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