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ABSTRACT

The automation of map generalisation has been an important research subject for decades but is not
fully solved yet. Deep learning techniques are designed for various image generation tasks, so one
may think that it would be possible to apply these techniques to cartography and train a holistic
model for end-to-end map generalisation. On the contrary, we assume that map generalisation is a
task too complex to be learnt with a unique model. Thus, in this article, we propose to resort to past
research on map generalisation and to separate map generalisation into simpler sub-tasks, each of
which can be more easily resolved by a deep neural network. Our main contribution is a workflow of
deep models, called DeepMapScaler, which achieves a step-by-step topographic map generalisation
from detailed topographic data. First, we implement this workflow to generalise topographic maps
containing roads, buildings, and rivers at a medium scale (1:50k) from a detailed dataset. The results
of each step are quantitatively and visually evaluated. Then the generalised images are compared
with the generalisation performed using a holistic model for an end-to-end map generalisation and
a traditional semi-automatic map generalisation process. The experiment shows that the workflow
approach is more promising than the holistic model, as each sub-task is specialised and fine-tuned
accordingly. However, the results still do not reach the quality level of the semi-automatic traditional
map generalisation process, as some sub-tasks are more complex to handle with neural networks.

Keywords Map Generalisation · Generative Adversarial Network · Deep Learning · Workflow

1 Introduction

Automatically generating a topographic map at a target scale from detailed geographic data has been the moonshot
objective of map generalisation research for years. A process able of such a generation would benefit many ap-
plications of geo-visualization and cartography. However, it requires the use of complex generalisation processes:
first, data is enriched to exhibit important structures and properties of the map, then different algorithms are applied
to different portions of the map using complex workflows, and finally, data is symbolised and organised in a map
[Mackaness et al., 2014].

With the emergence of image generation deep learning techniques applied to cartography, one might seek to design
models to generate a symbolised and generalised topographic map image from an image of a detailed geographic
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database [Kang et al., 2019]. However, the current state-of-the-art on deep learning-based map generalisation does not
support such an optimistic goal [Courtial et al., 2021b], for the following reasons:

• Deep neural networks are able to use implicit information in the input to achieve generalisation. However, it
seems complex to create a set of inputs containing all information needed for map generalisation. For example,
in Figure 1 we observe that map tile images are not sufficient to represent all the information needed for road
selection: the function of the road is necessary but not accessible in the raster; moreover, the limited tile size
does not provide a good assessment of the role of the road section in the whole network.

• The design and evaluation of deep learning models for map generalisation is complex [Courtial et al., 2022a]
and the separation into simple sub-tasks can help to achieve this goal. First, the evaluation of object general-
isation and relation preservation is more challenging in images than with vector data, because they require
the identification of different map objects from images. Furthermore, by improving the experiments of
[Courtial et al., 2021b], we observed that it is complex to improve one aspect of the model performance
without damaging the others. For example, adding a loss term to penalise structure alteration did reduce the
occurrence of disconnected roads, but also led to a degradation in building generalisation quality. On the
contrary, adding a loss to improve the shape of buildings often leads to disconnected roads.

• Deep learning processes are a kind of black box that infer knowledge from training examples. Thus, a model
that tries to generate a complete generalised map is complex to control. In other words, different levels of
complexity in map generalisation sub-tasks may require different numbers of training iterations and involve
examples of different characteristics. For example, learning to transform a city centre into a built-up area and
learning to enlarge buildings would require different examples and training.

Figure 1: The necessary information to learn the selection of road is not visible in tiled images. The section circled in
green is selected because it is a dead-end but the tiling hides this context. The section circled in blue is selected because
it is a local path but this information is not symbolised in the tile.

We, therefore, claim that an architecture that carries out map generalisation step-by-step is currently more appropriate
than training a holistic generalisation model end-to-end. To construct such an architecture, we resort to past research on
map generalisation [Brassel and Weibel, 1988] and propose separate sub-models for the main steps of map generalisa-
tion, each of which can be more easily resolved by a deep neural network. Our main contribution is a workflow of the
deep models, called DeepMapScaler, which describes a step-by-step process for generalised map generation, where
deep learning is used at most steps. It is organised in two main steps: the first step aims to adapt the level of detail of
objects to the target scale. Then, the second stage compiles the layers together in a symbolised map.

The goal of this article is to illustrate the interest of such a workflow approach over the holistic approach for end-to-end
map generation. For this comparison, we designed and tested both approaches for a topographic map composed of
roads, buildings, and hydrography, generated at 1:50k in a region that includes urban and rural areas. The implemented
workflow mixes image-based and graph-based deep learning models in order to generate a generalised map that is legible
and preserves main geographic information and patterns. We perform an evaluation for each step of the workflow; then
our approach is compared with the holistic generation.
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The article is organised as follows: the next section reviews the existing research papers on the usage of deep learning
for map generalisation. Then, Section 3 presents the general structure of the proposed workflow. Section 4 presents
more details on the implementation and model used in our experiment. The experiment results are then presented in
Section 5, with a focus on the evaluation of the deep learning predictions at each step of the workflow. Finally, in
Section 6 we discuss the advantages, limitations, and possible improvements of the proposed workflow.

2 Related work

In this section, we present a brief overview of the diversity of approaches in map generalisation, which leads to the
identification of three use cases where deep learning can benefit map generalisation. We then review the existing
literature on each of these use cases.

2.1 Map generalisation

Map generalisation is a complex process that relies on multiple factors including geometry, semantics, context, etc. The
information in the geographic databases is often not sufficient to perform map generalisation, and the first step is to
make explicit some important patterns of the map [Mackaness and Edwards, 2002]. Then, map generalisation usually
requires several steps. For instance, [Brassel and Weibel, 1988] proposes five steps: structure recognition, process
recognition, process modelling, process execution and display. In another approach, [Shea and McMaster, 1989]
proposes an approach of map generalisation based on "when", "why" and "how" to generalise. With such an approach
the steps are the following: detection of local conflict, choice of the relevant algorithm for its resolution, local resolution
and then integration of the corrected part to the map. This approach has been used for example for mountain road
generalisation [Mustiere, 1998], or building displacement [Aslan et al., 2012].

The development of research on map generalisation went into three directions: 1) the definition of map constraint
to formalise the requirements of map generalisation [Beard, 1991], 2) the design of operators, i.e. algorithms for
resolving an atomic of the problem [Stanislawski et al., 2014] and 3) their orchestration in a map generalisation process
that can deal with whole maps [Duchêne et al., 2018]. Currently, plenty of operators involving various techniques
have been proposed to resolve different purposes in map generalisation. For instance, the problem of road selection
was first resolved using rule-based processes, then it included notions from graphs [Thomson and Richardson, 1995,
Porta et al., 2006b], centrality analysis [Weiss and Weibel, 2014], structures made from continuity and semantics
[Thomson, 2006, Benz and Weibel, 2014]. Despite all these proposals, it is still complex to choose and implement the
relevant algorithms, and even for some other problems, there is still no correct solution. That is why more and more
researchers believe that deep learning could be an important tool in unlocking the research for map generalisation
automation [Touya et al., 2019b]. The steps where deep learning can contribute to map generalisation are the following:
1) as a data enrichment process; 2) as a map generalisation operator; 3) for generalised map generation.

2.2 Deep learning as a data enrichment process

To preserve the key geographic properties of the map during the abstraction process, map generalisation
usually requires a data enrichment step, where implicit properties, structures, or patterns are made explicit
[Mackaness and Edwards, 2002]. For instance, this step can make roundabouts or dual carriageways explicit
in a road network, to enable their proper typification [Touya, 2010]. Though techniques not based on ma-
chine learning were proposed in the past, the structures and patterns that we want to identify are well adapted
to a description with examples, so machine learning has been used as a key technique for data enrichment
[Sester, 2000, Steiniger et al., 2008, Garcia-Balboa and Ariza-López, 2008, Zhou and Li, 2017]. However, the range
of applications with sufficient results is still limited, mostly due to the fact that we need to extract significant features to
describe the pattern. In many fields, the recent deep learning approaches overcome this problem by directly extracting
implicit information from the raw data and have enabled new applications with increased accuracy.

Among the many ways to model cartographic data enrichment as a deep learning task, several approaches are tested
in the literature. The first approach is to convert cartographic data into small images , and have convolutional neural
networks (CNN) classify the pixels of the image to identify the patterns. This approach was used to find the roads that
belong to a highway interchange [Touya and Lokhat, 2020], to classify the different types of complex intersections in a
road network [Li et al., 2020], or to classify the morphology of urban units, i.e. groups of buildings [Chen et al., 2021].

Then rather than using a CNN, researchers tend to favour graph deep learning architectures, as cartographic information
is often better represented with a graph. Applications then differ in the way the graph is built from the cartographic
data. The most simple approach is to derive a graph from the vertices and segments that compose a polygon or a
line in the map. Thus, it is possible to classify the building shapes in relation to selected templates (e.g. rectangular
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or L-shaped) [Yan et al., 2020a, Liu et al., 2021a, Hu et al., 2022], or to group the close buildings that have similar
shapes [Yan et al., 2020b]. Graphs are also usual to model the cartographic networks [Mackaness and Beard, 1993].
Thus, graph convolutions can be used to classify the geomorphological patterns of rivers [Yang et al., 2022a]. Fi-
nally, graphs can be used to represent different types of spatial relations between cartographic objects as a graph,
where the cartographic objects are the nodes and where each pair of spatially related objects are linked by an edge
[Iddianozie and Mcardle, 2021]. For instance, a proximity graph between buildings can be derived from a Delaunay
triangulation to learn a grouping of buildings into specific patterns [Zhao et al., 2020]. With a similar proximity graph
between buildings, [Ma et al., 2022] derive fractal indices of the urban forms, and [Yang et al., 2022b] classify building
blocks (e.g. residential or industrial).

2.3 Deep learning as a map generalisation operator

Secondly, the deep learning ability to abstract information has led researchers to study its interest in performing map
generalisation operations. In these attempts, a model is trained to reproduce one or a few generalisation operators.
A generalisation operator is an atomic transformation of the cartographic objects, such as simplification, smoothing,
or displacement. For instance, the graphic generalisation of buildings, coastlines and roads using an image-based
approach has been investigated [Feng et al., 2019, Du et al., 2021, Courtial et al., 2022b]. These studies employed a
segmentation model to predict pixels of generalised objects in the output image. These experiments give quite good
results and highlight the potential of deep learning to produce enlargement, simplification, typification and smoothing
operations. The reduction of building density also seems to be successful, while the selection and displacement of road
sections could not be learnt with such an approach. Moreover, other approaches based on graphs or point series can be
used to predict the simplification of line [Yu and Chen, 2022, Du et al., 2022] or a building [Zhou et al., 2022]. In these
approaches, an artificial neural network is trained to predict if points are retained in the generalised shape of the object,
and then the point set is post-processed in a generalised entity. From our observation, these proposals are promising as
their formulation allows integration in traditional map generalisation mechanisms and avoids disconnection problems.
But the quality of generated shapes is still a challenge in some parts that remain either too smooth, too simplified or
contain too sharp angles.

2.4 Deep learning model for generalised map generation

Finally, the emergence of generative adversarial networks (GAN) has allowed the multiplication of map generation
use cases. Indeed, the GANs are models designed for image-to-image transformation. The transformation from an
aerial photograph into a map is a common use case of these models [Isola et al., 2017]. This use case demonstrated
the ability of a GAN to generate map-looking images. However, it is based on GoogleMaps large-scale tiles, and the
conversion includes very few changes in the level abstraction of data, and thus no generalisation. [Kang et al., 2019]
have trained similar models for other map style transfer cases, in particular, to apply the style of GoogleMaps to
OSM data presented in a raw stylised image. This work has shown that GANs not only are able to generate map-
looking images but also to symbolise and abstract geographic information with scale changes. In a similar way, some
experiments with the generation of generalised topographic maps from un-generalised images of these maps were
carried out [Courtial et al., 2022c]. That demonstrates the ability of the model to learn some generalisation operators
from image examples. This work also highlights that designing a training dataset that includes all necessary input
information to learn all the generalisation operations, is a complex challenge. We claim that it is currently not possible
to design an adapted training set for the whole generalisation and separating tasks would make this task simpler.

3 The DeepMapScaler Workflow

3.1 General organisation

The review of the literature shows that deep learning models are able to recognise implicit patterns, mimic some
operators and generate map-looking images. However, they are not able to perform all these transformations together,
and the creation of an adapted training set, or the choice of a good architecture would be very complex tasks. To enable
the design of an adapted training set and model, we separate the problem into several simpler tasks. Thus, it is possible
to apply relevant architectures to each smaller problem. Our workflow, called DeepMapScaler, describes a process for
generalised map generation, making use of several deep-learning models. The aim is to use as input a vector database
containing the desired layers (e.g. buildings, roads, rivers or others: labels, forests, isocontours, etc.) and produce
as output an image of a generalised topographic map. It is organised in two main steps (illustrated in Figure 2): 1)
adaptation of the level of detail for the desired scale and 2) map generation, which compiles in a generalised map.
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Figure 2: DeepMapScaler main steps: the scale adaptation transforms the vector geographic database into a raster
cartographic database, and then the map generation transforms it into a map.

3.2 Scale adaptation

The first part of the workflow is called scale adaptation; it deals with the level of detail of the geographical data theme
by theme. The goal of scale adaptation is to produce a raster cartographic database at the target scale, composed of
one binary mask for each theme in the target map. In an analogy with traditional map generalisation, this step can be
compared with the creation of a cartographic database with a certain level of detail (see Figure 3).

Figure 3: DeepMapScaler, detail of scale adaptation step: a subset of input data is enriched using the relevant model
and representation, then it is combined with the main information to produce a raster cartographic database.
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First, the necessary information for scale reduction is identified and prepared in a layered representation. This
representation was introduced by [Courtial et al., 2022c], it is a simple way to encode cartographic information with
deep models. It is composed of two tensors: one that stacks tiles of the "main information" for cartography (the
geometry of geographic entities), and one that stacks in tiles of the same extent additional information required to
construct the map (e.g. semantics, contexts, etc.). There are two ways to construct the additional information tensor: if
it is already explicit in the input vector data (e.g. semantic information such as a function), the information is tiled to be
integrated into the relevant tensor of the layered representation. Otherwise, some data enrichment process is performed
using the relevant encoding (raster, vector, graph etc.) and model, to be then integrated into the layered representation.

Secondly, a deep model is trained (for each theme) to predict the generalisation of this theme. For instance, the
generalised shape of the buildings can be learnt from 1) primarily, the geometry of the buildings and of other themes,
and 2) additionally, the function of the building (derived from attributes) and the limits of the city centre (learnt from a
graph or image segmentation model). This deep model can be image-based or graph-based, depending on the theme.

Scale adaptation is performed with one or several models for each theme and may include data enrichment, object
selection, and graphic generalisation. Thus, this step mainly focuses on individual theme generalisation and does not
resolve inter-theme conflicts, such as overlaps between symbols of roads and buildings.

3.3 Map generation

The second step, called map generation, assembles images of generalised objects from the previous step, into a
symbolised map. It is responsible for the preservation of inter-theme spatial relations, the management of style-related
conflicts and for the global legibility of the map. This step is performed by an unpaired image generation deep neural
network such as [Zhu et al., 2017]. These models are trained to generate images that represent the content of the input
with the style of the target. In our case: producing an image of the generalised map from raw independently generalised
data.

4 Experiment

In this section, we propose to test the general workflow with a specific implementation for a simple use case.

4.1 Use case

In the proposed use case, we chose a study area that includes both urban and rural areas, located near the town of
Saint-Jean-de-Luz, which covers 30 * 15 kilometres in the southwest of France.

The input is a detailed topographic database produced by the French National Mapping Agency (IGN) composed of roads,
buildings, and hydrography (river lines and water areas). The level of detail of the database approximately corresponds
to a 1:25k scale. The target is a map generalised and symbolised at 1:50k. It is the result of a traditional semi-automatic
map generalisation process using the open-source map generalisation software CartAGen, [Touya et al., 2019a]. In the
target map, the hydrography is only slightly changed: some minor rivers and water surfaces are deleted using rules-based
selection on attribute values. The geometry of the kept rivers and water areas is not changed. The road network is
selected (about 30% of road sections are selected) and some intersections are schematised according to the strategy
proposed by [Touya, 2010]. The shape of a selected road is globally maintained: very few sections are smoothed,
simplified or displaced to avoid overlapping or increase legibility at this scale. The representation of buildings at this
scale is more challenging. This is a medium-large scale and contrary to a smaller scale, the map still represents the
individual buildings in most cases. Thus, a satisfying balance between constraints of minimum size and minimum
spacing is complex to find. In particular, the number of buildings has to be reduced while preserving patterns and
relations. The used generalisation process is combining the AGENT model [Barrault et al., 2001] and a typification
algorithm [Burghardt and Cecconi, 2007]. Finally, city centres are small and dense blocks that cannot be generalised
with enlarged individual buildings and they are converted into built-up areas [Touya and Dumont, 2017]. Built-up areas
must be areas in the city centre, where the density of buildings is important compared to the rest of the city. It might be
a coherent area formed of one or more blocks.

4.2 General design

Thus, our implementation includes the following sub-tasks, organised as presented in Figure 4.

• creation of a block covering mask (data enrichment)
• creation of a road value map (data enrichment)

6



AUTHOR VERSION - OCTOBER 2023

• creation of generalised road tiles (scale adaptation)
• creation of generalised building tiles (scale adaptation)
• map generation

Figure 4: The implementation of DeepMapScaler used for our experiments, buildings, roads, and rivers are generalized
and symbolized in a topographic map at medium scale.

To summarise, the scale adaptation step for roads at 1:50k scales is performed in two sub-steps as it is a complex
task. Traditionally, it may first require data enrichment to detect particular structures (e.g. interchange, roundabout,
etc.), then the road network is selected to reduce its density, and finally, the road shape can be simplified or smoothed
[Touya, 2010]. Here, the steps are the following: 1) a graph-based learning approach to encode and analyse the structure
of the road network and learn the probability for each section to be selected; 2) an image model to perform the graphic
generalisation of the roads. This part of the workflow is illustrated in Figure 5. Then, building adaptation is also a
two-step process (block covering and individual building generalisation) but contrary to road adaptation, the two steps
of building adaptation are not connected and are performed independently, which means that the first step generalises all
buildings including those in covered blocks. Similarly to traditional map generalisation, the block covering information
is only used at the end of the workflow to cover the relevant part of the output map.

Finally, in this implementation, we did not implement any model for water generalisation using deep learning as it is
really simple for the chosen scale gap.

Each model is designed and set up independently, with an adapted training set. We used a PyTorch implementation
of the different deep learning models (FusionGAN, pix2pix, CycleGAN). The models used are detailed in the next
paragraphs.

4.3 Training set creation

To create a training set of tiled images, the study area is regularly separated into square tiles using a sliding window
[Courtial et al., 2020]. The code for raster tile creation is published as a plugin of CartAGen open-source map
generalisation software [Touya et al., 2019a]. Each tile is composed of 512× 512 pixels and represents a surface of
500× 500 meters. Each tile has a 40% overlap with the neighbouring tiles. We obtain around 3600 tiles. This process
was applied to generate the training sets for most of the tasks performed in raster format, but not for block covering, as
it is quite rare in our use case, and we did not have enough tiles for training. Thus, we annotated data in other regions of
France, to obtain around 1200 tiles containing block-covering examples. Road data enrichment was performed using a
graph directly derived from connectivity in the vector data.

7
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Figure 5: Road scale adaptation is a two-step process: first, a graph model is trained for data enrichment, then a
FusionGAN gathers initial and enriched information to generalise the road shape.

4.4 Creation of generalised building tiles

We expect the model to perform several operations on buildings: enlargement, displacement, typification, and deletion.
We propose to use pix2pix [Isola et al., 2017] for this step, as it gave good results on building generation in the past,
with a reasonable computation speed [Feng et al., 2019, Kang et al., 2020, Courtial et al., 2021b]. This architecture is
made of two CNNs that are trained in an adversary manner: a generator that is trained to predict an image that looks
like the target domain (i.e. a topographic 1:50k map), and a discriminator that is trained to classify a pair of images
(input, output) between real (from the training set) and fake (with an output that is generated by the generator). The
generator then learns to generate images that are increasingly realistic to fool the discriminator.

Previous experiments with this model sometimes result in blurred or unrealistic shapes [Feng et al., 2019]. We
hypothesise that the separation in simpler sub-tasks may reduce the quantity of change that the model must learn and
may yield results that are less blurred. Furthermore, we also propose to add a geometry consistency loss [Fu et al., 2019]
to the default pix2pix loss. This loss compares the rotation of the predicted image and the prediction of the rotated input
image (eq. 1). It aims to speed up learning and should result in a less blurred shape.

G(t(i)) ≈ t(G(i)) (1)

where G(i) is the prediction of the model on image i and t(i) is the transformation of image i the model should be
invariant to (rotation in this case).

The input of the model is the layered representation of buildings, roads, and water, and the target is a mask of generalised
buildings. This representation stacks the mask of each main theme of the target map at the input scale. We choose a
layered representation of all themes in addition to the building theme. This is because the density and the nature of the
cartographic features around a building or a building group are important to understand good generalisation decisions.
In particular, it is necessary to know where there is free space around the building to be generalised.

4.5 Creation of a block covering mask

We also expect the output to include a built-up area that covers buildings in dense city centres to avoid overlapping
and cluttered views. This task concerns a small number of tiles in our training set and cannot be learnt together with
the individual building generalisation [Courtial et al., 2021b]. We believe that the geometries of buildings, roads and
water features are necessary for this task but not sufficient. Indeed, this block-covering task is usually guided also by
the function of the block and the density of the neighbouring blocks [Touya and Dumont, 2017]. Thus, we propose
to provide as additional information a classification of the block [Touya, 2021] obtained by a multi-criteria decision,
computed on all the blocks of a town or city.

8
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Then, a FuseNet [Hazırbaş et al., 2016] is trained to predict a mask of covered blocks. This is a CNN architecture with
two encoding paths that fuse two levels of information. The information from the additional information path is fused,
by element-wise summation, with the main information at a different encoding step. Finally, the fused information is
decoded into an output of the desired shape.

4.6 Encoding road importance

A graph-convolution network is trained to classify road sections using the BasqueRoads dataset
[Touya and Courtial, 2021] that considers the same scale change. The target is a label "kept" or "deleted".
The probability that the label is "kept" is used as an indication of the role of each section in the global network and,
particularly, regarding its selection on a generalised map (e.g. if the section belongs to a long stroke, to an important
itinerary, etc.). This part is inspired by the experiments of [Courtial et al., 2021a].

The model used is a GCN. GCN are deep neural networks designed to deal with graphs as input. In these models, the
graph convolution is defined using the node attribute matrix X (that describes for each node the list of its features) and
the adjacency matrix A (that describes the relationship between nodes). For each layer, l + 1, the convolution result is
given by eq. 2 with H(l) being the result of the previous layer and a weight matrix W (l). σ is the activation function.
The goal of the model is to optimise the weights to minimise differences between the target class and the prediction for
all the nodes in the training set. Thus, the attributes of neighbouring nodes are summed at each layer, and, the model
learns an embedding for each node. The deeper the model is, the more neighbours are considered for each prediction on
a node.

{H(0) = X H(l + 1) = σ(A.H(l).W (l)) (2)

Our model takes as input a graph representing the dual of the road network, where each node is a road section and
connected road sections are linked in the graph [Porta et al., 2006a]. The nodes have the following features:

• Section length.
• Hierarchy classes from one to six derived from attributes.
• Length of the stroke each section belongs to.
• Betweenness centrality, that is, the number of shortest paths between two pairs of nodes that use each section

[Jiang and Claramunt, 2004].
• Area of both adjacent faces of the network. Sections in the city are surrounded by only small faces; in the rural

areas by mostly large faces; at the border of the city by faces of very different sizes; dead ends are surrounded
by one unique face.

• Sinuosity, i.e. length divided by base length. This feature informs on the role of the road, moreover, more
sinuous roads may contribute to the global structure of the road but are less useful than a straight one in
constructing an itinerary.

4.7 Creation of generalised road tiles

A model is trained to predict the generalised road mask from the geometry masks of roads, buildings, and rivers,
and the additional information produced in Section 4.6. The FusionGAN architecture is proposed to combine two
levels of geographic information from the layered representation. It has the general architecture and objective of a
classical paired-conditioned generative adversarial network based on pix2pix [Isola et al., 2017], where the generator
was replaced by a FuseNet [Hazırbaş et al., 2016].

Finally, in order to add some explicit knowledge to the process [Janowicz et al., 2020, Kuhn, 2012], we tested two
alternative versions of this step: 1) the addition of a connectivity loss [Courtial et al., 2022b] and 2) the addition of a
topology loss [Chen et al., 2020]. Both aim at the reduction of structure alteration, i.e. disconnections of the network in
the images. The connectivity loss for a generator G, and an input x computes the difference between the number of
road pixel sets in the target and the prediction. The topology loss computes the gradient of the predicted image and
compares it with the gradient of the input image. It was used in a style transfer problem to remove disconnections in the
road network of the output map.

4.8 Map generation

This is the final step that generates the target 1:50k scale topographic map. We propose to train a CycleGAN
[Zhu et al., 2017] to generate a symbolised and generalised map from the cartographic data derived in the previous
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steps. CylceGAN is an unpaired GAN that learns the A to B transformation and its inverse altogether. This model is
unpaired, because the model is given a set of input training images and a set of output images, but it never knows which
output image corresponds to a given input image. The model learns how the output domain (i.e. the 1:50k scale map)
looks like rather than the transformation to produce the output image from the input image. Unpaired models are usually
more adapted than paired models in cases where paired data does not exist or where the input and target have very
different aspects (that is the case for our task). Concretely, the architecture is made of two generators (F which learns
transformation from A to B and G learns transformation from B to A) and two discriminators (for A and B domains).
For each image in the training set (from both domains A or B), the two generators are applied consecutively (with the
relevant order) and the appropriate discriminator evaluates if the prediction of the second model applied (reconstruction)
is real or fake.

The input is constituted of tiles of different themes, with a level of detail adapted to the scale of the target map, stacked
into the different dimensions of the input tensor, similar to the layered representation used in the previous steps. In
practice, to demonstrate the interest and efficiency of this step, we need to test it with relevant input of the correct
quality. Thus, we included in the input the raw results of building scale adaptation. However, for roads, predictions from
the previous step were not good enough to be used in a mapping process, we rather included tiles made from a classical
selection of road sections, to test the effectiveness of the map generation without bias inherited from previous steps.

5 Results

In this section, we present the results of each stage of the experiment.

5.1 Road generalisation

For a quantitative evaluation of the road importance enrichment, we compute the confusion matrix (Table 1) of selection.
The GCN gives quite satisfying results on the test set. The recall is around 78% and the precision is 92%. Howwever,
the model is under-selecting the road network and kept too many undesired sections, but, it deletes very few important
sections.

Prediction
Annotation Deleted Kept Total

Deleted 580 150 730
Kept 476 1770 2246
Total 1056 1920 2976

Table 1: Confusion matrix for the selection of road sections using a GCN.

We think this quantitative evaluation is not sufficient to guarantee the quality of the prediction. Indeed, structure
alterations are not visible in a confusion matrix. Thus we use a visual examination of the selected network for
determining if spatial relations and the structure of the network are preserved. Figure 6 presents an extract of the road
network, its target generalisation at the 1:50k scale, and the predicted probability to be kept at the target scale. We
observe that the model can clearly identify the main and local connections: these roads respectively appear with a
significant probability of being kept (in red) or erased (in yellow). However, most roads have a medium probability.
These roads are neither important nor useless, and the prediction gives unclear indications about which one to select,
notably because it is also complex for human cartographers to make this choice. This close probability value can also
lead to disconnections and irrelevant choices, this is why this GCN cannot be a direct selection operator but is used as
an enrichment to guide a selection process that will take connection issues into account. Moreover, the predictions in
urban areas contain more errors and seem to suffer from a lack of examples.

For the generalisation of road tiles at the 1:50k scale step. We observe in Figure 7 that the continuity of the network in
the prediction images is the major issue. The model is able to understand the selection and selects appropriate edges but
it does not preserve them entirely, and intersections are disconnected. The proposed improvements for connectivity are
not really conclusive. The topology loss gives a similar quality of results for most situations and often creates more
disconnections for complex intersections where simplification (and thus change in the image structure) is required. The
connectivity loss slightly reduces the number of disconnections, but the numerous pixel artefacts present in the images
generated with this loss reduce the legibility of the image.
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Figure 6: Visual representation of road enrichment results.

5.2 Building generalisation

Figure 8 presents the results of the generalisation of individual buildings. We observe satisfying results, with realistic
and generalised buildings. However, the comparative evaluation of such buildings between the basic GAN and the
addition of the geometry consistency loss is visually difficult: some buildings are better with the loss, others are worse,
and the improvement of geometry consistency loss in terms of shape regularity is not visually significant.

Thus, we propose a quantitative evaluation of building shape regularity that includes a vector conversion. To vectorize
the buildings from the tiles, we use the GDAL function ’polygonize’ which creates vector polygons for all connected
regions of pixels in the raster that share a common pixel value. Then we apply a slight Douglas-Peucker filter (threshold
= 2m) to correct the notched shape due to the pixel limits. This simplification does not generalise the building and
globally preserves the generalisation problems of the building (when there is a problem), but it smooths the pixel border.
Finally, we eliminated the truncated buildings at the border of the image, which are not relevant for shape evaluation.
Then, we propose and implemented using Python, several measures to compare the quality of the prediction:

• Granularity: the length of the smallest building edge for each building (the value should be as large as
possible).

• Number of edges: the more edges a building has, the less credible its shape is. In fact, even a very complex
real building often has very few edges once it is generalised at the 1:50k scale (the smallest the value is, the
best the prediction is).

• Rectangularity coefficient: the area ratio between the building geometry and its minimal bounding box. This
measure is only relevant in quasi-rectangular-shaped buildings, and in the case of more complex buildings,
this measure is not used (the biggest the value is, the best the prediction is).

• Deviation to the most credible angle[Touya and Lokhat, 2016]: it sums up how far each angle is from a flat
or right angle, for each pair of the consecutive edge of the building (the smallest the value is, the best the
prediction is).

We compared the distribution of these measures for both buildings generalised with and without the geometry consistency
with the target building generalisation in Table 2. The measures give quite similar results: none of the models has
a significantly different distribution. The quantitative evaluation could not prove the effectiveness of the geometry
consistency loss for building generalisation. The comparison with reference confirms that the building shapes have the
expected granularity, and complexity (number of edges), but they suffer from irregular shapes (rectangular coefficient is
worse than the target).
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Figure 7: Prediction of the proposed model for the road adaptation at 1:50k.

5.3 Block covering generation

Finally, Figure 9 presents the results for the covering of the city centre blocks. We observe that the results are globally
bad: the model covers too many portions of space, and it does not learn to find the city centre but just creates a kind of
built-up area region. We think that the tile representation does not cover a large enough area to allow a block analysis.
Larger tiles or the use of attention-based mechanisms could help to solve this block-covering task [Liu et al., 2021b].
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Figure 8: Prediction of proposed models for the building adaptation at 1:50k.

5.4 Map generation

The last step of the workflow is the generation of legible symbolised map tiles without overlapping data at the target
scale. Figure 10 presents an extract of the results of this generation. The outputs have a satisfying style and are credible
as topographic maps. We observe that the shape of buildings is sometimes modified mostly in two cases: 1) when the
separation between buildings or with roads is not respected, the buildings are refined or enlarged to create separation or
an amalgamation; 2) when a building or an artefact from the previous model is too small, it is enlarged.

Some interesting elements in the prediction are illustrated in Figure 11. The amalgamation of close buildings is
illustrated in purple. In green (and pink), we observe the displacement and distortion of buildings to avoid overlaps with
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Table 2: Statistics on building regularity measures for prediction of the model trained without geometry consistency
loss (NoGC), with geometry consistency loss (GC) and for the target semi-automatic generalisation.

Constraint Model min max mean med
Granularity (metre) NoGC 2 38 8 4.5

GC 2 32 7.7 4.5
Target 2 27 7.6 4.5

Number of edges NoGC 4 70 7.5 6
GC 4 70 7.6 6
Target 4 59 7.6 7

Rectangular coefficient NoGC 0.37 1 0.79 0.81
GC 0.33 1 0.79 0.81
Target 0.41 1 0.81 0.86

Deviation coefficient (degree) NoGC 0 45 15.7 14.0
GC 0 45 15.6 14.0
Target 0 45 17.1 15.2

Figure 9: Prediction block covering generation.

Figure 10: Some input and prediction images for the map generation step.

road symbols (and with neighbouring buildings). Finally, some drawbacks remain, highlighted in Figure 12. Some
undesired overlaps remain between roads and hydrography (circled in red) and with buildings (circled in blue). These
errors seem to be due to the inability of the model to sometimes decide between amalgamation and displacement for
resolving the conflict, and the model performs both which results in shapes that are not realistic. These results are also
the output of the whole workflow and are later discussed and compared with state-of-the-art methods in Section 6.2.
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Figure 11: Some predictions of our model with circles showing some specific strong points: in purple, two close
buildings are generalised with an amalgamation strategy; in green, some buildings are displaced to ensure a minimum
distance with the road; in pink, two close buildings are displaced to ensure a minimum distance with other buildings.

6 Discussion

6.1 Advantages and limitations of the workflow

Our experiment tests the effectiveness of a workflow that combines several deep neural networks for the generation of
a complete generalised topographic map. With a workflow organisation, the objective of each deep neural network
is more clearly defined which has shown some advantages over the usage of a holistic end-to-end model. These are
discussed, as well as limitations in the following subsections.

6.1.1 The workflow allows for an independent formulation of each sub-task

Map generalisation is a complex task, thus finding a relevant formulation and data representation to learn this task is
also complex. The input must contain (at least implicitly) all necessary information for generalisation.

For example, the use of additional information enables the learning of road selection, but it globally makes the input
more complex and is useless for the generalisation of other themes [Courtial et al., 2022c]. Consequently, when applied
to a whole map it degraded the global quality of prediction. On the contrary in such a workflow, we can determine the
appropriate formulation, and design an adapted training set for each task, and the additional information is only used
when it is beneficial. Thus, each model is trained with an adapted input in terms of content, representation, level of
detail, size of context, etc.
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Figure 12: Some predictions of our model with circles showing some flaws: in red, the displacement to ensure the
minimal distance between the road and the river is not performed; in blue, both displacement and amalgamation
operations are performed instead of one, which leads to an unrealistic building shape.

Another example is the choice of the best deep learning architecture for a task. Architectures working on image tiles
such as pix2pix or CycleGAN seem to be adapted for a graphic generalisation, but not for semantic enrichment or
network generalisation.

Lastly, the block-covering task illustrates this advantage. The scarcity of tiles showing block covering in the training
set made it impossible to properly learn this task with the general set designed for buildings. By separating tasks, we
could provide additional examples from other areas without creating a new complete training dataset for the whole map
generation in these areas. Then, with the workflow organisation, we could also suggest changing the tile size for this
task without changing the global tile size for other tasks. The tile size depends on the level of detail and context which
may vary for different generalisation sub-tasks.

6.1.2 The workflow allows for simpler evaluation and post-processing

Secondly, the workflow organisation allows for a simpler evaluation for two reasons. First, if the task and its objective
are clearly defined, it is more simple to estimate if they are satisfied. Indeed, there are much more constraints to assess
the quality of a complete topographic map, than for the assessment of a single operator. And the larger the number
of constraints is, the more complex a global estimation of quality is [Touya, 2012]. Secondly, the estimation of intra
and inter-theme conflicts is separated, which makes their automatic evaluation simpler. For example, the evaluation of
building shape is impossible if the building and road overlap, because the road might hide some parts of the building,
but with the workflow organisation we could evaluate first the shape of buildings and then if they overlap with other
themes. In the same manner, the identification of remaining errors and corrections with post-processes is simpler when
tasks are separated (e.g. elimination of pixel artefacts, correction of disconnections, etc.).
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6.1.3 The workflow is more pragmatic

Finally, the workflow organisation allows us to train and improve each model independently which is more pragmatic
[Scheider and Richter, 2023]. Indeed, the different sub-tasks of map generalisation have different characteristics and
complexity. Thus, they may require different models and training, in particular the most adapted model architectures,
losses, optimization methods and the number of epochs can vary for each sub-task. For instance, during our experiments,
the map generation takes 300 epochs, while building generalisation only needs between 150 and 200 epochs to reach an
optimal state. In a similar way, a quick experiment on loss functions has shown that a geometry consistency loss could
improve the shape of buildings but decrease the quality of road generalisation.

6.1.4 Limitations

Despite these advantages, the proposed workflow has some limitations.

• It requires more time and storage capacity than a unique model;

• The propagation of errors is more probable. For instance, in our experiment, the road selection is not performed
correctly during the scale adaption step and disconnections occur. If we would have used this prediction in the
map generation step, not only the prediction would have included the same disconnections, but also the model
would have learned to make map-looking images from this erroneous data and have interpreted disconnected
roads as dead ends. This may lead to bad placement of other themes relative to the erroneous roads.

6.2 Comparative evaluation

In Figure 13, we compare the results obtained with the DeepMapScaler workflow, with the results of the holistic unique
model trained to generate end-to-end generalised topographic maps proposed by [Courtial et al., 2021b], and with a
traditional semi-automatic map generalisation process (target).

The workflow predictions are particularly satisfying: the road selection stays connected and the proximity constraint
between roads and buildings is satisfied. The realism of the prediction is also improved compared to the holistic model,
the prediction with the workflow contains less noise and blurred parts since the block covering and building shape are
not learned together. The workflow model also has less oversimplifies the shape of the complex buildings. We also
observe that the workflow can also learn to reproduce generalisation operators that are not learnt by the holistic model
such as displacement and amalgamation. Thus, the prediction better preserves the structure of buildings (i.e. on the top
image the square sparse building structure is preserved while the unique model generalised it in the building bar).

Then, compared with the semi-automatic generalisation, the quality of building generalisation is more homogeneous:
with the semi-automatic method there is no unrealistic shape but some buildings remain too detailed or too small, because
the algorithm used failed, while with the generalisation by deep learning, each building contains small imperfections
but very few building have a very bad generalisation.

6.3 Improving the workflow

In this section, we discuss how the workflow can be improved in the future. We discuss the improvement of the different
proposed steps, and then we discuss the improvement of the transition between steps.

6.3.1 Improving the models responsible for each step of the workflow

The road scale adaptation is the step with the worst results, in particular, the generation of generalised road maps
includes too many disconnections to be considered satisfying. To improve this point, we proposed a loss function
which should discourage disconnections. However, this strategy is not significantly successful. We believe that the
formulation of this step must be changed, and the selection of the roads should not be performed with an image-based
architecture. The image-based architecture should only be used for a graphic generalisation (if needed). We also think
that the addition of a step for the simplification of complex road structures, such as highway interchanges or complex
intersections, is required.

The block-covering model also needs to be improved. We believe that both the training set and the architecture proposed
are not adapted for this task. We already suggested producing bigger tiles for this task. We could also suggest another
approach with a graph where each node describes an urban block and an edge describes adjacency relations between
blocks. The model is then trained to predict a label (covered or not) for each block according to the characteristics
(stored as node attributes) and proximity of blocks.
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Figure 13: Comparison of predictions made by a workflow and by a unique model, as well as the ground truth obtained
with traditional generalisation techniques.

For buildings, the prediction is global and of good quality, as the slightly fuzzy shapes can be corrected by fine-tuning
the model or by post-processing the output. There are also some remaining buildings with too much granularity. This
problem may be due to the few errors remaining in the training set that make the model learn that it is sometimes
possible to leave buildings with high granularity in the geometry.

6.3.2 Transition between steps

In this article, we trained each step independently, with the input of intermediary steps derived from the output of
previous steps. In this section, we discuss this choice.

In the current workflow, transitions are limited to rasterization and graph creation. Our data is initially composed of
vector cartographic data while the output and the input of each model is either a graph or an image. This choice allows
us to visualise and analyse each step independently. However, it forces us to encode and decode multiple times the same
information (e.g. the inputs of the map generation step are decoded from the last steps of the scale adaptation, and the
model begins by encoding them). In particular, when the step aims to provide information about an image or an object
(e.g. the data enrichment steps), we think that this redundancy is not useful. Our idea is to use an encoding-only model
for this step, that provides an embedding representation of attributes or context information to the next model directly.
Such an approach skips the decoding for human understanding, which may be biased and degrade information (see
Figure 14). Moreover, such transitions would chain processes based on any kind of object representation and would
give more freedom in the steps of the workflow.
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Figure 14: Illustration of the alternative transition between steps based on embedding.

7 Conclusion

We proposed and tested a workflow for generalised map generation with deep learning techniques, called DeepMapScaler.
The proposed workflow is organised in two steps, the data adaptation for the desired scale (that is made theme by theme)
and the map generation. These two steps do not exactly correspond to classical steps in traditional map generalisation:
the data adaptation includes data enrichment, object selection and some graphic generalisation that relates to intra-theme
constraints, while the map generation deals with solving inter-theme conflicts and conflicts linked to symbolisation.

The comparison with literature results shows that the workflow unlocks the learning of generalisation operators that
were important challenges in the literature on generalised map generation using deep learning: displacement, road
selection and amalgamation. However, some steps (the generalisation of roads and the covering of city centre blocks),
and the transition between steps still require to be improved. With the results obtained with DeepMapScaler, we believe
that the creation of a workflow that combines deep learning (and others) models is more reasonable than the design of a
unique map generalisation model for now.

Data availability statement

The data that support the findings of this study are available at the link https://doi.org/10.5281/zenodo.7957430.
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