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Analog of Linear Landau Damping in

a coupled Vlasov-Euler system for thick sprays

C. Buet∗, B. Després†and V. Fournet‡

Abstract

We study a linearized thick sprays model. We recast the system as a linear
Schrödinger equation and we prove that the corresponding operator only has abso-
lutely continuous spectrum. This proves that the system displays an analog of the
Landau damping and one observes a decay of the acoustic energy. We construct
the dispersion relation of the problem and we compute the physical root with the
smallest imaginary part. We construct a numerical scheme, and the numerical
results confirm the theoretical findings.

1 Introduction

Collisionless motion of an electrostatic plasma is well-described by the Vlasov-
Poisson system {

∂tf + v · ∇xf + E · ∇vf = 0

E = ∇∆−1
(∫

R
fdv

)
.

(1.1)

It is known since the seminal work of Landau [25] that such model can exhibit
a decay of the electric field for large times. This property of plasma, known
today as Landau damping, has received a lot of interest since then and there exists
an extensive literature on the linear Landau damping and more recently on the
nonlinear Landau damping. See for example [11,28,33] and the reference therein.
See also [3, 20,21] for similar effect in other systems.

In this work, we present new results of linear damping properties of solutions of
a multiphase model describing suspensions of particles in a underlying gas. Such
complex flow is usually refered to as a spray [14]. A typical system which describes
this kind of spray writes

∂tf + v · ∇xf +∇v · (Γf) = 0

∂t(α%) +∇x · (α%u) = 0

∂t(α%u) +∇x · (α%u⊗ u) + α∇xp(%) = D?

∫
R3(v − u)f dv.

(1.2)

In (1.2), the first equation is a Vlasov-type equation and it describes the evolution
of the particles through a distribution function f = f(t,x,v) ≥ 0 in the phase
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space T3 ×R3 for times t > 0. The second and third equations of (1.2) are the
barotropic compressible Euler equations and they describe the evolution of the
density % = %(t,x) ≥ 0 and the velocity u = u(t,x) ∈ R3 of the fluid, for times
t > 0 and x ∈ T3. The system (1.2) describes the so-called thick sprays regime,
in which the total volume occupied by the particles is not negligible compared to
the one of the fluid. This has the consequence that the fluid and the particles are
coupled through the following quantities. The first quantity is the volume fraction
of the fluid α = α(t,x). It is linked to the f by the formula

α(t,x) = 1− 4

3
πr3p

∫
R3

f(t,x,v) dv.

Here, we assume that α(t,x) ∈ [0, 1]. This is in strong contrast with the thin
sprays regime where this quantity is assumed to be very closed to 1 and is therefore
absent from the equations [2]. The radius of the particles rp > 0 is a constant in
this work. The force field acting on the particles Γ := Γ(t,x,v) is given by

Γ(t,x,v) = −∇xp(%)− D?
4
3πr

3
p

(v − u).

It is composed of two terms. The term −∇xp(%) is a specific feature of thick sprays
(it is absent in the thin sprays regime). The term D?(v−u) is a drag force exerted
on the particles by the fluid. The retroaction of the drag force on the fluid appears
in the third equation of (1.2) through the term D?

∫
R3(v−u)f dv and is sometimes

refered to as the Brinkman force. The drag coefficient D? ≥ 0 is usually given
in semi-empirical manners. This model can be used to describe various physical
phenomena at different length scales, such as aerosols for medical use [6, 7], the
combustion in engines [1], aerosols in the atmosphere [27], and also in astrophysics
for the modelling of gas giants and exoplanets [18]. See also [4, 5, 15–17,29,34].

In parallel with the system (1.1) where collisions are neglected, we neglect the
drag force in (1.2). Thus, D? = 0 and the model problem that we will use in most
of this work writes

∂tf + v · ∇xf −∇xp(%) · ∇vf = 0

∂t(α%) +∇x · (α%u) = 0

∂t(α%u) +∇x · (α%u⊗ u) + α∇xp(%) = 0.

(1.3)

A description of our main results is the following.

• The first result investigates damping properties of small perturbations of
homogenous profiles at the linear level. It is described in the Theorem 1
below. We linearize the system (1.3) around a reference solution and we
analyze the decay of the perturbation in L2 norm. We adapt ideas from
plasma physics [9,12,13] and exploit the scattering structure of the linearized
system, rewriting it as a linear Schrödinger equation of the form

d

dt
U = iHU.

The analysis is based on a careful analysis of the spectrum of the unbounded
operator H. The main difficulty is that the system at stakes is more complex
than the Vlasov-Poisson system, making the computations more tedious.

• The second result is the computation of the rate of decay of the perturbation
of the linearized equations for analytic initial data. Mimicking computations
done by Landau [25] for the Vlasov-Poisson system, we obtain the dispersion
relation of the linearized system. This function is written as the sum of the
dispersion relation of the Vlasov-Poisson equation and an additional term
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which is specific to the model (1.3). The computation of the dispersion
relation is done in the Proposition 4 below. Then, we formally derive an
expansion for the perturbation of the density.

• Finally we show numerical simulation illustrating the damping investigated
in this paper. We present schemes for the linearized and the nonlinear equa-
tions. The schemes are derived from classical methods. It shows that the
damping predicted by the linear equations is observed in the linear and the
nonlinear simulations. We also present preliminary formal and numerical
results for the case with nonzero friction D? > 0.

Overview of the paper This work is organized as follows. In section 2.2,
we prove Theorem 1. In section 2.3, we show formal computation leading to the
dispersion relation. In section 3, we show numerical results illustrating Theorem
1, and we show that the computation done in section 2.3 are verified numerically.
Finally in section 4, we discuss remaining open questions about this work.

2 Linear Damping

In this section, our aim is to analyze the damping properties of the system (1.3) in
the linear regime. We follow a classical approach where we linearize the equations
around gaussian equilibrium. In contrast with plasma physics, the physical valid-
ity of such equilibrium is questionable for thick sprays, and should be justified.
Another possibility is to use a more general class of equilibrium as in [8]. In this
work we limit ourselves to gaussian equilibrium since it simplifies the equations
and already brings valuable insight on the mathematical structure of the system.

2.1 The linear thick sprays model

We consider the following homogeneous solution of (1.3)
%(t,x) = %0 > 0,

u(t,x) = 0,

f(t,x,v) = f0(v) := n0√
2π
e−|v|

2/2,

where the density n0 =
∫
R3 f

0 dv is related to the volume fraction α0 by

1− 4

3
πr3pn0 = α0 ∈ (0, 1). (2.1)

Following [8], we perform the linearization
%(t,x) = %0 + ε%1(t,x) +O(ε2)

u(t,x) = εu1(t,x) +O(ε2)

f(t,x,v) = f0(v) + ε
√
f0(v)f1(t,x,v) +O(ε2).

Dropping the quadratic terms and the subscripts, one obtains the following linear
thick sprays equations with τ(t,x) = −%1(t,x)/%20 and c0 =

√
p′(%0)

α0%0∂tτ = α0∇x · u +
4

3
πr3p∇x ·

∫
R3

v
√
f0f dv

α0%0∂tu = α0%
2
0c

2
0∇xτ

∂tf + v · ∇xf − %20c20
√
f0(v)v · ∇xτ = 0.

(2.2)
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2.2 Spectral theory for linear thick sprays

The main result of this section is the following.

Theorem 1. Let f0 = f0(v) satisfies (2.1), and initial condition (τini,uini, fini) ∈
L2(T3)×

(
L2(T3)

)3 × L2(T3 ×R3) such that∫∫
T3×R3

fini(x,v) dvdx = 0,

∫
T3

τini(x) dx = 0,

∫
T3

uini(x) dx = 0.

Then as t→ +∞ the solution (τ(t, ·), u(t, ·), f(t, ·, ·)) of the linearized thick sprays
equations (2.2) with initial data (τini, uini, fini) verifies

‖τ(t)‖L2+‖u(t)‖L2→ 0,

and f(t, ·, ·) converges weakly to 0 in L2(T3 ×R3).

Remark. As the quadratic energy
∫
T3×R3 |f |2 dxdv +

∫
R3 |τ |2+|u|2 dx is con-

served, Theorem 1 implies that all the acoustic energy is transferred to the parti-
cles. It will be visible in Figure 4 where fast oscillations show up in the velocity
variable. It is known in the plasma community as filamentation.

The proof of Theorem 1 is done using tools from spectral theory [24, 26]. For the
sake of simplicity of the notations, we place ourselves in 1D, but the proof is valid
in dimension d ∈ N∗. After setting all constants to 1, the system (2.2) rewrites

∂tτ = ∂xu+ ∂x

∫
R

v
√
f0f dv

∂tu = ∂xτ

∂tf + v∂xf −
√
f0(v)v∂xτ = 0.

(2.3)

We start from initial data (τini, uini, fini) satisfying∫∫
T×R

fini(x, v) dvdx = 0,

∫
T

τini(x) dx = 0,

∫
T

uini(x) dx = 0.

One can show that solutions of (2.3) conserve the quadratic energy

d

dt

(∫∫
T×R
|f |2 dvdx+

∫
T

|τ |2+|u|2 dx

)
= 0. (2.4)

Functional setting We define the following functional spaces

L2
0(T) =

{
u ∈ L2(T),

∫
T

u(x) dx = 0

}
,

and

L2
0(T×R) =

{
f ∈ L2(T×R),

∫∫
T×R

f(x, v) dxdv = 0

}
,

and
`20(Z) =

{
u ∈ `2(Z), u0 = 0

}
,

and the unbounded operator H : L2
0(T)×L2

0(T)×L2
0(T×R) −→ L2

0(T)×L2
0(T)×

L2
0(T×R), by

iH =

 0 ∂x ∂x
∫
R
v
√
f0(v) · dv

∂x 0 0

v
√
f0(v)∂x 0 −v∂x

 ,
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with domain

D[H] = {(τ, u, f) ∈ L2
0(T)×L2

0(T)×L2
0(T×R), such that ∂xτ ∈ L2(T), ∂xu ∈ L2(T), v∂xf ∈ L2(T×R)}.

The system (2.3) rewrites as a linear Schrödinger equation

d

dt
U = iHU, U = (τ, u, f).

To study the operator H, we introduce the Fourier transform F : L2
0(T) −→ `20(Z)

defined by

F(f)(k) = fk :=

∫
T

e−ikxf(x) dx, ∀k ∈ Z.

In this context, the Fourier inverse F−1 : `20(Z) −→ L2
0(T) is well-defined and F is

a unitary operator. Denote `2kL
2
v = F(L2

0(T×R)). We work in the Hilbert space

X = `20(Z)× `20(Z)× `2kL2
v,

equipped with the hermitian product

〈(τ, u, f), (σ,w, g)〉X =
∑
k∈Z

τkσk +
∑
k∈Z

ukwk +
∑
k∈Z

∫
R

fk(v)gk(v) dv.

We introduce k the operator defined by (kτ)k = kτk for all k ∈ Z. Let H : X −→
X the operator defined by

iH = ik

 0 1
∫
R
v
√
f0(v) · dv

1 0 0

v
√
f0(v)· 0 −v

 ,

with domain

D[H] =
{

(τ, u, f) ∈ X, such that kτ ∈ `2(Z), ku ∈ `2(Z), kvf ∈ `2kL2
v

}
.

By construction, H and H are unitarily equivalent. The system (2.3) rewrites in
the Fourier space, as

d

dt
U = iHU.

Proposition 2. The operators H and H are self adjoint.

Proof. Let us write H = H0 +K, with

H0 = k

0 1 0
1 0 0
0 0 −v

 , K = k

 0 0
∫
R
v
√
f0(v) · dv

0 0 0

v
√
f0(v)· 0 0

 ,

with domain
D[H0] = D[H],

D[K] =

{
(τ, u, f) ∈ X, k

∫
R

v
√
f0(v)f dv ∈ `2(Z), kv

√
f0(v)τ ∈ `2kL2

v

}
.

Let us show that (H0, D[H0]) is self-adjoint. A simple computation show that H0

is symmetric, 〈H0U, V 〉X = 〈U,H0V 〉X for all U, V ∈ D[H0]. It remains to show
that D[H∗0] ⊂ D[H0]. Let (σ,w, g) ∈ D[H∗0]. By definition of the adjoint, for every
(τ, u, f) ∈ D[H0], there exists (s, ω, h) ∈ X such that

〈H(τ, u, f), (σ,w, g)〉 = 〈(τ, u, f), (s, ω, h)〉.
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In particular, for

(τ, u, f) = k

 w1J−n,nK
σ1J−n,nK

−vg1J−n,nK×[−m,m]

 ,

one has

〈H0(τ, u, f), (σ,w, g)〉 =

n∑
k=−n

k2 |wk|2 +

n∑
k=−n

k2|σk|2+

n∑
k=−n

∫ m

−m
k2v2 |gk|2 dv

= 〈(τ, u, f), (s, ω, h)〉X
≤ ‖τ, u, f‖X‖s, ω, h‖X

=

[
n∑

k=−n

k2 |wk|2 +

n∑
k=−n

k2|σk|2+

n∑
k=−n

∫ m

−m
k2v2 |gk(v)|2 dv

]1/2
‖s, ω, h‖X .

So [
n∑

k=−n

k2 |wk|2 +

n∑
k=−n

k2|σk|2+

n∑
k=−n

∫ m

−m
k2v2 |gk(v)|2 dv

]1/2
≤ ‖s, ω, h‖X ,

and, taking the limit m,n→∞, it yields

kw ∈ `2(Z),

kσ ∈ `2(Z),

−kvg ∈ `2kL2
v.

This show that H0 is self adjoint. Moreover, the operator K is clearly symmetric,
and D[H0] ⊂ D[K]. Furthermore

‖K(τ, u, f)‖2X =
∑
k∈Z

k2
∫
R

v2f0(v)|τk|2 dv +
∑
k∈Z

k2
∣∣∣∣∫

R

v
√
f0(v)fk(v) dv

∣∣∣∣2
≤
∫
R

v2f0(v) dv
∑
k∈Z

k2|τk|2+n0
∑
k∈Z

k2|uk|2+

∫
R

f0(v) dv
∑
k∈Z

∫
R

v2k2|fk(v)|2 dv

≤ n0‖H0(τ, u, f)‖2X .

So the operator K is H0-bounded. Thanks to the hypothesis (2.1), n0 < 1 and
the Kato-Rellich theorem applies. One concludes that H is self adjoint on D[H] =
D[H0]. Since H is unitary equivalent to H, the operator (H,D[H]) is self adjoint.

Since the operators H and H are self-adjoint, their spectrums can be decom-
posed in terms of theory of measure [24,26]. It yields the following decomposition

X = Xac ⊕Xsc ⊕Xpp.

where Xac (resp. Xsc, resp. Xpp) corresponds to the absolutely continuous (resp.
singular continuous, resp. pure point) part of the spectrum. The pure point
subspace Xpp is spanned by the eigenvectors

Xpp = Span{ϕ ∈ X, Hϕ = λϕ for some λ ∈ R}.

On the other hand, the subspace Xac is characterized [22,23,30] by the existence
of a dense subset A ⊂ Xac such that

ϕ ∈ A⇒
∥∥∥(H− λ− iε)−1 ϕ

∥∥∥
X

= O

(
1√
ε

)
. (2.5)
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This characterisation is known as the Christensen criterion. Before moving on, we
recall the so-called Plemelj formula,

lim
ε→0

1

x+ iε
= P.V

(
1

x

)
− iπδ0, in D′.

Theorem 3. The operator H only has absolutely continuous spectrum.

Proof. Since H is unitary equivalent to H, if H only has absolutely continuous
spectrum, then the same statement holds for H. We verify the criterion (2.5) by
means of a series of elementary calculations.

Let A be the set of triplet of function (τ, u, f) such that τ , u ∈ `20(Z) with finite
support and f ∈ `2kL2

v with finite support in k, and bounded in v. The set A is

dense in X. Let us compute (H− (λ+ iε))
−1

(τ, u, f) by solving for (σ,w, g) ∈ X
the equation (H− (λ+ iε)(σ,w, g) = (τ, u, f) which writes, for all k 6= 0, v ∈ R

kwk + k
∫
R
v
√
f0(v)gk(v) dv − (λ+ iε)σk = τk

kσk − (λ+ iε)wk = uk

−vkgk(v) + kv
√
f0(v)σk − (λ+ iε)gk(v) = fk(v).

Taking the third equation, one has

gk(v) =
kv
√
f0(v)

λ+ iε+ vk
σk −

fk(v)

λ+ iε+ vk
. (2.6)

The second equation gives

wk =
1

λ+ iε
(kσk − uk). (2.7)

Then, the first equation gives

k2

λ+ iε
σk −

k

λ+ iε
uk + k

∫
R

v
√
f0(v)gk(v) dv − (λ+ iε)σk = τk.

Using (2.6) and (2.7)

k2

(λ+ iε)2
σk+

k2

λ+ iε
σk

∫
R

v2f0(v)

λ+ iε+ vk
dv−σk =

k

(λ+ iε)2
uk+

1

λ+ iε
τk+

k

λ+ iε

∫
R

v
√
f0(v)fk(v)

λ+ iε+ vk
dv.

Finally

σk =
−1

1− k2

(λ+iε)2 −
k2

λ+iε

∫
R

v2f0(v)
λ+iε+vk dv

(
τk

λ+ iε
+

k

(λ+ iε)2
uk +

k

λ+ iε

∫
R

v
√
f0(v)fk(v)

λ+ iε+ vk
dv

)

= − (λ+ iε)2

(λ+ iε)2 − k2 − k2(λ+ iε)
∫
R

v2f0(v)
λ+iε+vk dv

(
τk

λ+ iε
+

k

(λ+ iε)2
uk +

k

λ+ iε

∫
R

v
√
f0(v)fk(v)

λ+ iε+ vk
dv

)

= −
(λ+ iε)τk + kuk + k(λ+ iε)

∫
R

v
√
f0(v)fk(v)

λ+iε+vk dv

(λ+ iε)2 − k2 − k(λ+ iε)
∫
R

v2f0(v)
λ+iε+vk dv

. (2.8)

To satisfy the criterion (2.5), it is enough, from the formula (2.6)-(2.7), to bound
σ and w in `∞. One obtains using Plemelj formula

σk = −
(λ+ iε)τk + kuk + k(λ+ iε)

∫
R

v
√
f0(v)fk(v)

λ+iε+vk dv

(λ+ iε)2 − k2 − k(λ+ iε)
∫
R

v2f0(v)
λ+iε+vk dv

−−−→
ε→0

−
λτk + kuk + kλ

[
P.V

∫
R

v
√
f0(v)fk(v)

λ+vk dv + iπλ
√
f0(λ)fk(λ)

]
λ2 − k2 − kλ

[
P.V

∫
R
v2f0(v)
λ+vk dv + iπλ2f0(λ)

] .
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So σ is uniformly bounded in ε in `∞(Z). In the same way, from (2.7)

wk =
1

λ+ iε

−k(λ+ iε)τk + k2uk + k2(λ+ iε)
∫
R

v
√
f0(v)fk(v)

λ+iε+vk dv

(λ+ iε)2 − k2 − k(λ+ iε)
∫
R

v2f0(v)
λ+iε+vk dv

− uk


= −

kτk + k2
∫
R

v
√
f0(v)fk(v)

λ+iε+vk dv

(λ+ iε)2 − k2 − k(λ+ iε)
∫
R

v2f0(v)
λ+iε+vk dv

−
k2 uk

λ+iε

(λ+ iε)2 − k2 − k(λ+ iε)
∫
R

v2f0(v)
λ+iε+vk

− uk
λ+ iε

= −
kτk + k2

∫
R

v
√
f0(v)fk(v)

λ+iε+vk dv

(λ+ iε)2 − k2 − k(λ+ iε)
∫
R

v2f0(v)
λ+iε+vk dv

− uk
λ+ iε

[
1 +

k2

(λ+ iε)2 − k2 − k(λ+ iε)
∫
R

v2f0(v)
λ+iε+vk dv

]

= −
kτk + k2

∫
R

v
√
f0(v)fk(v)

λ+iε+vk dv

(λ+ iε)2 − k2 − k(λ+ iε)
∫
R

v2f0(v)
λ+iε+vk dv

− uk
λ+ iε

 (λ+ iε)2 − k(λ+ iε)
∫
R

v2f0(v)
λ+iε+vk dv

(λ+ iε)2 − k2 − k(λ+ iε)
∫
R

v2f0(v)
λ+iε+vk dv


= −

kτk + k2
∫
R

v
√
f0(v)fk(v)

λ+iε+vk dv

(λ+ iε)2 − k2 − k(λ+ iε)
∫
R

v2f0(v)
λ+iε+vk dv

− uk

 (λ+ iε)− k
∫
R

v2f0(v)
λ+iε+vk dv

(λ+ iε)2 − k2 − k(λ+ iε)
∫
R

v2f0(v)
λ+iε+vk dv


= −

kτk + k2
∫
R

v
√
f0(v)fk(v)

λ+iε+vk dv + uk

[
(λ+ iε)− k

∫
R

v2f0(v)
λ+iε+vk dv

]
(λ+ iε)2 − k2 − k(λ+ iε)

∫
R

v2f0(v)
λ+iε+vk dv

.

Then one concludes using again Plemelj formula that

wk −−−→
ε→0

−
kτk + P.V

∫
R

v
√
f0(v)fk(v)

λ+vk dv + iπλ
√
f0(λ)fk(λ) + uk

[
λ− kP.V

∫
R
v2f0(v)
λ+vk dv − iπkλ2f0(λ)

]
λ2 − k2 − kP.V

∫
R
v2f0(v)
λ+vk dv − iπkλ2f0(λ)

.

In the end, one obtains that w is uniformly bounded in ε in `∞(Z). We then turn
to an estimate of g in `2kL

2
v. The triangle inequality yields

‖g‖`2kL2
v
≤

∥∥∥∥∥ kv
√
f0σ

λ+ iε+ vk

∥∥∥∥∥
`2kL

2
v

+

∥∥∥∥ f

λ+ iε+ vk

∥∥∥∥
`2kL

2
v

.

One has ∥∥∥∥∥ kv
√
f0σ

λ+ iε+ vk

∥∥∥∥∥
2

`2kL
2
v

=
∑
k∈Z

∫
v∈R

∣∣∣∣∣ kv
√
f0σk

λ+ iε+ vk

∣∣∣∣∣
2

dv

=
∑

k∈Z\{0}

k2σ2
k

∫
v∈R

v2f0

(λ+ vk)2 + ε2
dv

≤ ‖v2f0‖L∞v
∑

k∈Z\{0}

k2σ2
k

kε

≤
‖v2f0‖L∞v ‖kσ‖

2
`2

ε
,

and ∥∥∥∥ f

λ+ iε+ vk

∥∥∥∥2
`2kL

2
v

=
∑

k∈Z\{0}

∫
v∈R

|fk(v)|2

(λ+ vk)2 + ε2
dv

≤
∑

k∈Z\{0}

∫
v∈R

‖fk‖2L∞v
(λ+ vk)2 + ε2

dv

≤ C

ε

∥∥k−1f1k 6=0

∥∥2
`2kL
∞
v
.
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Finally, it yields for ε small enough,

∀(τ, u, f) ∈ A, ‖(H− (λ+ iε))−1(τ, u, f)‖X≤
Cλ,τ,u,f√

ε
.

With Cτ,u,f,λ a constant that depends only on τ, u, f, λ. One concludes that H
only has absolutely continuous spectrum.

We can then conclude this section and prove Theorem 1.

Proof of Theorem 1. Since the operator H has absolutely continuous spectrum
and does not have pure point and singular spectrum, it is a standard consequence of
scattering theory [24, 26] that the solution (τ(t), u(t), f(t)) = e−itH(τini, uini, fini)
converges weakly to 0. Furthermore it is easy to see that

∀k, τk(t)→ 0, uk(t)→ 0.

Using the conservation of energy, one has∑
k∈Z

(
|τk(t)|2+|uk(t)|2

)
≤
∑
k∈Z

(
|τk(t)|2+|uk(t)|2+

∫
R

|fk(t, v)|2 dv

)
=
∑
k∈Z

(
|τk(0)|2+|uk(0)|2+

∫
R

|fk(0, v)|2 dv

)
.

Let ε > 0, then there exists N > 0 such that∑
|k|>N

(
|τk(0)|2+|uk(0)|2+

∫
R

|fk(0, v)|2 dv

)
< ε.

Then one writes∑
k∈Z

(
|τk(t)|2+|uk(t)|2

)
=
∑
|k|≤N

(
|τk(t)|2+|uk(t)|2

)
+
∑
|k|>N

(
|τk(t)|2+|uk(t)|2

)
<
∑
|k|≤N

(
|τk(t)|2+|uk(t)|2

)
+ ε.

Taking t→ +∞,

lim
t→+∞

∑
k∈Z

(
|τk(t)|2+|uk(t)|2

)
≤ ε, ∀ε > 0.

One concludes by Plancherel identity.

2.3 Dispersion relation

In this section, we perform a more quantitative analysis than in the previous
section by assuming that the initial data are analytic functions. For simplicity
of the notations we take n0 = 1. The conclusion (2.12) is that the damping
is a combination of a decreasing exponential part and an oscillatory part. This
behaviour is qualitatively the same to the linear Landau damping in plasma physics
for the Vlasov-Poisson system, even if the physical nature of the force that acts
on the particles is different.

For a function τ ∈ L∞(R+;L2(T)), we define the Laplace-Fourier transform
as

τ̃k(ω) :=

∫ +∞

0

∫
T

eiωte−ikxτ(t, x) dxdt, =(ω) > 0.
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Proposition 4. Let (τ, u, f) solutions of the linearized system (2.3), and τ̃k be
the Fourier-Laplace transform of τ . Then one has, for =(ω) > 0

τ̃k(ω) =
N (ω, k)

D(ω, k)
,

with

N (ω, k) =
i

ω

(
τk(0)− k

ω
uk(0) +

∫
R

v
√
f0(v)fk(0, v)

v − ω
k

dv

)
,

and

D(ω, k) = 1− k2

ω2
+

[
1 +

ω√
2πk

∫
R

e−v
2/2

v − ω
k

dv

]
.

The function D is the dispersion relation of the linear system.

Remark. It is interesting to compare D to the dispersion relation of the linear
Vlasov-Poisson system

DVP(ω, k) = 1 +
1

k2

[
1 +

ω√
2πk

∫
R

e−v
2/2

v − ω
k

dv

]
.

We remark that

D(ω, k) = 1− k2

ω2
+ k2(DVP(ω, k)− 1) = 1− k2 − k2

ω2
+ k2DVP(ω, k).

Proof. We consider the system (2.3) written for Fourier modes k 6= 0.
∂tτk(t) = ikuk(t) + ik

∫
R

√
f0fk(t, v)v dv

∂tuk(t) = ikτk(t)

∂tfk(t, v) + ikvfk(t, v)− ikv
√
f0τk(t) = 0.

(2.9)

The solutions of (2.9) are bounded, so the following Fourier-Laplace transforms
are well-defined

τ̃k(ω) =

∫ +∞

0

eiωtτk(t) dt, =(ω) > 0,

ũk(ω) =

∫ +∞

0

eiωtuk(t) dt, =(ω) > 0,

f̃k(ω, v) =

∫ +∞

0

eiωtfk(t, v) dt, =(ω) > 0, v ∈ R.

Multiplying the Vlasov equation by eiωt and integrating in t, (2.9) writes
−iωτ̃k(ω) = ikũk(ω) + ik

∫
R
v
√
f0(v)f̃k(ω, v) dv + τk(0)

−iωũk(ω) = ikτ̃k(ω) + uk(0)

(−iω + ikv)f̃k(ω, v)− ikv
√
f0τ̃k(ω) = fk(0, v).
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Then one has

−iωτ̃k(ω) =ikũk(ω) + ik

∫
R

v
√
f0(v)f̃k(ω, v) dv + τk(0)

=ik

(
− ikτ̃k(ω) + uk(0)

iω

)
+ ik

∫
R

v
√
f0(v)f̃(ω, v) dv + τk(0)

=− ik
2

ω
τ̃k(ω) + ik

∫
R

v
√
f0(v)f̃k(ω, v) dv + τk(0)− k

ω
uk(0)

=− ik
2

ω
τ̃k(ω) + ik

∫
R

v
√
f0(v)

(
fk(0, v) + ikv

√
f0(v)τ̃k(ω)

−iω + ikv

)
dv + τk(0)− k

ω
uk(0)

=− ik
2

ω
τ̃k(ω) + ikτ̃k(ω)

∫
R

ikv2f0(v)

−iω + ikv
dv + τk(0)− k

ω
uk(0) + ik

∫
R

v
√
f0(v)fk(0, v)

−iω + ikv
dv.

Then one has

τ̃k(ω) =

(
k2

ω2
− k

ω

∫
R

v2f0(v)

v − ω
k

dv

)
τ̃k(ω)+

i

ω

(
τk(0)− k

ω
uk(0) +

∫
R

v
√
f0(v)fk(0, v)

v − ω
k

dv

)
,

which rewrites

τ̃k(ω) =
N (ω, k)

D(ω, k)
(2.10)

with

N (ω, k) =
i

ω

(
τ̂(0, k)− k

ω
û(0, k) +

∫
R

v
√
f0(v)f̂0(k, v)

v − ω
k

dv

)
and

D(ω, k) = 1− k2

ω2
+
k

ω

∫
R

v2f0(v)

v − ω
k

dv.

Furthermore, since∫
R

v2e−v
2/2

v − ω
k

dv =

∫
R

v(v − ω
k )e−v

2/2

v − ω
k

dv +
ω

k

∫
R

ve−v
2/2

v − ω
k

dv =
ω

k

∫
R

ve−v
2/2

v − ω
k

dv

and ∫
R

ve−v
2/2

v − ω
k

dv =

∫
R

(v − ω
k )e−v

2/2

v − ω
k

dv +
ω

k

∫
R

e−v
2/2

v − ω
k

dv

=
√

2π +
ω

k

∫
R

e−v
2/2

v − ω
k

dv.

One obtains that D writes

D(ω, k) = 1− k2

ω2
+

[
1 +

ω√
2πk

∫
R

e−v
2/2

v − ω
k

dv

]
.

For all k 6= 0, the function D(·, k) is analytic on the half-space =(ω) > 0. One
can define an analytic continuation of D on C∗. Let Z be a function defined on
C by

Z(ζ) =
√
πe−ζ

2

(
i− 2√

π

∫ ζ

0

et
2

dt

)
.
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Then Z is analytic on C and ∀=(ζ) > 0,

Z(ζ) =
1√
π

∫
R

e−v
2

v − ζ
dv.

Therefore, one can do an analytic continuation of ζ 7→
∫
R
e−v

2

v−ζ dv on C. Then,

the function D(ω, k) can also be continued analytically on C∗ by the formula

D(ω, k) = 1− k2

ω2
+

[
1 +

√
π√
2

ω

k
e−

ω2

2k2

(
i− 2√

π

∫ ω√
2k

0

et
2

dt

)]
.

The function N can also be continued analytically in the same manner, and then
τ̃k(ω) is continued analytically on C∗. At this point, we follow what is classically
done in the plasma physics community [31,33] for the Vlasov-Poisson system and
we assume that D only has finitely many zeros (which seems reasonable to prove)
and that they are all simple (a proof of this fact seems much more difficult). So
that the Laplace inversion theorem applies and one has

τk(t) =
1

2iπ

∫ +∞+iγ

−∞+iγ

e−iωtτ̃k(ω) dω.

One can use the residue Theorem to compute this integral. One obtains the
following expansion

τk(t) =
∑
ωj

Res(τ̃k, ωj)e
−iωjt. (2.11)

where the ωj are the roots of D, which is a finite set, and Res(τ̃k, ωj) is the residue
of τ̃k at ωj . We then obtain that the dominant term of this expansion decay
exponentially. The expression of D when the constant are not normalized to 1
(one must redo the computation of the section 2.3 with the system (2.2)) is

D(ω, k) = 1− c20
k2

ω2
+

4πr3p%0c
2
0

3α0

[
1 +

√
πω√
2k
e−

ω2

2k2

(
i− 2√

π

∫ ω√
2k

0

et
2

dt

)]
.

The ωj are the solutions of D(ω, k) = 0 for a given k. As all the terms in the
sum (2.11) decay exponentially fast, only the term corresponding to the ωj with
the largest imaginary part will remain for large time , and the others will quickly
become negligible. Denote ωr = <(ωj), ωi = =(ωj), and Res(τ̃k, ωj) = reiϕ, one
notices that there is alway a root of the form ωr + iωj associated to reiϕ and one
of the form −ωr + iωi associated to re−iϕ. Therefore, by considering only the two
roots with the largest ωi, one has

τk(t) ≈ reiϕe−(ωr+iωi)t + re−iϕe(−ωr+iωi)t = 2reωit cos(ωrt− ϕ). (2.12)

To compute the two roots with the largest imaginary part of D, we use a standard
numerical method such as a Newton’s scheme from the python library scipy. For
example with 4

3πr
3
p = 0.3, %0 = 1 and k = 0.5, one obtains that the two roots with

the largest imaginary part are

ω ≈ ±0.4969− 0.1295i.

3 Numerical illustrations

In this section, we illustrate the results of Theorem 1 in dimension 1+1. We show
results on the linear and nonlinear equations. We consider a uniform discretisation
of the phase space T × R, with steps ∆x, ∆v. In all the numerical results, we
chose rp so that 4

3πr
3
p = 0.3.
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3.1 Numerical methods

We describe here the numerical schemes used in the next section for the purpose of
illustration. We present two schemes. The first one is for the nonlinear problem,
which is the most interesting one in view of possible physical applications. The
second one is for the linearized problem because it is a direct illustration of the
theoretical results.

3.1.1 Nonlinear equations

We start with the nonlinear equations
∂tf + v∂xf − ∂xp∂vf = 0

∂t(α%) + ∂x(α%u) = 0

∂t(α%u) + ∂x(α%u2) + α∂xp = 0

p(%) = %γ , γ = 1.4.

(3.1)

We use a semi-Lagrangian method for the Vlasov equation and a Lax-Wendroff
scheme for the fluid part. Multiplying the Vlasov equation in (3.1) by v and
integrating in v, then summing with the momentum equation of the fluid, one
sees that the fluid part of the equation can be written in a conservative form

∂t(α%) + ∂x(α%u) = 0

∂t

(
α%u+

4

3
πr3p

∫
R

fv dv

)
+ ∂x(α%u2) + ∂xp+ ∂x

(
4

3
πr3p

∫
R

v2f dv

)
= 0

∂tf + v∂xf − ∂xp∂vf = 0.

It writes
∂tU + ∂xF(U, f) = 0

with

U =

(
U1

U2

)
:=

(
α%

α%u+ 4
3πr

3
p

∫
R
fv dv

)
and

F(U, f) =

(
α%u

α%u2 + p+ 4
3πr

3
p

∫
R
fv2 dv

)
=

(
U2 −m?

∫
R
fv dv

(U2− 4
3πr

3
p

∫
R
fv dv)2

U1
+

Uγ1
αγ +

∫
R
fv2 dv

)
.

The jacobian matrix of F with respect to U is

A(U, f) := ∇UF(U, f) =

(
0 1

−(U2− 4
3πr

3
p

∫
R
fv dv)2

U2
1

+
γUγ−1

1

αγ
2(U2− 4

3πr
3
p

∫
R
fv dv)

U1

)
.

(3.2)

Its eigenvalues are

λ± = u±
√
p′(%)

α
.

This allows us to use a classical hyperbolic numerical scheme to discretize the
fluid part, and to immediately obtain a scheme preserving the mass and the total
momentum.

The numerical method to discretize the system (3.1) is described as follow:
Given (Un, fn) at a given time tn.

• Compute f∗ by solving the free transport ∂tf + v∂xf = 0 with a semi-
lagrangian scheme during a timestep ∆t with initial condition fn.
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• Compute fn+1 by solving ∂tf − ∂xp∂vf = 0 with a semi-lagrangian scheme
during a timestep ∆t with initial condition f∗.

• Compute Un+1 by solving ∂tU + ∂xF(U, f) with a Lax-Wendroff scheme
during a timestep ∆t with initial condition (Un, fn+1).

The semi-lagrangian method [10, 32] is a classical method to discretize transport
equations, so we do not describe it here, only the Lax-Wendroff scheme used here
is somehow non standard and we describe it hereafter.

Given initial data (Un, fn+1), the quantity Un+1 is computed by the Lax-
Wendroff scheme [19]:

Un+1 = Un − ∆t

2∆x
(F(Un

j+1, f
n+1
j+1 )− F(Un

j−1, f
n+1
j−1 ))

+
∆t2

2∆x2

(
An
j+1/2(F(Un

j+1, f
n+1
j+1 )− F(Un

j , f
n+1
j ))−An

j−1/2(F(Un
j , f

n+1
j )− F(Un

j−1, f
n+1
j−1 ))

)
,

where An
j+1/2 is the jacobian (3.2) evaluated at some average state:

An
j+1/2 = A

(
Un
j+1 + Un

j

2
,
fn+1
j+1 + fn+1

j

2

)
.

Following classical results, the scheme is stable under the CFL condition:

λ±
∆t

∆x
≤ 1

2
.

Notice that λ is in 1/α so small value of α could lead very small time step ∆t.

3.1.2 Linear equations

We start with the linearized equations
α0%0∂tτ = α0∂xu+

4

3
πr3p∂x

∫
R

v
√
f0f dv

α0%0∂tu = α0%
2
0c

2
0∂xτ

∂tf + v∂xf − %20c20
√
f0(v)v∂xτ = 0.

(3.3)

One notices that the variable v only acts as a parameter. A discretization in v
yields

α0%0∂tτ = α0∂xu+
4

3
πr3p∂x

∑
k

vk
√
f0(vk)f(t, x, vk)∆v

α0%0∂tu = α0%
2
0c

2
0∂xτ

∂tf(t, x, vk) + vk∂xf(t, x, vk)− %20c20
√
f0(vk)vk∂xτ = 0, ∀k ∈ J0, NK

It can be recast as a linear system of conservations laws

∂tW +A∂xW = 0,

with

W =


α0%0τ
α0%0u
f(·, ·, v0)

...
f(·, ·, vN )


and A a constant matrix. We use a Lax-Wendroff scheme under the form [19]

Wn+1 = Wn − ∆t

2∆x
A
(
Wn

j+1 −Wn
j−1
)

+
∆t2

2∆x2
A2
(
Wn

j+1 − 2Wn
j + Wn

j−1
)
.
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3.2 Numerical results

In this section we consider the nonlinear system (3.1) with initial data
%(t = 0, x) = 1,

u(t = 0, x) = 0,

f(t = 0, x, v) = 1√
2π

(1 + ε cos(kx)
√
f0(v))e−v

2/2,

and the linear system (3.3),
τ(t = 0, x) = 0,

u(t = 0, x) = 0,

f(t = 0, x, v) = 1√
2π

cos(kx)e−v
2/2.

The coefficient are ε = 0.001 and k = 0.5. The domain of computation [0, 4π] ×
[−10, 10] with periodic boundary condition. Using (2.12), an approximation of
τ(t, x) writes

τ(t, x) ≈ 4reωit sin(kx) cos(ωrt− ϕ).

As it is done in plasma physics [31,33], this allows in our case to write the following
family of reference solutions

τref(t, x) = 4re−0.1295t sin(0.5x) cos(0.4969t− ϕ),

where r ∈ R is the amplitude and ϕ ∈ R is the phase.
The numerical results obtained with the schemes described in section 3.1 are

visible in Figure 1 for the nonlinear case and in Figure 2 for the linear case for
r = −6.5 and ϕ = 4. One notices that the numerical solutions computed by both
schemes are of the form predicted by the linear theory. Moreover the expected rate
of decay is observed with great accuracy, both in the linear and nonlinear caseq.
This indicates that the linear damping effect survives the nonlinear effect of the
nonlinear system. In Figure 3 and 4, one can see the strong oscillations in the
v-variable. This is a typical effect seen in plasma physics and it is sometime called
filamentation. It is also an illustration of the weak convergence of the perturbation
of the distribution function to 0.
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Figure 1: Decay of the acoustic energy computed with the nonlinear equations. In
blue, the numerical solution and in orange the solution predicted by the linear theory.
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Figure 2: Decay of the acoustic energy computed with the linear equations. In blue,
the numerical solution and in orange the solution predicted by the linear theory.
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Figure 3: Filamention or weak convergence of the distribution function in the linear
equations for different times. In descending order, t = 0, t = 15, t = 30, t = 45.
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Figure 4: Filamention or weak convergence of f − f0 in the nonlinear equations for
different times. In descending order, t = 0, t = 15, t = 30, t = 45.

4 The case with friction

The introduction of a nonzero friction D? > 0 is important in view of physical
applications [8]. It introduces an explicit dissipation mechanism in the equations.
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Since there is no such mechanism in the Vlasov-Poisson equations, the way to
generalise the mathematical analysis is not obvious. In what follows, we present
preliminary results on the problem for small friction.

Following [8], the linearization of the system (1.2) with friction d? = D?
4
3πr

3
p
> 0

yields 
∂tτ = ∂xu+ ∂x

∫
R

√
f0ed?tfv dv

∂tu = ∂xτ + d?
∫
R
v
√
f0ed?tg dv − d?u

∫
R
f0 dv

∂tf + v∂xf −
√
f0ed?tv∂xτ = d?

√
f0ed?tvu− d?f + d?∂v(vf).

Applying the Fourier-Laplace transform, one gets
−iωτ̃k(ω) = ikũk(ω) + ik

∫
R

v
√
f0f̃k(ω − id?) dv + τk(0)

−iωũk(ω) = ikτ̃k(ω) + d?

∫
R

v
√
f0f̃k(ω − id?) dv − d?ũk(ω)

∫
R

f0 dv + uk(0)

(−iω + ikv)f̃k(ω, v) = ikv
√
f0τ̃k(ω − id?) + d?ũk(ω − id?)v

√
f0 + d?v∂v f̃k(ω, v) + fk(0, v).

If one assumes that the coefficient d? is small, another linearization procedure
based on a Taylor expansion with respect to d? yields

τ̃k(ω − id?) = τk(ω)− id?∂ωτk(ω) +O(d2?),

with similar formula for ũk and f̃k. Injecting those expansions and dropping the
quadratic terms in d?, it yields
−iωτ̃k(ω) = ikũk(ω) + ik

∫
R

v
√
f0f̃k(ω) dv + d?k

∫
R

v
√
f0∂ω f̃k(ω) + τk(0)

−iωũk(ω) = ikτ̃k(ω) + d?

∫
R

v
√
f0f̃k(ω) dv − d?ũk(ω)

∫
R

f0 dv + uk(0)

(−iω + ikv)f̃k(ω, v) = ikv
√
f0τ̃k(ω)− d?v

√
f0∂ω τ̃k(ω) + d?ũk(ω)v

√
f0 + d?v∂v f̃k(ω, v) + fk(0, v).

One obtains

f̃k(ω, v) =
ikv
√
f0τ̃k(ω)

ikv − iω
+

fk(0, v)

ikv − iω

+
d?

ikv − iω

[
ũk(ω)v

√
f0 + v∂v f̃k(ω, v)− v

√
f0∂w τ̃k(ω)

]
,

and

ũk(ω) =
− k
ω τ̃k(ω) + i

ωuk(0)− id?
ω

∫
R
v
√
f0f̃k(ω) dv

1− id?
∫
R
f0 dv

ω

=
−kτ̃k(ω) + iuk(0)− id?

∫
R
v
√
f0f̃k(ω) dv

ω − id?
∫
R
f0 dv

.

Then f̃k(ω, v) writes (dropping quadratic terms in d?)

f̃k(ω, v) =
ikv
√
f0τ̃k(ω)

ikv − iω
+

fk(0, v)

ikv − iω

+
d?

ikv − iω
v
√
f0

ω − id?
∫
R
f0 dv

[−kτ̃k(ω) + iuk(0)]

+
d?

ikv − iω

[
v∂v f̃k(ω, v)− v

√
f0∂w τ̃k(ω)

]
.
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For ũk, one has

ũk(ω) =
−kτ̃k(ω) + iuk(0) + d?k

∫
R

v2f0

ikv−iω dvτ̃k(ω)− id?
∫
R

v
√
f0fk(0,v)

ikv−iω dv

ω − id?
∫
R
f0 dv

.

For τ̃k, one has

−iωτ̃k(ω) =
−kτ̃k(ω) + iuk(0) + d?k

∫
R

v2f0

ikv−iω dvτ̃k(ω)− id?
∫
R

v
√
f0fk(0,v)

ikv−iω dv

ω − id?
∫
R
f0 dv

+ ik

∫
R

v2f0

ikv − iω
dvτ̃k(ω) +

∫
R

v
√
f0fk(0, v)

ikv − iω
dv

+
d?ik

w − id?
∫
R
f0 dv

∫
R

v2f0

ikv − iω
dv [−kτ̃k(ω) + iuk(0)]

+ id?k

∫
R

v2
√
f0∂v f̃k(ω, v)

ikv − iω
dv − id?k

∫
R

v2f0

ikv − iω
dv∂ω τ̃k(ω)

+ ikd?
∂

∂ω

∫
R

v2f0τ̃k(ω)

ikv − iω
dv + d?k

∂

∂ω

∫
R

fk(0, v)

ikv − iω
dv

+ τk(0).

Rewriting this equation, one gets a differential equation of the form

d?A(ω)∂w τ̃k +B(ω, d?)τ̃k + C(ω, d?) = 0,

where A,B,C are functions of ω. If d? = 0, one recovers equation (2.10). One
would need to study this equation to see how the friction interacts with the damp-
ing mechanism. This is left for further research.

We nevertheless show numerical illustration for small value of d?. The results
have been obtained with the nonlinear equations. We observe that for sufficiently
small value of d?, the behaviour of the numerical solution is similar to the previous
results, see Figure 5. But, with larger value of d?, we observe initially a damping
phenomenon, which is replaced by the purely oscillatory phenomenon, see Figure
6. For even larger value of d?, we observe an oscillatory phenomenon, see Figure
7. The interpretation of those results with respect to the Lyapunov functional
constructed in [8] remains to be done.
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Figure 5: Decay of the acoustic energy with friction for the nonlinear equations for
D? = 10−3. In blue, the numerical solution and in orange, the solution in the case
with no friction
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Figure 6: Decay of the acoustic energy with friction for the nonlinear equations for
D? = 10−2. In blue, the numerical solution and in orange, the solution in the case
with no friction
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Figure 7: Decay of the acoustic energy with friction for the nonlinear equations for
D? = 10−1. In blue, the numerical solution and in orange, the solution in the case
with no friction
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Fluid-kinetic modelling for respiratory aerosols with variable size and tem-
perature. In CEMRACS 2018 – Numerical and mathematical modeling for
biological and medical applications: deterministic, probabilistic and statistical
descriptions, volume 67, pages 100–119. EDP Sci., Les Ulis, 2020.

[7] L. Boudin, C. Grandmont, A. Lorz, and A. Moussa. Modelling and nu-
merics for respiratory aerosols. Communications in Computational Physics,
18(3):723–756, 2018.

[8] C. Buet, B. Després, and L. Desvillettes. Linear stability of thick sprays
equations. Journal of Statistical Physics, 190(53), 01 2023.

[9] F. Charles, B. Després, A. Rege, and R. Weder. The vlasov-ampère system
and the bernstein-landau paradox. Journal of Statistical Physics, 2021.

[10] C. Z. Cheng and G. Knorr. The integration of the vlasov equation in config-
uration space. Journal of Computational Physics, 22(3):330–351, 1976.

[11] P. Degond. Spectral theory of the linearized vlasov-poisson equation. Trans-
actions of the American Mathematical Society, 376(5), 1986.

[12] B. Després. Scattering structure and landau damping for linearized vlasov
equations with inhomogeneous boltzmannian states. Annales de l’Institut
Henri Poincaré, 2019.
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[22] K. Gustafson and G. Johnson. On the absolutely continuous subspace of a
selt-adjoint operator. Helvetica Physica Acta, 47(2):163–166, 1976.

[23] T. Kato. Wave operators and unitary equivalence. Pacific Journal of Math-
ematics, 15(1), 1965.

[24] T. Kato. Perturbation Theory for Linear Operators. Springer, 1995.

[25] L. Landau. On the vibration of the electronic plasma. Journal of Physics,
10(1):25–34, 1946.

[26] P. D. Lax. Functional Analysis. Wiley, 2014.

[27] T. Mather, D. Pyle, and C. Oppenheimer. Tropospheric volcanic aerosol.
Washington DC American Geophysical Union Geophysical Monograph Series,
139, 2003.

[28] C. Mouhot and C. Villani. On landau damping. Acta Mathematica, 207(1),
2011.

[29] P. J. O’Rourke. Collective drop effects on vaporizing liquid sprays. Technical
report, Los Alamos National Lab., 1981.

[30] M. Reed and B. Simon. Analysis of Operators, volume 4. Elsevier, 1978.
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[32] E. Sonnendrücker, J. Roche, P. Bertand, and A. Ghizzo. The semi-lagrangian
method for the numerical resolution of the vlasov equation. Journal of Com-
putational Physics, 149(2):201–220, 1999.

[33] T. H. Stix. The Theory of Plasma Waves. New York et al.: McGraw-Hill
Book Co., 1962.

[34] F. Williams. Combustion Theory, second edition. Benjamin Cummings, 1985.

24


	Introduction
	Linear Damping
	The linear thick sprays model
	Spectral theory for linear thick sprays
	Dispersion relation

	Numerical illustrations
	Numerical methods
	Nonlinear equations
	Linear equations

	Numerical results

	The case with friction

