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Abstract

We present the MsSpec Atomic Scattering Amplitude Package (MASAP), composed of a com-
putation program and a graphical interface to generate atomic scattering amplitude (ASA) of an
atom, either isolated or embedded in an environment, at any chosen energy of the impinging elec-
tron up to =15 KeV. The ASA is calculated using an effective, complex optical potential which
provides damping effects in the scattering process in a fully relativistic framework. Optionally,
scalar relativistic and non-relativistic approximations are also available to assess their applicabil-
ity to a given problem. In order to describe electron propagation in solids we suggest to replace
ASA’s based on Plane Waves (PW) scattering with effective ASA’s based on curved Spherical
Waves (SW) using truncated-overlapped potentials of the Muffin-Tin (MT) type constructed ac-
cording to the Mattheiss prescription. The graphical user interface generates not only ASA data
files providing atomic Differential Cross Sections (DCS) but also files of related quantities such
as total Cross Section (CS), both elastic and inelastic, atomic #;-matrices and phase shifts. We
found in general that the imaginary part of the optical potential enhances the calculated elastic
DCSs in the forward direction compared to the same potential without the imaginary part, a fea-
ture related to the optical theorem, but gives rise to a lower intensity at all other directions as
expected due to the damping effect of the complex part of the potential. We show calculated
differential and transport Cross Sections for aluminum and gold atoms both in isolation and in
crystals with the Face-Centered-Cubic (FCC) structure.

Keywords: atomic scattering amplitude; solid state effects; optical potential; relativistic effects;
differential cross section
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e Atomic Simulation Environment (https://wiki.fysik.dtu.dk/ase/)

e h5py (https://www.hS5py.org)

e wxPython (https://www.wxpython.org)
Nature of problem:
Calculation of atomic scattering amplitudes of scattered electrons by an embedded atom in a solid including
damping and relativistic effects. Comparison between ASA’s in an isolated atomic system and a solid.
Introduction of an effective ASA for electrons propagating in a solid derived from Multiple Scattering
Theory.
Solution method:
Potential scattering theory. Muffin-tin approximation. Superposition of atomic electron density obtained
by self-consistent Dirac-Fock atomic calculations. Hedin-Lundqvist potential as an optical potential. Fully
relativistic theory, with scalar-relativistic and non-relativistic approximations for comparison.
Additional comments including restrictions and unusual features:
Even though the program can perform calculations at impinging electron energies up to ~15 Kev, DCS
calculations are recommended in the range 50 : ~1500 eV both in the case of isolated atoms and atoms
embedded in solids, since this interval is more suitable for studying the details of the atomic potentials in
their environment.
In the case of solids, at energies lower than ~50 eV, the details of the electronic structure might be im-
portant, whereas in the case of isolated atoms this range might suffer from the neglect of the polarization
potential and coupling to available inelastic channels. In this respect an option to add an empirical form of
a polarization potential to investigate its effects is available to the interested user.

1. Introduction

The scattering of electrons by atoms, molecules and solids is of widespread importance in
many areas of physics, ranging from radiation physics and material analysis to Auger-electron
spectroscopy (AES), and X-ray Photoelectron Spectroscopy (XPS). We refer to [1, 2] and refer-
ences therein for a more complete discussion of the various areas of application. In particular
elastic-scattering cross sections have been frequently used in theoretical descriptions (e.g., by
Monte Carlo simulations) of electron transport in solids. These and related calculations have
been performed for applications in surface analysis by AES and XPS and Analytical Electron
Mycroscopy (AEM).

In the paper by Jablonski ez al [1] the emphasis was on the type of potential used to calculate
the Atomic Scattering Amplitudes (ASA), whether of the Thomas-Fermi-Dirac (TFD) or of the
Dirac-Hartree-Fock (DHF) type. Ref. [2] makes instead use of a more elaborate optical-model
potential developed by one of the authors (F. Salvat) in Ref. [3].

In connection with this problem, the main motivation behind this paper is the introduction
of an exchange-correlation potential of the Hedin-Lundqvist type (HL) [4, 5] for the calculation
of ASA’s that has been used up to now with remarkable success in the interpretation of x-ray
absorption spectra and photoelectron diffraction [6, 7, 8]. The hope is that the study of atomic
DCS’s will bring new information compared to EXAFS structural analysis.

The second motivation takes inspiration from Multiple Scattering Theory and realizes that
in order to describe the propagation of an electron in solids one does not need an ASA based
on PW’s, but on SW’s, leading to an effective ASA. Moreover the atomic potential to be used
is a truncated-overlapped potential of the Muffin-Tin (MT) type constructed according to the
Mattheiss prescription [9].

The present program tries to fulfill both aims by using the HL potential to calculate ASA of
isolated atoms, but also provides the possibility to input a cluster of atoms, using the overlapped
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atomic densities to construct the cluster MT potential. In this way one can calculate both PW
and SW ASA’s to be used in the simulation of electron transport in solids and electron-molecule
scattering. We refer to Ref. [10] regarding the construction of MT cluster potentials and densities.
Throughout the paper we use atomic units for lengths and Rydberg units for energies.

2. Theoretical background

2.1. Relativistic Electron-Atom potential scattering

The Dirac Equation (DE) is the starting point for a fully relativistic calculation of the Atomic
Scattering Amplitudes. In our units, indicating by @ = €?/(hc) = 1/137.036 the fine structure
constant, the DE for an electron with total energy (including rest mass) E in presence of a central
potential V(r), to be specified later, writes

2
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Here ¥ is the Dirac bi-spinor
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where g,(r) and f,(r) are the upper and lower radial function components, and
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are the velocity and mass term operators, ¢ denoting the Pauli matrices. In the bi-spinor Eq. (2),
X’ is the spin-orbital

X‘l,: = YIJIH/2 = Z <lﬂ 3 V|J/J> Yl,u—v(f)/\/v (4)

labeled only by the orbital projection y and the relativistic quantum number «. In this equation
Y;,(F) is the Spherical Harmonics with angular momentum / and projection y, x, is the usual spin
function and (/ u — v|J u) is a Clebsh-Gordan coefficient. Since the spin-orbital is an eigen-state
of J2, L? and S? one can easily derive that

(1+25-DY, = k¥, (5)

Therefore the relativistic quantum number « determines both J = || — 1/2 and [ according to
k=IlforJ=1-1/2and k = —(l + 1) for J = [ + 1/2. We refer the interested reader to [11] for
the steps leading from the bi-spinor DE to the following radial equations
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where now € = E — 2/a? is the electron energy less its rest mass. This is positive for continuum
scattering states.

Following [12], we use the second equation of (6) to replace v,(r) into the first equation.
Introducing the quantity

1
B(r) = 8
) 1+%a2(e—V(r)) ®
we find, in terms of the non-relativistic operator,
&? k(k+1)
H,(r) = gate V(r) - 2 )
the expression
2
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T B(r) [ 5V(r)(5 - ;) t— ZV(F)]) ulry = 0
(Hyur(r) + Hy(r) + Hp(r) + Hpo(r)) ue(r) = 0
(10)

which is a kind of pseudo-Schrodinger Equation. The H,,(r) term is known as the mass rela-
tivistic correction, the Hp(r) one as the Darwin correction and H,(r) is the spin-orbit potential.
Indeed, according to Eq. (5), (1 + k) acting on a spin-orbital state is equivalent to —25 - I Notice
that k(x + 1) = I(I + 1) for all «.

The associated indicial equation is obtained by inserting the assumed low r behavior of
u(r) ~ r’ [ag + a; r + ...] into Eq. (10) and equating to zero the coefficient of the lowest power

of r ("72). Taking into account that lim,_,o rV(r) = —2Z, where Z is the atomic number of the
atom under consideration, so that lim,_,o B(r) ~ 2r/(Za?), one finds
plo—D+p- (- (Zay’)=0 (11)

which gives p = [«* — (Z @)*]'/? (taking only the positive root for regular behavior at the origin).
This is obviously the same low r behavior of the DE.

The solution of Eq. (10) provides the upper component of the radial DE. The lower one can
be obtained by inserting this solution into the second equation in (6). We do not use the lower
component, because the upper component is sufficient to provide the exact relativistic atomic
t-matrix, as shown below.

The equation (10) is numerically solved by the Numerov procedure after elimination of the
first order derivative (as detailed in [12]), by applying the method of Gaussian elimination with-
out pivoting with the initial behavior given by Eq. (11) [13]. We also use the more flexible
linear-log mesh p = ar + Blog(r) instead of the usual Herman-Skillman (HS) mesh, since the
relativistic corrections take effect at much smaller values of r than the initial point of the HS
mesh. We should therefore perform a change of variable from r to p before applying the Nu-
merov procedure, which requires constant spacing of the integration variable. For details the
reader is referred to [14].

In order to find the atomic f-matrices in the relativistic framework we need the free radial
solutions of the DE for positive energies, both regular and irregular. They are obtained from Eq.
(1) (via Eq. (10)) by setting V(r) to zero and are given in [11].
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As in the non-relativistic framework, the relativistic #-matrix is obtained by matching smoothly
the solution of the DE inside the atomic sphere with the free solution outside the sphere at a ra-
dius R, which is the chosen MT radius for an atom embedded in an environment or determined
such that |V(R,)|/e ~ 107>, in the case of an isolated neutral atom. The matching condition,
including the derivative, is

( g(rXi )
i fe(r)xX"e

(i Iy (kr) -

o (iCSK Ji(kr) X“K) ~ ikt (i CShy (kr)x’ik) (12)

r=R;

where C = a/[2(1 + 1 a? €)1, S, = k/Ikl, k> = (1 + "Tz €) is the free electron energy and  is its
momentum. Therefore, indicating by /, the /-value associated to « so that [ = l.— S, we find

[8(r) J;, (kr) = g(r) jy, (kr)]
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As a consequence, ¢, is determined solely by the knowledge of the upper component g,(r). As a
check, we have verified that the second expression in terms of the lower component f,(r) provides
the same #-matrix.

The advantage of using the pseudo-SE for solving the DE is that it is possible to assess
the relevance of the various potential terms in Eq. (10) to the case under consideration. To
this purpose the present package generates three kinds of #“-matrices, according to the kind of
potential approximations (pa) retained. Correspondingly, three DCS are provided. A fourth DCS
is generated for a Slater X-alpha constant exchange potential, which is used only for comparison
reasons to illustrate the drawbacks of this kind of exchange in a scattering process.

Retaining in the last equation (10) only the first term one recovers the usual non-relativistic
SE (pa = nr). According to Eq. (13) the corresponding radial solution generates the non-
relativistic #"-matrices. Notice that in this case the electron momentum is k = v/e.

By adding the second H,,(r) and the third Hp(r) term we obtain the scalar relativistic equation
(pa = sr) that provides the £;"-matrices in the same approximation.

Finally when the potential includes also the spin-orbit term H,,(r) we recover the fully rel-
ativistic potential, including spin-orbit effects (pa = so). In this case, the value of the quantum
number « determines both J and /. Correspondingly, according to the value of the quantum num-
ber J = |«| — 1/2, the program generates two sets of t-matrices, t*°~ for J = [ — 1/2 (x positive)
and *°* for J = [ + 1/2 (k negative).

If the potential has a coulombian tail, e.g. when treating scattering off positive ions, it is suf-
ficient to replace in the first of Eq. (13) the Bessel and Hankel functions with the corresponding
radial functions upper solutions of the Dirac equations written for a pure Coulomb potential with
the appropriate asymptotic charge. Then the calculation of the DCS’s proceeds as illustrated
below, with the caveat to avoid the forward divergence characteristic of the Coulomb potential.
Since our emphasis in this paper is on the use of the HL potential and not on the scattering by
positive ions, we refer the reader to the exhaustive discussion contained in Ref. [2].

In relativistic theory, the elastic-scattering DCS (;‘%)k for unpolarized incident beam incident



on an isolated atom is given as [15]

do

— 2 2
(d_Q)k = /(@I + 18O (14)

where f;(6) and g;(0) are the direct and spin-flip scattering amplitudes. These amplitudes are
expressed in terms of the #*°*-matrices for spin-up (+) and spin-down (-) scattering as

Z [+ 11" () + 1177 ()| Puccos 6)

l

g®) = > [6°() - (k)] P}(cos ) (15)

l

Ji(©)

In these equations, P;(x) is the Legendre polynomial of order /, and Pll(x) is the associated

Legendre polynomial given by Pl1 (x) = V(1 = x2) dP(x)/dx.
Neglecting spin-orbit effects, #7°* (k) = £,°~(k) = t}"r’")(k), according to the chosen approxi-
mation for the potential (either nr or sr) and the scattering amplitude reduces to

£(0) = Z |21+ 1) ™" (#)] Pi(cos 0) (16)

l

while g,(6) is identically zero. Equations (14), (15) for central field potentials were first derived
by Mott [16] and the resulting DCS is sometimes referred to as the Mott cross section.

Since the two spin-orbit channels are decoupled for spherical radial potentails, in general the
relation between the f-matrix and the s-matrix is given by

se(k) = 1
t(k) i (17)
sek)y = o (18)

where 6,(k) is the potential phase shift for channel «. It is known in scattering theory that the
difference in amplitude between the incoming /-wave and the outgoing scattered wave is the
factor s,. Therefore |s,| = 1 if the scattering potential is real (the flux of particles is conserved),
whereas |s,| < 1 if the potential has a complex part, representing the absorption of part of the

incoming flux. The elastic CS 0'2’“ is given by

d T
oréla = f dﬁ(é)k =2n fo sin0do (|f(@ + |su(®)7) (19)

In accordance with the optical theorem, the total CS o} is related by the imaginary part of the

forward scattering amplitude f;(0) by
4
ol = ZI(0) 20)

since gx(0) is zero at = 0, being proportional to Pll (cos 6).

Because o = 0%/ + oI where o™ is the inelastic CS, 0" is obtained by

e 4 i
o = 25 0) - 2x fo sin0do (|fi(@)F +18(O)F) @b
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Another cross section of interest is the transport CS (or momentum-transfer CS) o/ defined as

[1]
ol fdQ(l —cos@)(jl—g)
k

= 2 f sin0.d6 (1 - cos 6) (O + Ig(O)) (22)
0';: is related to the momentum transfer Ak as follows.
O.tr
(Ak) = k— (23)
(oa

k
Finally, 6,(k) can be obtained from Eq. (18).

1
% In s, (k)

1 i
nm+ 5 arg(s,(k)) — 3 In s, (k) (24)

0,(k)

where nr is determined by the Levinson’s theorem, stating that n is the number of bound states
with [ symmetry. When |s,(k)| < 1, 6,(k) has a non-zero imaginary part.

All of the above relations, valid in the framework of a complete relativistic description, re-
main so even if the radial part of the potential is approximated in the way described above.

2.2. The interaction potential V(r)
The interaction potential V(r) is defined as

V(r) = Vo(r) + Vexe(r, €) (25)

where V. (r) is the electrostatic Coulomb potential, which for a single atom with atomic number
Z is given by

2Z 2 (7 >
V() = —— + = f p(r)r?dr +2 f p(r)r'dr’ (26)
0 r

and p(r) is the atomic charge density normalized such that fooo p(r) r*dr = Z and calculated using
the self-consistent single configuration Dirac-Fock atom code [17].

In Eq. (25) V,.(r,€) is a local exchange-correlation (EXC) (possibly energy dependent)
potential.

One such instance is the energy-dependent EXC potential of Furness and McCarthy used in
[1, 2] and given by

}1/2 27

Vere(r) = [€ = Ve(r)] = {[€ = Ve(r)I* + p(r)
The corresponding potential, obtained by summing Eq.s (26) and (27), is called the Dirac-
Hartree-Fock (DHF) potential in Ref. [1] and static-exchange (SE) potential in Ref. [3]. This
latter work adds to this a correlation-polarization potential obtained by combining the correlation
potential derived from the local density approximation with a long-range polarization interaction,
so that the new potential is denominated SECP. Moreover, in order to mimic the opening of in-
elastic channels in the scattering process, a further absorptive (complex) part is added with a
strength adjusted by means of an empirical parameter.
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In this paper we propose instead to use the Hedin-Lundqvist (HL) EXC complex potential
[10] for the calculations of the Atomic Scattering Amplitudes. This potential is derived within
the GW approximation in many-body theory and is parameter free. In order to calculate the
self-energy, the local density approximation replaces the exact self-energy by that of the homo-
geneous electron gas calculated at the local density of the system under investigation. Therefore
we can define a sort of universal EXC potential as

Vexc(ra 8) =~ z:h [P(V)» & — Vc(”)§l)(’")] (28)

2[p, w; p] is the self-energy of an electron in an homogeneous interacting electron gas with local
momentum p(r), energy w = & — V.(r), and the density p of the actual physical system. The
local momentum p(r) is defined approximately as p*(r) = k* + k%(r), where k? is the electron
kinetic energy measured from the Fermi level for an extended system or from the first ionization
potential for finite systems (atoms and molecules) and kfp(r) is the local Fermi energy, defined
below as a function of the local density p. The GW approximation [4, 5] with the non-perturbed
Green function Gy and the screening Coulomb W gives the electron self energy as

_ i ’ 7w
Zp(p,w) = o fdp duw' e
XGo(p +p'sw+ O YW(p', o) (29)
1
Go(p, = - 30
o(p, @) w — p? + isign(w — &f) (30)
;o V(p")
W o) = —I2 (31)
e(p’, W)
The Fermi energy &r is defined by
er = ki 32)
. 2\ 1
ke = (37%) =3 (33)
4\!3
B = (%) , (34)
3 \1/3
o= =] . 35
’ (4ﬂp) 4

In the plasmon-pole approximation [4, 5], the dielectric function € of the electron gas is
written as

1 w

= 1+—2 (36)
e(p, w) w? — wi(p)
w, = der Bry (37)
T
4p>  p*
= W ter|——=+—|, 38
wi(p) w, + &F 32 i (38)

where w is the dispersion of the plasmon pole.



Explicit calculations, carried out in Appendix B of Ref. [18], show that the real part of
Vere(r, €) is the sum of three contributions:

%Vexc(r’ 8) = Vch + Vsex + Vch (39)

where VPH is the usual static and energy-dependent Dirac-Hara exchange, obtained by Dirac
and discussed by Hara, V,,, is a sort of screened exchange and V., describes the effect of the
Coulomb correlation hole, originating from the fact that the test electron tends to keep away the
electrons of the system of both spins because of the Coulomb repulsion.

In terms of the reduced variable X; = p(r)/kg(r), the high kinetic energy behavior of the
various terms in Eq. (39) is as follows [18]:

VEH < —kp | X2 ~ —p(N[pX(r);  Vier < =1/X} Vi < =1/X; (40)

Notice that the EXC potential of Furness and McCarthy in Eq. (27) has the same asymptotic
behavior as the Dirac-Hara exchange V2 if one assumes that in the spirit of the local density
approximation E — V(r) ~ p?(r). This energy dependence of the exchange is required by the
fact that the higher the energy of the test electron the lesser is the effect of the Pauli exclusion
principle, since the wave function overlap of the test electron with the electrons of the system
decreases with the energy of the former. However this decrease is too rapid and it is mitigated
by the presence of the Coulomb correlation hole. The combined energy dependence has been
recognized as essential for a reliable calculation of the potential phase shifts in the structural
analysis of the extended x-ray absorption fine structure (EXAFS) in many systems.

The imaginary part of V,,.(r, &) is non zero only if k* > w,, where w, is the local plasmon
energy in the system. In other words, there is no damping if the test electron kinetic energy
is not sufficient to excite the local plasmon mode of the medium. Lower energy excitations,
like particle-hole excitations, are not possible because of the assumption of the plasmon-pole
approximation for the dielectric function €(p, w). Although negligible in a first approximation,
they should be added for a complete treatment of the damping. The performance of the HL
potential in the EXAFS analysis has been discussed by Mustre de Leon ez al [19].

The quantity 3V,,.(r, &) is related to the mean free path (MFP) of the test electron by

k

=5y o

(4D
written in a.u. (see Eq. (78) of Ref. [20]). It is a function of r through the dependence of V,,.
on the local density p(r). The quantity to compare with experimental MFP data is the average of
A(r) over the system under study [21].

The original derivation of the HL potential was proposed by Hedin and Lundqvist [4, 5] for
valence electrons. After, Lee and Beni extended its validity to the atomic region [22]. For details
on the analytical formulas we refer to Appendix B of [18]. They are coded into the subroutine
hlvxc of the program. For fixed electron energy, the real and imaginary parts are output in the file
vxc_xm.dat together with the Furness and McCarthy exchange potential of Eq. (27) for an easy
comparison. Numerically interpolated values have also been given by [19].

It is worth remembering that a many-pole model of the dielectric function (and therefore of
the self-energy) has been introduced by J. J. Rehr and collaborators to improve on the single pole
approximation. We refer the interested reader to their main papers on the subject [23, 24].

The complex part of the potential describes the attenuation of the elastic scattering amplitude
of the impinging electron due to inelastic losses, but enhances the elastic DCS in the forward
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direction compared to the case of the real potential. There is an option in the program to set it to
zero, so that one can estimate the global effect of the inelastic processes on the elastic scattering
cross section. We refer to Ref. [10] for plots of the real and imaginary parts of V,,.(r, &) as a
function of ¢ for two different values of r, = 0.1, 0.01.

Finally there is the possibility for the interested user to add to the Coulomb part an empirical
polarization potential of the type

Qo 1

2 P+ dp (42)

Vpol(r ) =—
where « is the atomic polarizability and d is a constant of the order of atomic radius [25]. Note
that at large 7, V(1) < r~*. It is however ignored in truncated potentials for atoms in a medium.
If o is different from zero, this potential is added to the Coulomb potential using the input d.
This option is useful if one wants to assess the effect of the polarization potential at electron
energies lower than 50 eV, even though its effects might be noticeable even at higher energies
[3]. We refer to this latter work and references therein for a more complete discussion on this
point and the value of the parameters a,d. Except when explicitly stated, all the calculations
presented in this work omit this kind of potential.

2.3. The electron transport in solids

One of the applications of ASA is the description (eg by Monte Carlo simulations) of elec-
tron transport in solids. We would like to suggest a different method inspired by Multiple scat-
tering Theory (MST) which should be more adherent to physical reality. In MST, within a non-
relativistic or scalar relativistic approximation, the cross section for electrons scattering off a
finite cluster of atoms, however big, located at sites R; can be written, following Ref. [20] (Sec-
tion 4.6 page 209), as

2

d , N IS .. N o~
dli: = @2 > > i k) e R ity ket (43)
s iL L

where k; and k, are the incident and scattered wave vectors. The quantity T}, is the scattering
path operator, central in MST, that describes the electron amplitude of propagation of a spherical
wave with angular momentum L around site i to a site j with angular momentum L’ (and vice-
versa, since the matrix is symmetric in both indices), after any number of scattering processes by
the atoms of the cluster. As customary in MST, L stands for [, m.

To get some insight into the physical interpretation of Eq. (43), we observe that in the case
of a single atom located at site i coincident with the center of coordinates, we have (as argued
below) T’L’L = t; 0;j 0L, where f; is the scattering amplitude of the atom introduced above in
Section 2. By performing the sum over the angular momentum L and using the addition theorem
for Spherical Harmonics we obtain Eq. (16).

In the presence of several atoms located at sites i Eq. (43) tells that the total scattering am-
plitude of the cluster of atom for a plane wave impinging along the direction k; and scattered
along K, is obtained by summing all the single scattering amplitudes of their spherical compo-
nents L, L’ obtainec} by multiplying the amplitude of propagation between the two sites 77, by
ik Ry

the phase factors e 7/ representing the phase of the PW with respect to the two sites.
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In terms of the site scattering matrix T};L,(Sij = tj 0;j 01 (assuming MT potentials) and the
free spherical wave propagator (SWP) G, o

following equation

from site i to site j, it is clear that 7,7, obeys the

o i Y
= Tipoy+ ) TGl T, (44)

LL'k
which is derived from a re-summation of the Born series in which the electron first scatters from
atom at site i, then propagates to cell k undergoing here another scattering event, then to the next

cell, and so on and so forth. The solution of this equation is given in terms of the inverse of the
MS matrix (T~! = G) as

r=(T"'-G)! = Z(TG)" T= Z T (GT)" (45)

where the series expansion reproduces the original Born series (matrix multiplication in the ap-
propriate indexes is implied) and converges if p(TG), the spectral radius (maximum eigenvalue)
of TG, is less than one. For more details of the theory we refer to [10, 20].
A fairly good approximation to the SWP [26] is given by:
ikR;;

ii € A A (I—1
G}, ~—4n T g0 (kR;;) Yo(R;) Yi (R;) i) (46)
ij

The function g?], (p) represents a kind of curved wave correction [26] given by

L+ (L)
D

7 (47)

1/2 20
] QilLP+(L)1/0) JO(LI£ )

&) = [1

where Jj is the spherical Bessel function of order zero and L? = [(/ + 1). In the following we
shall neglect the less important amplitude factors and retain only the phase factor.

A convenient simplification of the theory is achieved when p(TG) < 1 (this is the case for
energies greater than ~100 eV). In this case we can retain only the first and second term of the
Born series so that

ij i i~
T = l‘lé‘lLL,é‘jj + Z t; GLL’ tl' (48)
J
By inserting this expression into Eq. (43) one derives after some algebra

%
dk,

D, IR fik, ko)
2

ik Ri—k,R) £/ (1 T KRy
Ze T f;ff(ks N le)f;_;ff(kl N RJ!)E

ij

+

(49)

where R;; = R; — Ry, f(0) is the same as in Eq. (16) with # calculated for the truncated MT
sr-type potential at site i and we have defined an effective site-dependent scattering amplitude as

firrO:Rij) = Z(Zl + 1) £i(k) Py(9) '+ DV kR (50)
l
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In this way we have neglected atomic spin-orbit effects which however can be easily incorporated
in the formalism.

As anticipated, the plane-wave electron scattering amplitude is modified by the presence of
the spherical wave propagator and assumes a distance dependence between scattering sites. The
main effect of the additional phase factor is to reduce the scattering amplitude in the forward
direction with an aperture cone and a reducing factor depending on the energy, the more so the
higher the impinging energy.

Equation (49) suggests that the present Monte Carlo programs for simulating electron trans-
fer in solids might benefit from the use of ASA for embedded atoms, the replacement of the
plane-wave ASA by the curved-wave effective ASA of Eq. (50) and the addition of a spherical
wave propagator €% /(kR;;) between any two sites i and j, while preserving their stochastic
framework.

To see how this replacement can be achieved we give a short description of the Monte Carlo
algorithm as presently implemented, referring the reader to Ref.s [27, 28] and references therein
for more details and applications.

Briefly, in a Monte Carlo simulation the electron trajectory is considered a “random walk”
in which the electron direction is changed by elastic collisions only. The simulation is based on
two main assumptions:

e (1) multiple elastic electron collisions along the trajectory are well described by the Pois-
son stochastic process;

e (2) the scattering centers are randomly distributed in the solid, and can be approximated
by the potentials of isolated atoms.

Under these assumptions, the distances between elastic collisions A are described by the
exponential distribution
1
JA) = 7= exp(-A/d) 61y
where A, is the elastic mean free path given by A, = (N o,)~!, N being the number of atoms per
unit volume and o, the total elastic cross section.
The distribution of scattering angles at the end of a linear segment is described by
27 sin(@) do/d<2
W) = M (52)
o
where do/dQ is the plane wave differential elastic scattering cross-section corresponding to
scattering into a small solid angle dQ at an angle 8 with respect to the original direction.
In this framework we should therefore replace the Plane Wave DCS do/dQ by the expression
given in Eq. (50), where the distance R;; should be identified with the linear distance A traveled
by the test electron between two successive elastic scatterings. This replacement implies that

1 " f(G; A) should be recalculated at each scattering event, although A can be safely replaced by

an average value. The SW factor e!*Ri /(kR; ;) can be neglected since it does not depend on 6.

As a last remark, from the way it was derived Eq. (49) clearly represents the DCS for an ori-
ented molecule whose atoms are located at sites R;. Being second order in the effective scattering
amplitude fe’ ff(e; R;;) it is expected to be valid for incident electron energies above roughly 100
eV. DCS for randomly oriented molecules can be obtained by averaging Eq. (49) over all the
molecular orientations. Damping effects in the electron propagation could be taken into account
by the use of the complex HL potential to calculate the #;-matrices.
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3. Running details

v || MASAP
v [W asa
M asa.out
#| calc_asa_1.0.py
M calc_asa_v1_template.inp
M calc_asa_v1.inp
B Makefile
> Bl src
v B GUI
#| exploit_function_v1.py
*| gui_1.0.py
README.txt
» || sample

Figure 1: The directory tree of MASAP.

Figure 1 shows the directory tree of MASAP. MASAP contains the directories for the asa,
GUI and sample parts. This latter part contains some outputs generated by MASAP.

The users firstly compile the source files by using Makefile and the make command in the
asa directory:

$ make

The make command generates the executable asa.out, although this name can be changed, if
desired, by modifying Makefile.

The users at this point can either run directly asa.out in a chosen directory, giving as input
a data.ms file, whose template, called template_data.ms, can be found in the directory MAS-
AP/asa/src and contains the explanation of all the input options, or take advantage of the graph-
ical interface by editing the calc_asa_v1.inp file in the asa directory to enter the chosen options,
and running calc_asa_1.0.py:

$ python calc_asa_1.0.py

The python script reads the corresponding inp file and runs asa.out to obtain the site 7-matrix,
which are used to calculate the ASA’s. The calculated ASA’s are output to HDF files in new
directories whose top directory’s name is designated in the inp file. The HDF files also include
information on the options specified in the corresponding inp files. The typical options in the inp
file are as follows:

e asaPATH: specifies the path for running the executable asa.out.
e OnlyMainFile: if “no”, all the calculated results by asa.out are stored.

e NewDirName: specifies the name of the directory for the calculated ASA’s.
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e Potential: denotes the potential type. The real and complex Hedin-Lundqvist exc potentials
are denoted by “hr” and “hc”, respectively. The Dirac-Hartree-Fock potential is denoted
by “fc”. This potential is the same as the one used in Ref. [1] and allows the comparison
of the calculated ASA’s with those given in the atomic database developed by NIST [29].

e EnergyStart, EnergyEnd, Energylnterval: specifies the range (and spacing) of the electron
energies at which to calculate the ASA’s.

o CheckStructure: if “yes”, the input options are visualized in the pop-up windows described
below.

Users define solid systems in a format accepted by the python module of Atomic Simulation En-
vironment, and specify the target element. The calculated ASA for each described solid system
is stored in separated HDF files in the directory designated by the NewDirName variable. Users
can also input isolated atomic systems in calc_asa_v1.inp. For atomic systems, space groups
are replaced by the keyword “atomic”, and lattice constants for solid systems are replaced by
the value of the atomic radii or by the keyword “calc”. When this latter option is chosen, the
program determines internally the atomic radius in the way specified below in Section 4. The
flow-chart in Fig. 2 illustrates the various steps of the process

In the GUI directory, gui_1.0.py can plot, besides ASA’s, related quantities such as cross
sections, site #,- and s,-matrices and so on.

Launching the program gui_1.0.py

$ python gui_1.0.py

causes the appearance of the window shown in Fig. 3 and of another window called “Data file
list” (there is no need to click the “Data file list” button). The users select in this last window one
of the HDF data file created in the previous step in the directory designated by the NewDirName
variable by clicking the “Add a data file” button of Fig. 3. Then they can explore all the functions
listed there by clicking the corresponding check boxes. The results, like the angular dependence
of the differential cross section or the energy dependence of the transport cross section are ex-
emplified in next section . The“Bohr radius” check box toggles between Angstrom or atomic
units. The “Plot Data” button enables the instant plotting of the calculated data. By clicking the
“Export Data” button a directory, whose name is related to the time and the type of the calculated
data, is created in the same directory where gui_1.0py is running. Each selected calculation is
written here into separated text files that are useful for plotting figures according to the chosen
options.

The window “Data file list” shows paths of the selected HDF files calculated by asa.out and
calc_asa_1.0.py. The content of the “Data file list” window can be edited via the “Add a data
file” and “Remove selected data file” buttons situated at the bottom of the main window. The
files to be removed should be selected by clicking them in the “Data file list” window before
clicking the “Remove selected data file” button. Finally, the exploit_function_v1.py program has
only auxiliary functions for gui_1.0.py, so that the users do not need to run it. The various steps
are illustrated in the flowchart of Fig. 4.

The gross structure of the program is very simple, as can be inferred having a look at the
main driving program. If the variable cluster is true, an overlapped charge density for each atom
in the cluster is constructed based on the Mattheiss prescription in the subroutine calphas. Then
atomic t-matrices, phase shifts, differential and total integrated cross sections are computed in
subroutine asa_sub with the set of Muffin Tin radii so determined. If cluster is false, t-matrices,
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phase shifts, differential and total integrated cross sections are computed in the same subroutine
asa_sub for an isolated atom with a radius R, determined by the condition |V(R)|/€ ~ 1075,

In this case only one line of coordinates is sufficient in the input file data.ms to specify the
symbol and the atomic number of the atom in question. The atomic charge density is calculated
in the subroutine scfdat [17],

In the present version the program runs up to an energy of about 15 Kev. To increase further
this range the user should modify the parameters dpas of the linear-log mesh in the subroutine
lImesh in order to have more points in the final part of the integration range of the radial solution
of the pseudo-Schrddinger equation, otherwise the program is unable to calculate the atomic
matrices #; for high I. The variable dpas = dp is the constant spacing of the Numerov integration
procedure which, due to the relation p = ar + Slog(r), represents also the spacing of the radial
variable r, when this is greater than one. In the present version dpas = 0.01 and should be
decreased if needed.

4. Typical results

In this section, we show calculated DCS and ¢ in isolated atomic systems and in solids.
aluminum and gold are chosen as typical light and heavy elements having FCC crystal structure.
The lattice constants of FCC aluminum and gold are 4.05 and 4.07 A, respectively, resulting in
an atomic MT radius of about 1.43 A [30, 31].

For each element we construct three kinds of atomic potentials. The first one, referred to
as “solid”, is a truncated-overlapped potential of the MT type, constructed according to the
Mattheiss prescription [9], representing the potential of an atom embedded in a cluster, that
can be chosen by the user. The second one, referred to as “input”, is the potential of an isolated
atom constructed on the basis of its self-consistent charge density, truncated at the same MT ra-
dius of the “solid” calculation. The label “input” refers to the fact that the MT radius is provided
in the input data file. The third one, referred to as “calc”, is the potential of an isolated atom,
truncated at a radius R, determined such that |V(R,)|/e ~ 107>, as anticipated above in section
2.1. Since the potential decays exponentially for a neutral atom, it is expected that the calculated
DCS is insensitive to this truncation radius, which turns out to be of the order of about 5 to 15
a.u., depending on the element and the incident electron energy. Therefore, comparison of DCS
calculations between the “solid” and “input” conditions gives information of the effects of the
electron density in solids, comparison between the “input” and “calc” conditions gives informa-
tion of the effects of the truncation of the atomic potential, and comparison between the “solid”
and “calc” conditions gives information both on the truncation and the solid effects.

As anticipated, the real and complex Hedin-Lundqvist potentials are denoted “hr” and “hc”,
respectively, and the exchange part of the DHF potential in Ref. [1], used also in Ref. [2], is
denoted as “fc”. The non-relativistic and scalar-relativistic approximations are denoted as “nr”
and “sr”, respectively, whereas the use of the full relativistic potential with spin-orbit part is
denoted “so”. Not to clutter the figures, we have drawn only the “nr” and “so” options, although,
if needed, the user can also choose the “sr” option in the program. The notation “NIST” indicates
the DCS obtained from the database by NIST [29] and corresponds to our “calc” with “so” and
“fc” options. For sake of comparison it is also shown in the ‘solid” and “input” options.

Figures 5-8 show calculated DCSs for aluminum and gold at impinging electron energies of
100 and 1000 eV. Each figure compares calculated DCSs for the different types of potentials in
non-relativistic (“nr”’) and full relativistic (“so”’) options. We see that our calculated DCS’s with
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the “fc” potential in the “calc” and “so” options reproduce rather well the DCS’s taken from the
NIST database [29], as calculated in Ref. [1].

A point worth of further investigation is the following. In the “solid” condition for aluminum
with the electron energy of 100 eV, the DCS’s calculated with the “hc” potential are closer to the
NIST one than those with the “hr”” potential (see Fig. 5). Similarly, in the “solid” condition for
gold with the “so” potential, the DCS with the “hc” potential shows agreement with the NIST
ones (Figs. 7 and 8). This observation seem to indicate that damping effects by the imaginary
part of optical potential play some role in the connection between DCS with an effective atomic
radius in a solid and purely atomic DCS. So far, the atomic DCS (or ASA) databases have been
used to analyze electron scattering phenomena even in solids [1]. Tanuma et al. reported that,
according with the Bethe theory, damping effects in solids are less important than in atomic
systems [32]. This justifies the use of the atomic DCS (or ASA) without inelastic scattering for
studying solid systems. However, Bethe’s theory is valid in the electron-energy range higher
than about 1 keV. Thus, our results seem to suggest that damping effects make the DCS in solids
approximately similar to the atomic DCS, which justifies the use of the atomic DCS (or ASA)
database to analyze electron scattering phenomena in solid systems also at electron energies less
than 1 keV. Note that for high electron energy, the potential differences become less pronounced,
and thus the DCS’s for aluminum with the electron energy of 1000 eV are relatively similar (Fig.
6) On the other hand, because heavy element atoms have strong Coulomb attractive potential near
the nucleus, relatively larger difference between the DCS’s calculated with the various potentials
appears for gold in Fig. 8 than for aluminum in Fig. 6.

Moreover, a look at the various figures shows that the difference of DCS between the “solid”
and “input” conditions is smaller than that between the “input” and “calc” conditions. This
fact indicates that the difference in electron density generated by the overlapping mechanism is
less important than the truncation of the potential effective radius, for electron energies roughly
higher than 100 eV. Therefore the description of electron scattering in a solid requires a truncated
potential.

Since the idea behind the present paper is the investigation of the validity and limitations of
the HL potential, it is useful to restrict the application of the program to the somewhat low-energy
range of 50: £1500 eV. This is also the range used in EXAFS (Extended X-ray Absorption Fine
Structure) structural analysis, which is known to be sensitive to the details of the atomic potential.
In fact, at higher energies, the scattering process progressively becomes insensitive to the details
of the scattering potential. The hope is that the study of atomic DCS’s will bring new information
compared to EXAFS structural analysis.

In order to have an idea of the difference between the HL and Furness-McCarthy potentials,
Fig. 9 plots the real (vxcrl) and the imaginary part (vxcim) of the HL potential versus the Furness-
McCarthy exchange (vx_fc) and X-alpha (v_xa) potentials as a function of the radial distance
from the origin of the Krypton atom at 100 eV of electron energy. Notice that the imaginary
part vxcim has been mutliplied by ten to be visible on the same scale. Their mutual relation is
a representative case of a general behavior for atomic potentials. Near the origin vxcrl and v_xa
have a value of 75.7 Ryd whereas at great distances vxcrl decays much more rapidly than v_xa
(for example at 11 a.u. vxcrl = 4.3E(—-05) compared to v_xa = 2.4E(-3)). This behavior affects
the corresponding DCS’s values in the forward direction, in the sense that higher values of the
exchange potential correspond to higher cross sections.

The upper panel of Fig. 10 illustrates this behavior in the case of Al at 1Kev of incident
energy without polarization potential, whereas the lower panel plots the same comparison in the
presence of a polarization potential. As expected the polarization potential increases the DCS’s
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value in the forward direction. The curve for X-alpha potential is not shown because it would be
out of scale toward much higher DCS’s values.

A point worth mentioning is that the imaginary part of the optical potential enhances the
calculated elastic DCSs in the forward direction compared to the same potential without the
imaginary part, but gives rise to a lower intensity at all other directions as expected from the
damping effect of the complex part of the potential. The forward direction effect is related to the
optical theorem (21), because, in the presence of an absorptive part, J f;(0) has a contribution
coming from all inelastic processes, so that | f;(0)|> = |R fi(0)]> + |J f;(0)|* is enhanced.

Generally, relativistic effects are not important for light elements. For them, relativistic (“so”,
“sr”’) and non relativistic (“nr””) DCS’s superimpose for all kinds of potentials. For heavy ele-
ments instead there is almost coincidence in a wide forward cone of about 30-40 degrees, after
which the DCS’s begin to differ, the more so the lower the energy. This finding can be explained
on the basis that the tail of the scattering potential contributes to the forward scattering, whereas
its interior determines the large angle scattering.

The role of the complex potential is illustrated in Fig. 11 where the DCS for the noble gas
Krypton at the impinging electron energy of 100 eV, calculated with the complex exchange-
correlation potential HL, labeled “hc”, is compared with the DCS calculated with the same po-
tential but without imaginary part, labeled “hr”, and the real DHF potential used in Ref. [1],
denoted “fc”. All calculations are done in the fully relativistic “so” mode, including therefore
the spin-orbit potential. The experimental results are taken from Ref.s [33] (symbol *), [34]
(symbol #) and [35] (symbol $). Notice that in the range 40-120 degrees the data from Ref.s
[34, 35] are almost coincident. The green curve represent the results calculated using the (non
relativistic) R-matrix method by Fon et al [36]. It should be compared with the curve labeled
“hr”, which does not differ significantly by the same curve calculated in non-relativistic mode as
already noted.

The comparison wih the experimental data reveals the need to include an absorptive part
in the scattering potential to describe the whole scattering angular range. There is however
a discrepancy between calculated (198 afsr™') and experimental (136 asr™') forward cross
sections, indicating that the imaginary part of the HL potential is a bit overestimated.

It is also interesting to plot Krypton DCS spectra at 1, 2 and 3 Kev of impinging electron
energy against the experimental available data from [37]. The agreement is very good, as shown
in Fig. 12. Our calculations compare very well with those of Salvat in Ref. [3].

The comparison with the spectra at 100 eV and those at 1, 2 and 3 Kev confirms the fact
that the higher the electron impinging energy, the lower the discrimination power with respect
to the details of the atomic potential. The upper panel of Fig. 13 illustrates this fact. At 1 KeV
of incident energy the Krypton DCS’s corresponding to the “hr” and “fc” potentials are almost
identical, except in the forward direction, whereas the complex “hc” potential has still a notice-
able effect. Even this difference however decreases with increasing electron energy , as shown
in the middle panel of the same figure, which shows the same comparison at 3KeV. As another
example, the lower panel of Fig. 13 plots the DCS corresponding to three types of potential in
the case of Gold at 10 Kev of incident electron energy. The curves are almost coincident and
in good agreement with the same calculation shown in Fig. 6 of Ref. [1], indicating that at this
energy the scattering process is insensitive to the exchange and complex part of the potential.
The same is found for Krypton at 10 KeV.

The favorable situation for the complex “hc” potential found in Krypton is not met in the
case of Argon at 100 eV of incident energy. Fig. 14 compares in the upper panel the DCS’s for
Argon at 100 eV of impinging electron energy, in the “calc” mode with “so” option for “hr”, “hc”
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potentials. The experimental points are derived from [38] (symbol #). The red curve, labeled “R-
matrix’, represent the results for the DCS calculated using the R-matrix method (non-relativistic)
by Fon et al [39]. It seems that the complex potential overdamps the spectral features and that
a description in terms of a real potential, at least in parts of the angular spectrum, would be
more appropriate (see the R-matrix spectrum). Another calculation with the complex part of the
potential reduced uniformly by the factor 0.7 reported in the lower panel of Fig. 14 shows a
better agreement with the data.

With our surprise the experimental spectrum at 300 eV is instead reproduced quite well by
the use of the complex (“hc”) potential, as shown in Fig. 15. Here the experimental points
are derived from [40] (symbol #) and [41] (symbol $). This finding seems to point out to an
incorrect energy dependence of the complex part of the HL potential, already pointed out at by
other authors [23, 24].

The quality of the energy dependence of the HL is illustrated in Fig. 16 where the integrated
total and elastic cross sections, derived from the DCS’s for the “hc-so” potential (no reduction of
the imaginary part) is compared with experimental data and R-matrix calculations. In both cases
the total calculated CS is roughly 50-100% higher than the experimental counterpart, whereas
the the disagreement is less for the elasic CS. In the case of Argon the total and elastic CS cross at
30 eV, indicating an inconsistency of the data or an high threshold for the opening of the inelastic
channels. Further investigation would be desirable.

Finally the upper panel of Fig. 17 compares the DCS’s for Mercury at 35 eV of incident
energy, in the “calc” mode with “so” option for “hc” and “hr” potentials with the relativistic
R-matrix calculations [42] (experimental data taken from Ref. [43]). As stated in Ref. [42]
the good agreement of the R-matrix calculations “suggests that channel coupling and relativistic
effects are not particularly important for these cases (25 and 35 eV). At these energies, it has
essentially become a potential-scattering problem, with the accuracy of the scattering potential
being the decisive element that determines success or failure of a theoretical approach”. This
observation explains also the relatively good agreement with the “hc” calculation, apart the slight
overdamping. Again, a reduction by a factor 0.7 of the imaginary part of the “hc” potential
improves decidedly the agreement both with the R-matrix approach and the experimental data, as
shown in the lower panel of Fig. 17. Fig. 18 compares instead the relativistic and non relativistic
DCS’s for the “hc” potential, which seems to confirm the conjecture made in Ref. [42]. Notice
however the disagreement in the forward 20 degrees cone, even with the “hr” type of potential, a
situation also observed in the case of Krypton at 100 eV (see Fig. 11). This disagreement can be
explained on the basis that the GW local density approximation for the self-energy, assumed in
the HL exchange-correlation potential, is not justified when the electron density is very low, as
in the tail of the atomic density.

All in all, we think that the whole matter deserves a more exhaustive analysis, which will
be given elsewhere. These preliminary results seem to indicate that the process of electron-atom
scattering is complementary to structural EXAFS analysis.

Fig. 19 compares the DCS’s calculated using plane wave (pw) and spherical wave (sw)
propagators (Eq. (50)) in the case of Aluminum at 100 eV of electron energy, in the “solid”
mode with “sr” and “hc” options. Usually the effect of the spherical wave correction on the TCS
o' is a rough average increase of 25 % with respect to the plane wave calculation in the whole
50-1000 eV range of Aluminum and Gold.

The effect of the presence of a polarization potential is illustrated in Fig. 20. We again
consider a Krypton atom scattering an electron beam of 10 eV. The potential parameters defined
in Eq. (42) are taken as @y = 16.7 au from Ref. [44] and d = 1.66 a.u. equal to the atomic
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radius. This value is in keeping with the empirical formula suggested in Eq. (5) of Ref. [3].
Calculations have been done in the “calc” mode with “hc” and “so” options. Fig. 20 compares
in the upper panel the DCS in presence (labeled “hc-wpl”) and in absence (labeled “hc-npl”) of
the polarization potential. The lower panel shows the same comparison at an impinging electron
energy of 100 eV. The effect of the polarization potential on the DCS is much less pronounced.
However, remembering Fig. 10, this is not a general rule.

Finally Figures 21 and 22 show the calculated o and the NIST one. Data are presented with
an energy mesh of 50 eV, but users can choose their own mesh. We can observe that o' with
the “hc” potential is smaller than that with the “hr” potential, which agrees with the physical
intuition of the damping effects by the imaginary part of the optical potential. As in the case
of the calculated DCS, o calculated with the “hc” potential in the “solid” mode agrees with
the NIST one, which again justifies the use of the atomic CS without the damping effects for
analyzing electron scattering phenomena in solids. Comparison between o in the “input” and
“calc” mode shows that o calculated with the “hc” potential is sensitive to the atomic radius
for electron energies less than 200 eV, but o calculated with the real potentials “hr” and “fc”
are not, which indicates that the imaginary part of the “hc” potential has more contribution in
outer region within the atomic sphere than the real potentials. Note that o is less sensitive to
the forward scattering due to the factor (1 — cos 8) in Eq. (19).

5. Summary

The computational MASAP Package, composed of a computation program and a graphical
interface, generates atomic scattering amplitude of an atom, either isolated or embedded in an en-
vironment, at any chosen energy of the impinging electron up to 15 KeV. The ASA is calculated
using an effective, complex optical potential which provides damping effects in the scattering
process in a fully relativistic framework. Optionally, scalar relativistic and non-relativistic ap-
proximations are also available to assess their applicability to a given problem.

The GUI part allows to output quantities related ASA with user selected options into text
files for convenient plotting.

For sake of illustration, we have calculated the differential and transport CS’s for aluminum
and gold in isolated atomic systems and in solids. The comparison of the various DCS’s sug-
gest that the use of complex potential at impinging electron energy less than 1 keV justifies the
approximate application of the atomic databases DCS’s, based on free atom potential, to elec-
tron scattering phenomena in solid systems. Instead, the description of the free atom Differential
Cross Section has been shown to require the use of a complex potential in the whole angular
scattering range, confirming the conclusions of Ref. [3]. The preliminary analysis carried out on
selected examples seems to indicate that the process of electron-atom scattering is complemen-
tary to structural EXAFS analysis in providing information on the scattering potential.

Finally, taking inspiration from Multiple Scattering Theory for the description of electron
propagation in solids, an effective scattering amplitude has been suggested, to be used in Monte
Carlo simulations and electron-molecule scattering, based on spherical wave propagators and
MT atomic embedded potentials constructed according to the Mattheiss prescription [9].
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Figure 5: Calculated DCS for aluminum at impinging electron energy of 100 eV. See text (Section 4) for the meaning of
the various labels.
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Figure 6: Calculated DCS for aluminum at impinging electron energy of 1000 eV. See text (Section 4) for the meaning

of the various labels.
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Figure 7: Calculated DCS for gold at impinging electron energy of 100 eV. See text (Section 4) for the meaning of the
various labels.
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Figure 8: Calculated DCS for gold at impinging electron energy of 1000 eV. See text (Section 4) for the meaning of the
various labels.
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Figure 10: Upper panel: Comparison between DCS’s for Aluminum at 1KeV eV of impinging electron energy, in the
“calc” mode with “so” option for “hr”, “hc” and “fc” potentials in absense of polarization potential (npl). Lower panel:
same as upper panel but in the presence of a polarization potential (wpl).

See text (Section 4) for the meaning of the various labels.
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Figure 11: Comparison between DCS’s for Krypton at 100 eV of impinging electron energy, in the “calc” mode with
“s0” option for “hr”, “hc” and “fc” potentials. The experimental points are derived from [33] (symbol *), [34] (symbol
#) and [35] (symbol $). The green curve represent the results for the DCS calculated using the (non-relativistic) R-matrix
method by Fon et al [36]. See text (Section 4) for the meaning of the various labels.
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Figure 12: Krypton DCS spectra at 1, 2 and 3 Kev compared with the experimantal data by Jansen and De Heer [37].
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Figure 14: Upper panel: comparison between DCS’s for Argon at 100 eV of impinging electron energy, in the “calc”
mode with “so” option for “hr”, “hc” potentials. The experimental points are derived from [38] (symbol #). The red
curve represent the results for the DCS calculated using the (non-relativistic) R-matrix method by Fon et al [39]. Lower
panel: same as upper panel but with the imaginary part of the HL potential reduced uniformly by a factor 0.7.
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Figure 15: DCS for Argon at 300 eV of impinging electron energy, in the “calc” mode with “so” option for “hr”, “hc”
potentials. The experimental points are derived from [40] (symbol #) and [41] (symbol $).
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Figure 16: Upper panel: Comparison of integrated total and elastic CS for Argon, in the “calc” mode with “so” option
using the “hc” potentials with the non relativistic R-matrix calculations of Ref. [39]. The experimental data for total CS
were taken from Ref. [45], whereas those for the elastic CS were taken from Table 5 (column B) of Ref. [39]. Lower
panel: Same as upper panel, but for Krypton, where the R-matrix calculation and the experimental data for the elastic CS
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Figure 17: Upper panel: Comparison of the DCS’s for Mercury at 35 eV of incident energy, in the “calc” mode with
“s0” option using the “hc” and the “hr” potentials with the relativistic R-matrix calculations [42]. The experimental data
are taken from Ref. [43]. Lower panel: Same as upper panel, but with the imaginary part of the “hc” potential reduced
uniformly by a factor 0.7. See text (Section 4) for the meaning of the various labels.
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Figure 18: Comparison of the DCS’s for Mercury at 35 eV of incident energy, in the “calc” mode between the relativistic

“hc” potential with “so” option and the same potential with non relativistic“nr” option. See text (Section 4) for the
meaning of the various labels.
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Figure 19: Comparison between DCS’s calculated using plane wave (pw) and spherical wave (sw) propagators for

Aluminum at 100 eV of impinging electron energy, in the “solid” mode with “sr” and “hc” options. See text (Section 4)
for the meaning of the various labels.
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Figure 20: Comparison between DCS’s for Krypton at 10 eV of impinging electron energy (upper panel) in the “calc”
mode with “hc” and “so” options, in presence (labeled “hc-wpl”) and in absence of the polarization potential (labeled
“hc-npl”). Lower panel: Same comparison as in upper panel, but at 100 eV of impinging electron energy.

See text (Section 4) for the meaning of the various labels.
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Figure 21: Calculated transport cross section for aluminum. See text (Section 4) for the meaning of the various labels.
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Figure 22: Calculated transport cross section for gold. See text (Section 4) for the meaning of the various labels.
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