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ABSTRACT
In this paper, we propose a complete method to reconstruct a dam-
aged piece of papyrus using its image annotated at the character
level and the original ancient Greek text (known otherwise). Our
reconstruction allows us to recreate the written surface, making it
readable and consistent with the original one. Our method is in two
stages. First, the text is reconstructed by pasting character patches
in their possible locations. Second, we reconstruct the background
of the papyrus by applying inpainting methods. Two different in-
painting techniques are tested in this article, one traditional and
one using a GAN.

This global reconstruction method is applied on a piece of Pa-
pyrus Bodmer 1. The results are evaluated visually by the authors
of the paper and by researchers in papyrology. This reconstruction
allows historians to investigate new paths on the topic of writing
culture and materiality while it significantly improves the ability
of non specialists to picture what this papyrus, and ancient books
in general, could have looked like in Antiquity.

CCS CONCEPTS
• Applied computing→ Digital libraries and archives; • Com-
puting methodologies→ Reconstruction.
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1 INTRODUCTION
Documents from Antiquity rarely reach us in a complete state.
Therefore, one of the tasks of archaeologists and historians is to
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propose hypotheses for reconstructing the original state of the ob-
jects they study. The Papyrus Bodmer 1 is an exceptional piece: it
preserves a part of a land register written in Middle Egypt (Panopo-
lis) around 215 AD that is 31 cm high and 5.70m long while it could
have been up to 11m long when it was complete [3]. At an unknown
moment after 215 AD, a scribe cut this roll into two and copied
on the back Book 5 and 6 of Homer’s Iliad. For yet unexplained
reasons, he chose a different number of verses per column between
the two books (29 to 31 in Book 5, 38 to 40 in Book 6). For this work,
we chose to focus on one column of Book 5 (see Figure 1). Images
of the other parts and information on the papyrus are available on
the online catalog of the Bodmer foundation1.

Figure 1: Part of Papyrus Bodmer 1 (Iliad 5.645-678) from the
3rd century AD and the proposed reconstruction.

One of the interests of this long and rather well-preserved pa-
pyrus is to offer evidence of how a unique document (the land
register) of major historical value was reused to bear a key piece
of ancient literature (the Iliad). The semi-cursive handwriting of
the Iliad part is more challenging than calligraphic scripts where
1https://bodmerlab.unige.ch/fr/constellations/papyri/barcode/1072205286
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all letters are detached, but is also more comparable with dated
specimens. It thus forms an ideal case study for computational
restoration assisting current research in ancient History.

Image reconstruction methods have become increasingly pow-
erful in recent years, thanks in particular to advances in the field
of deep learning. As far as the restoration of old documents is con-
cerned, work in the field of automatic image processing focuses
mainly on improving the overall quality of documents, by remov-
ing blur, increasing the definition of the document or retrieving
a deleted text [7]. Very recently, some work has also focused on
assembling fragments for the reconstruction of old documents. In
2022, a PhD thesis [18] focused on the pairing of papyrus fragments
using Siamese networks. Another work from 2020 [15] deals with
the reconstruction of a papyrus using its fragments. This one pro-
poses a solution using a graph neural network to create a graph
representing the reconstruction of the papyrus by linking each
fragment to its neighbors.

Despite these advances, the reconstruction of damaged ancient
documents with known text but missing fragments has, to our
knowledge, not been studied much. There is currently no machine
learning solution for this task. Moreover, in the case of papyri, there
are little data to train a model.

The main contributions of the paper are summarized as follows:
(1) We propose a novel method for reconstructing heavily de-

graded papyri by restoring the original text with knowledge
of it,

(2) We show that it is possible to use GANs or more handcraft
inpainting methods to restore heavily degraded papyri.

In the following section, we cover the related works about in-
painting of image and documents. In section 3, we explain the
proposed methods to complete the missing parts of one column
of the Papyrus Bodmer 1. Then, in section 4, we present our ex-
periments, and finally, we show and discuss different results in
section 5.

2 RELATEDWORKS
Inpainting is the process of filling in the missing parts of an image.
It can be done physically as an artwork by a conservator-restorer,
or digitally, as a computer vision task, using various techniques.

Among the first digital inpainting techniques proposed are Efros
et al. [4] and Bertalmio et al. [1]. The first proposed a method
which consists in extending an image made of a regular pattern, by
synthesizing the texture. This method uses statistical information
on the image patterns, modeled by a Markov random field model. A
pixel is synthesized at a time, according to its neighboring pixels, by
finding in the image a neighborhood of similar pixels. The second
used diffusion process (Laplacian) to propagate pixels surrounding
the area to inpaint.

Deep learning techniques have allowed for semantically mean-
ingful inpainting [17, 25]. Many model architectures have been
used to perform this task.

Liu et al. proposed in [12] an encoder-decoder based convolu-
tional neural network (CNN)method to inpaint imageswithmissing
parts of various shapes and sizes.

A method of inpainting on historical documents to restore ir-
regular holes using a U-Net [20] and Partial Convolution [11] is

proposed in [8]. The U-Net generates a mask of the irregular holes
from the historical degraded document. Partial convolution is used
to inpaint the holes using the generated mask and the document
image.

Autoencoders are neural networks that learn two functions: en-
code the input and decode to recreate the input from the code
generated just before. Some inpainting methods have been devel-
oped using an autoencoder [5, 29].

Generative Adversarial Networks (GAN) [6] are neural networks
that generate data by making two networks confront each other.
The first network, called the “generator”, attempts to generate the
most realistic data possible, in order to make the second network,
the “discriminator”, believe that the generated data are real data.
The discriminator is trained with real data, and must detect whether
a sample is real or generated by the generator. Several GAN-based
methods were developed for inpainting [2, 13, 22, 28].

Kim et al. focused in [9] on using a Super-resolution GAN to
inpaint the fold lines of old documents. The fold lines to be inpainted
are manually marked. The method used does not aim to reconstruct
heavily degraded documents, as inpainting is applied on very small
areas of the documents.

DeepFillv2 is presented in [26]. DeepFillv2 is a GAN-based archi-
tecture used to inpaint images with free-form mask and guidance.
The generator is composed of two networks, the first generates a
“coarse” inpainted version of the masked image. The second takes
as input the “coarse” inpainted image and the masked image to
produce a more detailed inpainted image. The generator uses Gated
Convolution and a contextual attention block.

Transformers models [24] are deep learning models based on
attention mechanisms. Inpainting models based on transformers
are able to inpaint large missing parts of images and output seman-
tically plausible results [10, 27].

Diffusion models are probabilistic machine learning models, us-
ing Markov chains. Very recently, different methods based on diffu-
sion models for inpainting, denoising, image generation, and image
resolution enhancement have appeared. The method proposed by
Saharia et al. [21] is based on a conditional diffusion model, which
allows coloring of images, increasing the quality of images, or in-
painting. It is able to restore complex structures in missing areas
of the images. Lugmayr et al. [14] proposed a denoising diffusion
probabilistic model to inpaint images with a free-form mask.

While somemethods presented above, especially neural network-
based ones, can sometimes reconstruct the missing text of an image,
none of them preserves the semantics of that text. They are there-
fore unsuitable for the text reconstruction of a heavily degraded
document.

3 PROPOSED METHOD
In this section, we detail our two phases methodology to reconstruct
the papyrus. The first phase aims to reconstruct the text of the
papyrus, which is no longer present due to damage. In order to do
this, since we otherwise know the text of the Iliad, we have used the
preserved characters on the papyrus and pasted them at possible
locations on the image to obtain a readable text. The second phase
aims to reconstruct the papyrus background (the papyrus paper) in
order to obtain a realistic reconstruction.
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Figure 2: Global scheme of the proposed method. (a) Papyrus column to reconstruct. (b) Papyrus images to train deepfillv2. (c)
Papyrus with reconstructed text. (d) Papyrus strip for traditional inpainting. (e) Papyrus column reconstructed with traditional
inpainting. (f) Papyrus column reconstructed with a GAN (deepfillv2).

3.1 Text reconstruction
In the first phase, we aim at reconstructing the missing parts of the
Iliad in order to recreate the full original text.

3.1.1 Data processing. The image of one column of the papyrus,
a text file containing its transcription, and the annotations of the
visible characters are used as input. The text file indicates which
parts of the text are visible and which are missing on the image of
the papyrus. The annotations are in COCO format (in a JSON file)
exported from the Research Environment for Ancient Documents
(READ)2 interface and can be seen online3.

A character patch dictionary is created using the annotation file
provided by the papyrologists (this file describes the position, the
associated Greek letter and the state quality of the visible characters,
from BT1 for complete to BT3 for not recognizable anymore). For
each character present in the annotation file, a patch, associated
with its Greek letter, is extracted. Only the characters with the best
quality (tagged BT1) and not exceeding a width of 50 pixels are
extracted. Thanks to these two conditions, we avoid characters that
would hardly be readable or too wide to fit in the reconstruction.
The dictionary allows us to have several patches for a letter, and
thus to vary the patch used. Several reconstructions with randomly
selected characters were tested.

The papyrus background is removed during extraction so that
only the character ink remains (see Figure 3). This step is done with
a basic method, only the darkest pixels (corresponding to the ink)
are selected, defined as having a value lower than the average pixel
of the patch.

2https://github.com/readsoftware/read
3https://showcase.d-scribes.philhist.unibas.ch/ViewerBodmer

Figure 3: Example of papyrus background removal.

3.1.2 Character placement. Once all the character patches have
been extracted and the text file has been read, the characters can
be placed in their probable locations.

For each area where characters are missing, the characters that
should be present are determined, and corresponding patches for
each of them are randomly drawn from the character patch dictio-
nary.

To take advantage of all the available space in each zone, the
characters are placed so that there is an equal amount of space
between each character patch from the same row. If it is not possible
to have any space between the patches (the total width of the
patches is greater than the space available), then the patches will
overlap slightly. Only pixels with minimum values are kept on
the overlapping areas so that the characters are visible despite the
overlap.

A part of the papyrus column at this phase with only the re-
constructed text is shown in Figure 4. Some noise comes from the
darkest papyrus fibers and illustrate the issue of ink fragmentation
on papyri as seen during the DIBCO competition at ICDAR 2019
[19], where binarizing papyri images proved difficult.

https://github.com/readsoftware/read
https://showcase.d-scribes.philhist.unibas.ch/ViewerBodmer
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Figure 4: Extract of the papyrus column at the text recon-
struction phase.

3.2 Background reconstruction
In order to reconstruct the background of the papyrus, inpainting
methods are used throughout the document. Two methods have
been used. The first is a more traditional method, and the second
involves deep learning with a GAN.

3.2.1 Traditional inpainting. The first method is extremely simple.
A strip without writing from the column to be reconstructed is
extracted and used to complete the document. An image of a blank
papyrus leaf, of the same size as the input image, is created in which
the extracted strip is pasted several times until it covers the entire
image. Then, the image containing the reconstructed text is pasted
over the new image, except the areas in black without papyrus.

3.2.2 GAN. The second method is the one using a GAN to recon-
struct the papyrus background. For this purpose, we decided to use
deepfillv2 [26] for technical reasons (amount of data available and
computational power for training) and its ability to do inpainting
with free-form masks.

The deepfillv2 generator can be separated into two neural net-
works. The first network consists of gated convolution blocks that
produce a “coarse” inpainted version of the masked image. The sec-
ond network contains two branches of gated convolution blocks and
a contextual attention block, to refine the “coarse” version result-
ing from the first network, and thus produce a detailed inpainting
consistent with the rest of the image. The activation function be-
tween the layers is Leaky ReLu, and the output function of the first
and second networks is tanh. To train the generator, we compute
the hinge loss function on the output of the generator, the mean
absolute error (MAE) on the output of the two networks, as well as
a “perceptual” loss function, obtained by using a pre-trained CNN
neural network to compute the MAE between the feature maps
of the base image and the inpainted image. The discriminator is
composed of six convolution blocks, to divide the image into 32×32
patches. For each patch, the discriminator determines if the patch
is real or generated by the generator. The hinge loss function is
then calculated to train the discriminator.

We scanned the image vertically and horizontally to apply in-
painting to patches of the image. To do so, the patch must contain
a piece of papyrus and an area to be filled in. For this reason, the
inpainting application path starts at the center left of the image, on
a perfectly completed area and not at the top left of the image (black

area without papyrus). Thus, we gradually extend the papyrus over
the areas to be restored.

4 EXPERIMENTS
4.1 Dataset
The dataset used to train deepfillv2 is composed of patches extracted
from online images of Papyrus Bodmer 1. The patches are extracted
from areas without writing.

The masks are created either by randomly selecting patches from
the base papyrus where torn edges can be seen and using the part
without papyrus of these patches as masks, or by generating black
rectangles a quarter or an eighth of the size of a patch. The masks
are then applied to a corner of a patch without writing.

For each mask, a patch is extracted, and a character is randomly
pasted onto the patch. A total of 633 patches of size 256×256 on
three channels (RGB) are extracted from Papyrus Bodmer 1 for
training (see Figure 5 for an example) and 633 masks are generated.

Figure 5: Example of an image and mask from the dataset.
From left to right: a blank papyrus patch; an image with the
black background to be extracted to create the mask; the
extracted mask; the first image with the mask.

4.1.1 Data augmentation. To augment the size of the dataset, 75%
of the masks are re-added as flipped, top to bottom, left to right or
both. This way, 475 new masks are created, and for each mask, a
new papyrus patch is extracted.

4.2 Implementation Details
The deepfillv2 discriminator and generator were trained with the
Adam optimizer and a learning rate of 0.0001 for both. No learning
rate decay was used, and the networks were trained during 430
epochs. The mini-batch size was set to 1.

The method was implemented using PyTorch 1.3.11[16], Python
3.9.10 and CUDA 11.6. The implementation of deepfillv2 with Py-
Torch is the one from csqiangwen on GitHub4.

Training was carried out using an NVIDIA RTX 3060 Laptop 6GB
VRAM GPU, 8GB of RAM and an AMD Ryzen 5 5600H 3.3Ghz CPU.

The removal of the character background (presented in this
section 3.1.1) is deactivated for the reconstruction of the papyrus
with the GAN, as the results were less relevant following different
tests.

5 RESULTS AND DISCUSSIONS
The evaluation of the results was done in a subjective visual way
and with the help of the experts’ opinion, as we do not have as
Ground Truth the original papyrus to compare our result to.
4https://github.com/csqiangwen/DeepFillv2_Pytorch

https://github.com/csqiangwen/DeepFillv2_Pytorch
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The two complete reconstructions, a reconstruction of the text
and the original image of the Papyrus Bodmer 1 column, can be
found at the following Link.

5.1 Subjective visual analysis
Inpainting results with the reconstructed text are shown on Figure 6
and Figure 1 (the full column).

The reconstruction results obtained on real data (Figure 6) show
that the colors of the papyrus are decently synthesized, but the
texture aspect of the papyrus is missing. The fibers of the papyrus
are not reconstructed. Furthermore, the general color of the papyrus
is reconstructed, but it is easy to see on the bottom image at epoch
430 that the color tone doesn’t quite match the rest of the patch.
A slight dark edge at the tear is also visible, due to compression
artifacts of the papyrus column image, causing the papyrus to not
be clearly separated from the black background.

Figure 6: Examples of inpainting using GAN on patches
from the image containing the reconstructed text at different
epochs.

Figure 7 compares the same section of the papyrus in the two
reconstructions. The top one corresponds to the reconstruction
using the traditional inpainting method (copying the strip). With
this technique, the texture of the document is perfectly recovered,
but a repetitive pattern can be observed and there is no continuity
in the fibers between reconstructed and original parts. The bottom
reconstruction is the one using GAN. The textures of the papyrus
are largely missing in the reconstructed parts and patterns are
repeated very strongly on the upper right part. As in the other
reconstruction, the continuity of the fibers is not kept.

In both reconstructions, the text is correctly reconstructed and
readable.

5.2 Analysis by papyrology experts
Both proposed methods to reconstruct a full column of Iliad allow
specialists and lay audience picturing how the original papyrus
could have looked like. In a detailed view, it cannot be mistaken
for a genuine piece due to the still visible transitions between the
reconstructed parts and the original ones as well as the erratic
aspect of the reconstructed text that has not fully managed to
mimic a cursive script (see Figure 8). At the column level, however,
it provides a convincing general impression and ground for future

(a)

(b)

Figure 7: The same section of the papyrus in the two recon-
struction methods: (a) traditional inpainting with the strip,
(b) GAN. The reconstructed text is different in the two images
due to randomness in character patches selection.

discussions among specialists, for instance on the motivation to
chose a given number of verses per column. The most convincing
restoration of the background is the traditional inpainting because
it preserves the vertical pattern of the fibers. This is possible because
a) it is written on the side where the fibers are vertical (on the other
side of the roll, the fibers are horizontal, thus along and not across
the writing) and b) it has a large, well-preserved lower margin to
take a coherent strip from. We can thus speculate that this solution
would be less successful and more time consuming if extended to
the almost 6-meter long roll, and maybe not applicable on a text
written along the fibers.

Figure 8: Part of the reconstruction of Papyrus Bodmer 1
column with the delimitation between the original (right)
and the reconstructed part, using traditional inpainting (left).

https://uncloud.univ-nantes.fr/index.php/s/WF6bbqGmWtGH3qF
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6 CONCLUSION AND FUTUREWORK
In this paper, we proposed a complete method to reconstruct a col-
umn of papyrus with both its written text and background starting
from the preserved parts of the original. The choices made to restore
the text (random selection of individual letters to avoid repetition,
ink segmentation method) and the two approaches tested for the
backgrounds have yielded convincing results at the page (column)
level that are already useful to foster discussions among specialists
and provide educational information to a lay audience.

A future advance for this method would be to propose a better
generation of the background by including the texture of the pa-
pyrus. Since no relation is attested so far between the fibers and
the appearance of the text, if the final purpose is to provide a hy-
pothetical reconstruction of a roll in its complete state, one could
choose in the future to segment all the written text and paste it on
a homogeneous papyrus background that would not be the original.
Another direction would be to generate characters as proposed in
[23] to avoid reusing those already present in the document and
better take into account the cursive aspects of the handwriting
(each letter shape is influenced if not modified by its direct neigh-
bors). Last, a metric could be developed to evaluate the result of a
papyrus reconstruction without knowing the original document.
The study of Papyrus Bodmer 1 shall continue in the future towards
a complete reconstruction of this fascinating manuscript to better
understand its production and shed new light on ancient books in
general.
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