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Guoliang Li, Shuai Wang, Kejiang Ye, Miaowen Wen,

Derrick Wing Kwan Ng, Fellow, IEEE, and Marco Di Renzo, Fellow, IEEE

Abstract—Integrated sensing and communication (ISAC) rep-
resents a paradigm shift, where previously competing wireless
transmissions are jointly designed to operate in harmony via the
shared use of the hardware platform for improving the spectral
and energy efficiencies. However, due to adversarial factors such
as fading and interference, ISAC may suffer from high sensing
uncertainties. This paper presents a multi-point ISAC (MPISAC)
system that fuses the outputs from multiple ISAC devices for
achieving higher sensing performance by exploiting multi-view
data redundancy. Furthermore, we propose to effectively explore
the performance trade-off between sensing and communication
via a functionality selection module that adaptively determines
the working state (i.e., sensing or communication) of an ISAC
device. The crux of our approach is to derive a fusion model that
predicts the fusion accuracy via hypothesis testing and optimal
voting analysis. Simulation results demonstrate the superiority
of MPISAC over various benchmark schemes and show that the
proposed approach can effectively span the trade-off region in
ISAC systems.

Index Terms—Integrated sensing and communication, multi-
view fusion, functionality selection.

I. INTRODUCTION

ELECTROMAGNETIC waves can sense environments

and carry information simultaneously. Nevertheless, the

two functionalities have traditionally been studied separately,

resulting in resource competition between sensing and com-

munication systems. Currently, wireless systems experience a

paradigm shift towards integrated sensing and communication

(ISAC) [1], i.e., unifying wireless sensing of environments and

transmission of data so as to make the best use of the limited

spectrum and costly hardware platforms.
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Despite various efforts and successes in developing ISAC

techniques [2], [3], a number of technical challenges still need

to be properly handled, which include:

1) Reduction of sensing uncertainties. The sensing data

at each individual radar may be noisy or incomplete

due to wireless fading and interference [4]. Aggregating

redundant measurements from multiple radars can help

mitigate such uncertainties [5], [6].

2) Binary functionality selection. The dual-functional radar

(DFR) contains discrete elements such as switches [2].

The binary state of the switch at each DFR needs to be

carefully controlled according to both the application-

layer (e.g., detection error [4]) and the physical-layer

parameters (e.g., channel qualities).

3) Characterizing sensing-communication trade-off. For

conventional geometric sensing tasks (e.g., localization),

the sensing performance is known to be evaluated by

the Cramér-Rao bound (CRB) [3]. Nonetheless, for the

emerging semantic and prediction sensing tasks, the sens-

ing performance cannot be straightforwardly computed

as sophisticated deep neural networks are involved for

feature extraction [7].

Existing works address the above issues from either an ISAC

(e.g., [2], [3]) or multi-radar fusion (e.g., [5], [6]) perspective,

which ignores the interdependency between sensing and com-

munication in multi-point scenarios, thus failing in achieving

high sensing accuracy and spectral efficiency simultaneously

under stringent resource constraints.

To fill this gap, this paper studies a multi-point ISAC

(MPISAC) system that fuses the outputs from multiple DFRs

under wireless resource constraints. First, by leveraging a set

of newly derived models, the fusion gain brought by the

MPISAC over the conventional ISAC is quantified. Second,

by combining the two conflicting goals of fusion accuracy

and communication rate, via the weighted-sum method, a joint

transmit beamforming and functionality selection problem is

formulated to maximize the mixed objectives. Despite its

implicit objective function and discontinuous design variables,

a hybrid meta-heuristic and optimization (HMO) algorithm

maximizing a surrogate objective function is developed, which

converges to a local optimal solution to the surrogate problem.

The approximation gap between the original and surrogate

problems is quantified. Third, the proposed algorithm is imple-

mented in a high-fidelity wireless radar simulator. Experimen-

tal results show that the quality of the wireless channel plays a

key role in functionality selection and that incorporating fusion

mechanisms improves the overall ISAC system performance.

The performance trade-off between sensing and communica-

tion is also illustrated. To the best of our knowledge, this

http://arxiv.org/abs/2208.07592v2
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Fig. 1. The MPISAC system with K DFRs, one target object, and one communication receiver. The architecture of each DFR is shown on the left-hand side.
A functionality selection module controls the transmitted symbol and the receiving process under the instruction of the fusion model. Note that the system
could be extended to multi-target scenarios since the distance and azimuth of each target could be extracted via time of flight estimation.

is the first work that integrates multi-view fusion and ISAC

technologies to facilitate the design of wireless systems.

II. SYSTEM MODEL

We consider the MPISAC system shown in Fig. 1, where K
DFRs, each equipped with M transmit antennas and a single

receive antenna, adopt electromagnetic waves for anomaly

target detection while transmitting a comman information

message to a single-antenna mobile device. The DFRs are

wireline connected to a fusion center (i.e., edge server),

which aggregates the outputs of multiple DFRs for achiev-

ing higher detection accuracy. The left-hand side of Fig. 1

illustrates the architecture of each DFR. It can be seen that

both the sensing and communication functionalities share the

same hardware units, e.g., waveform generators, beamformers,

radio-frequency (RF) chains, etc. A functionality selection

module, which is represented by a binary variable x =
[x1, · · · , xK ]T ∈ {0, 1}K , is adopted to determine the working

states of all the DFRs. Specifically, xi = 1, ∀i ∈ {1, ...,K},
represents that the i-DFR operates in the sensing mode and

xi = 0 denotes that the i-DFR operates in the communication

mode.

1) Sensing Signal Model: When xi = 1, the i-th DFR

sends a probing signal, which is reflected by the target and

is received by the i-th DFR as

yi = xig
H
iiwisi +

∑

j 6=i

Ij,i + zi, (1)

where Ij,i = xjh
H
jiwjsj + (1 − xj)h

H
jiwjc. In particular,

si ∈ C and c ∈ C are the sensing and communication signals,

respectively, where E
[

|si|2
]

= 1, ∀i, and E
[

|c|2
]

= 1,

without loss of generality. The vector wi ∈ CM denotes

the transmit beamformer at the i-th DFR with the power

constraints ‖wi‖2 ≤ PT and
∑K

i=1 ‖wi‖2 ≤ Psum. The

vector gji ∈ CM denotes the two-hop channel that is the

product of the channel from the j-th DFR to the target and the

channel from the target to the i-th DFR. The vector hji ∈ CM

represents the line-of-sight (LOS) channel from the j-th DFR

to the i-th DFR. The scalar zi ∼ CN (0, σ2) is the additive

white Gaussian noise (AWGN) and σ2 is the noise power.

The associated sensing signal-to-interference-plus-noise ratio

(SINR) at the i-th DFR is1

SINRs
i =

xi|gH
iiwi|2

σ2 +
∑

j 6=i |xjh
H
jiwj |2 + |

∑

j 6=i(1− xj)hH
jiwj |2

.

(2)

2) Anomaly Detection Model: To extract the target in-

formation embedded in the signal yi, we feed yi into a

sensing signal processing module (as shown in the lower

left of Fig. 1) for generating a motion-related image termed

“spectrogram” (as shown in Fig. 2(a)) [7]. As such, the original

radar-based anomaly detection problem is converted into an

image classification problem that can be effectively tackled

by a convolutional neural network (CNN) [4]. However, the

image quality could be unacceptable if the SINR is below a

certain threshold as observed from Fig. 2(a). Furthermore, the

detection accuracy of a CNN is significantly deteriorated if

the image is of low quality, as shown in Fig. 2(b). Lastly,

forwarding false detections to the fusion center may break

down the entire MPISAC system. Therefore, among all the

sensing DFRs {i : xi = 1}, it is necessary to ignore

ineffective DFRs (i.e., those with low detection accuracies)

and to fuse only effective DFRs (i.e., those with high detection

accuracies). This can be realized by setting a target detection

accuracy threshold and reading the associated SINR threshold

γ from Fig. 2(b) (we set γ = 30 dB according to the widely

adopted detection accuracy threshold 89% [4] corresponding

to the gray bar in Fig. 2(b)). Since the detection accuracy is

monotonically increasing with the received SINR as shown in

Fig. 2(b), the i-th DFR is deemed effective if SINRs
i ≥ γ;

otherwise, the i-th DFR is deemed ineffective. The set of

effective DFRs is thus E = {i : xi = 1, SINRs
i ≥ γ} whose

cardinality is |E|.

1Note that the communication signals received at the i-th DFR are identical
but they go through different channels. Hence, we need to sum up their
amplitudes instead of their signal strengths for computing the total power.
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Fig. 2. (a) Human-motion images under different SINRs; (b) Detection accuracy versus SINR; (c) Actual and approximate fusion accuracy

versus n, where the associated false negative and false positive rates are {Pi}
7

i=1
= {0.05, 0.04, 0.07, 0.02, 0.03, 0.08, 0.10} and {Qi}

7

i=1
=

{0.19, 0.21, 0.17, 0.16, 0.15, 0.13, 0.11}, respectively; (d) The objective value of P3 versus the number of iteration for the proposed HMO algorithm.

3) Fusion Model: The outputs of the effective DFRs E are

aggregated via voting, which can be modeled by hypothesis-

testing:

H1 : Normal target; H2 : Abnormal target. (3)

Then, the “n out of |E|” voting rule [8] is given by

H1 :
∑

i∈E

Di < n; H2 :
∑

i∈E

Di ≥ n, (4)

where Di is the binary inference result of the i-th DFR with

Di = 0 standing for a normal target and Di = 1 standing

for an abnormal target. The fusion accuracy with the voting

threshold n is2

Θ(E|n) = 1

2

n−1
∑

l=0

∑

F∈Fl

∏

i∈F

Pi

∏

i∈F c

(1− Pi)

+
1

2

|E|−n
∑

l=0

∑

F∈Fl

∏

i∈F

Qi

∏

i∈F c

(1−Qi), (5)

2Due to the different observation views, the sensing data at different DFRs
is assumed to be independent [5].

where the parameters in (5) are detailed as follows: (1) Pi

and Qi are the false negative (false alarm) and false positive

(missing alarm) rates at the i-th DFR, respectively, which

are estimated from the experimental data; note that different

DFRs may have different (Pi, Qi) under the same SINR

due to different observation angles; (2) Fl contains all the

subsets with l unique DFRs from E and its cardinality is

|Fl| =
(

|E|
l

)

= |E|!
l!(|E|−l)! ; (3) For any F ∈ Fl, its complement

is denoted as F c = E\F . It can be seen that the fusion

accuracy under optimal voting is maxn Θ(E|n).
4) Joint Transmission Model: For the DFRs with {xi =

0, ∀i}, the jointly transmitted signal received at the communi-

cation receiver is

r =

K
∑

i=1

(1− xi)f
H
i wic+

∑

j

I ′j + z′i, (6)

where I ′j = xjf
H
j wjsj . The vector fj ∈ CM is the channel

from the j-th DFR to the communication receiver. The scalar

z′i ∼ CN (0, σ2) is the additive white Gaussian noise (AWGN).
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The associated communication SINR is written as

SINRc =
|∑K

i=1(1− xi)f
H
i wi|2

σ2 +
∑

j |xjf
H
j wj |2

. (7)

The communication spectral efficiency in bps/Hz is

R(x, {wi}) = log2

(

1 +
|∑K

i=1(1− xi)f
H
i wi|2

σ2 +
∑

j |xjf
H
j wj |2

)

. (8)

III. PROPOSED FUNCTIONALITY SELECTION AND

BEAMFORMING DESIGN ALGORITHM

The MPISAC system aims to maximize the sensing and

communication performance under the mode selection, trans-

mit power, and effective sensing constraints, which results in

the following multi-objective optimization problem

P0 : max
x,{wi},E

{

max
n

Θ(E|n), R(x, {wi})
}

s.t. xi ∈ {0, 1} , ∀i, (9a)

K
∑

i=1

‖wi‖2 ≤ Psum, ‖wi‖2 ≤ PT , ∀i, (9b)

E = {i : xi = 1, SINRs
i ≥ γ}. (9c)

To solve P0, the following transformations are adopted:

1) The multi-objective function in P0 is transformed into

(1 − µ)maxn Θ(E|n) + µR(x, {wi}), where µ ∈ [0, 1]
is the weight to prioritize the two objectives.3

2) The optimal x∗ and E∗ satisfy E∗ = {i : x∗
i = 1}.4

Therefore, replacing E with a new variable S = {i : xi =
1} (with its cardinality |S| being the number of sensing

DFRs) in P0 would not change the problem solution.

With these observations, P0 is equivalently transformed into

P1 : max
x,{wi},S

(1− µ)max
n

Θ(S|n) + µR(x, {wi})

s.t. (9a), (9b), S = {i : xi = 1}, (10a)

SINRs
i ≥ γ, ∀i ∈ S. (10b)

The challenges of solving problem P1 are three-fold: 1)

the nonlinear coupling between x and {wi}; 2) the implicit

function maxn Θ(S|n); 3) the discontinuity of x.

1) Bearmforming Design: To address the first challenge,

zero-forcing (ZF) beamforming wi =
√
pi e

jφiwZF
i is adopted

[9], where pi and φi are the transmit power and the phase shift

of the i-th beam, respectively, and wZF
i is the steering vector

for interference cancelation. In particular, to mitigate the phase

differences among the signals {(1− xi)f
H
i wi, ∀i} in (8), we

have φi = ∠(fHi wZF
i ). On the other hand, as for wZF

i , define

Fi = [gii hi1 . . . fi . . .hiK ]
H

and Hi = [hi1 . . . fi . . .hiK ]
H

(fHi is at the (i + 1)-th row of Fi and i-th row of Hi).

According to [9], the vector wZF
i is the normalized 1-st

column of FH
i

(

FiF
H
i

)−1
if xi = 1 or the normalized i-st

3The optimal solution to the weighted-sum problem of P0 is guaranteed
to be a Pareto optimal solution to P0 [10].

4This can be proved by contradiction. Suppose that there exists some j ∈
{i : x∗

i
= 1} such that x∗

j
= 1 and SINRs

j < γ. Then, we can always set

xj = 0 such that the value of maxn Θ(E|n) is unchanged while R(x, {wi})
is increased. This contradicts the optimality of x

∗. Hence, for any j ∈ {i :
x∗

i = 1}, we must have SINRs

j ≥ γ, meaning that E∗ = {i : x∗

i = 1}.

column of HH
i

(

HiH
H
i

)−1
if xi = 0. Note that although

the ZF beamforming is generally suboptimal, the gap between

the proposed and optimal schemes is negligible for massive

MIMO implementations due to the law of large numbers (the

gap → 0 when M → ∞). Putting wi =
√
pi e

jφiwZF
i into

problem P1, P1 is approximately converted to

P2 : max
x,{pi},S

(1− µ)max
n

Θ(S|n) + µR(x, {pi})

s.t. xi ∈ {0, 1} , ∀i, S = {i : xi = 1}, (11a)

K
∑

i=1

pi ≤ Psum, 0 ≤ pi ≤ PT , ∀i, (11b)

pi|gH
iiw

ZF
i |2 ≥ σ2γ, ∀i ∈ S. (11c)

where the simplified data-rate is

R(x, {pi}) = log2



1 +
1

σ2

(

K
∑

i=1

|fHi wZF
i |(1− xi)

√
pi

)2


 .

2) Surrogate Fusion Function: To address the second chal-

lenge, we propose to approximate the actual fusion accuracy

through a binomial approximation [11]:

Θ̂(S|n) = 1

2

n−1
∑

l=0

(

|S|
l

)

P l(1− P )|S|−l

+
1

2

|S|−n
∑

l=0

(

|S|
l

)

Ql(1 −Q)|S|−l, (12)

where P = 1
|S|

∑|S|
i=1 Pi and Q = 1

|S|

∑|S|
i=1 Qi. As such, the

factorials are averaged out in (12). The following proposition

is established to quantify the approximation gap and derive

the associated voting threshold n.

Proposition 1. (i) The approximation gap is bounded as

1

2

|S|
∑

n=1

∣

∣

∣
Θ(S|n)− Θ̂(S|n)

∣

∣

∣

≤ D
(

{Pi}|S|
i=1

)

+D
(

{Qi}|S|
i=1

)

, ∀S, (13)

where D
(

{Pi}|S|
i=1

)

=
|S|(1−P |S|+1−(1−P )|S|+1)

(|S|+1)P (1−P )

∑|S|
i=1(Pi −

P )2 and vice versa for D
(

{Qi}|S|
i=1

)

.

(ii) The optimal n that maximizes Θ̂(S|n) is

n⋄ = min

(

|S|,
⌈ |S|
1 + α

⌉)

, (14)

where α =
ln P

1−Q

ln Q

1−P

and ⌈·⌉ denotes the ceiling function.

Proof. Part (i) is proved based on the Poisson approximation

theorem [15] and Chebyshev’s inequality. Part (ii) is proved by

setting the derivative ∂Θ̂/∂n to zero. For more details please

refer to Appendix A.

Proposition 1 states that the approximation model is close

to the actual fusion accuracy. To illustrate this, consider the

case of |S| = 7 with {Pi, Qi} specified in Fig. 2(c). It can

be seen from Fig. 2(c) that the gap between the approximate

and actual fusion accuracy is nearly negligible. Furthermore,
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{Pi}
6

i=1
= {0.05, 0.09, 0.12, 0.14, 0.05, 0.23} and {Qi}

6

i=1
= {0.09, 0.14, 0.07, 0.16, 0.05, 0.03}, respectively.

Proposition 1 states that the naive majority voting is generally

not optimal. This can be seen from Fig. 2(c) that the optimal

n⋄ is 3 out of 7 rather than 4 out of 7 and the theoretical

voting threshold in Proposition 1 matches the experimental

result in Fig. 2(c). Finally, Proposition 1 states that Θ̂ is a

monotonically increasing function of |S|. Therefore, the fusion

gain Θ̂(S|n⋄)− 1
2 (P +Q) is always positive.

Based on Proposition 1, problem P2 is converted into

P3 : max
x,{pi},S

Ξ (x, {pi},S) , s.t. (11a)− (11c), (15)

where the new surrogate objective function is

Ξ (x, {pi},S) = (1− µ)Θ̂

[

S|min

(

|S|,
⌈ |S|
1 + α

⌉)]

+ µR(x, {pi}). (16)

3) HMO Algorithm: To address the third challenge, we

present a computationally efficient algorithm to solve problem

P3. In particular, we leverage the HMO framework in [12],

which starts from a feasible solution of x (e.g., x[0] =
[1, 0, · · · , 0]T ), and randomly selects a candidate solution x′

from the neighborhood

N (x[0]) = {x : ||x− x[0]||0 ≤ L, xi ∈ {0, 1}, ∀i}, (17)

where L ≥ 1 is the variable size of neighborhood. It can

be seen that N (x[0]) is a subset of the entire feasible space

containing solutions “close” to x[0]. N (x[0]) is generated by

randomly flipping L elements inside {xi} [12]. With the

neighborhood N (x[0]) defined above and the choice of x

fixed to x = x′ ∈ N (x[0]), the set of sensing DFRs is

S ′ = {i : x′
i = 1}. Then the problem P3 w.r.t. {pi} keeping

{x = x′,S = S ′} fixed is

P4 : max
{pi}

K
∑

i=1

(1 − x′
i)|fHi wZF

i |
√
pi

s.t.

K
∑

i=1

pi ≤ Psum, 0 ≤ pi ≤ PT , ∀i, (18a)

pi|gH
iiw

ZF
i |2 ≥ σ2γ, ∀i ∈ S ′, (18b)

where we have removed the terms not related to {pi} and the

logarithm and quadratic functions due to their monotonicity.

Since the objective function is concave in {pi} and the

constraints are linear, the problem P4 is a convex optimization

problem w.r.t. {pi}, which can be readily solved via the open-

source software CVXPY (https://www.cvxpy.org/index.html)

with a computational complexity of O(K3.5). Let {p′i} de-

note the optimal solution of {pi} to P4. We consider two

cases: (i) If Ξ(x′, {p′i},S ′) ≥ Ξ(x[0], {p[0]i },S [0]), we update

x[1] ← x′. By treating x[1] as a new feasible solution,

we can construct the next neighborhood N (x[1]); (ii) If

Ξ(x′, {p′i},S ′) < Ξ(x[0], {p[0]i },S [0]), we re-generate another

point within the neighborhoodN (x[0]) until Ξ(x′, {p′i},S ′) ≥
Ξ(x[0], {p[0]i },S [0]).

The above procedure is repeated to generate a sequence of

{x[1],x[2], · · · } and the converged point is guaranteed to be

a local optimal solution to P3 [13]. Moreover, as shown in

Fig. 2(d), the proposed HMO method achieves performance

close to that of the optimal solution obtained by exhaustive

search. In practice, we can terminate the iterative procedure

when the number of iterations is larger than Iter, e.g., we

can set Iter = 10 for Fig. 2(d). The complexity of the HMO

algorithm is thus O(IterK3.5).

IV. SIMULATION RESULTS

This section provides simulation results to illustrate the

performance of the MPISAC scheme. We simulate the case

of K = 6 in a conference room with size 3 × 4.5 × 3m3. A

wireless radar simulator [7] based on ray-tracing is leveraged

to generate the spectrogram datasets at multi-view DFRs.

The target is either an adult (i.e., normal) or a child (i.e.,

abnormal). The maximum transmit power is PT = 10mW, the

sum transmit power is Psum = 50mW, and the noise power

is σ2 = −50 dBm. The channels are generated by using a

distance-dependent path-loss model [14].
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(a) (b)

Fig. 4. (a) Comparison between the MPISAC, ISAC without fusion and multi-radar fusion; (b) Accuracy-rate region of the MPISAC system, where the
functionality results for the case of |S| = 1 and |S| = 5 are illustrated.

First, Fig. 3 demonstrates the sensing data when an adult

is walking toward the DFR 5 (i.e., yellow circle) with a

speed of 0.5m/s. It can be seen that the spectrograms at

DFRs 3 and 4 (i.e., purple and green circles) are flat, as

the human motion direction is orthogonal to their observation

angles. On the other hand, the spectrograms at DFRs 1 and

5 (i.e., red and yellow circles) are the most fluctuated, as the

human motion is parallel to their observation angles. Note that

DFRs 1 and 5 have opposite patterns as they face different

sides of the human body. This visualization indicates that

fusing the detection results from DFRs 1 and 5 may help

improve the performance at DFRs 3 and 4. However, the

exact fusion gain should be further quantified. To this end,

we compare the performance of the proposed MPISAC with

that of ISAC without fusion [3] (i.e., |S| = 1) in Fig. 4(a).

It can be seen that, by introducing the fusion mechanism,

MPISAC significantly improves the detection accuracy and

the gap quantifies the fusion gain brought by the diversity

from effectively exploiting the multi-view observations across

different DFRs as shown in Fig. 3. The fusion gain vanishes as

the sum power decreases with fewer effective DFRs involved.

Note that the proposed MPISAC without fusion achieves

higher data-rate while guaranteeing the same sensing accuracy

compared with ISAC without fusion. This performance gain

is brought by the proposed functionality selection.

Next, we compare the performance of MPISAC with that

of multi-radar fusion which follows the principle in [5] (i.e.,

x = [1, 1, 1, · · · ]T ) in Fig. 4(a). The multi-radar fusion scheme

leads to a zero data-rate as all the devices work in the sensing

state. Furthermore, its sensing accuracy is worse than that

of MPISAC with partial DFRs for sensing. This is because

the DFR far from the target would consume excessive power

resources. Adding a remote DFR would reduce the SINRs of

other DFRs, resulting in fewer effective DFRs. Consequently,

switching remote DFRs to the communication mode would

provide communication and sensing gains simultaneously. We

define this gain as ISAC gain which is significant under strin-

gent power budgets and negligible with sufficient resources.

Finally, the accuracy-rate trade-off region is given in

Fig. 4(b) by varying the value of µ in [0, 1]. First, increasing

|S| results in a larger accuracy but a lower data-rate. Second,

at |S| = 1, DFR 3 (i.e., farthest from the receiver) instead of

DFR 1 (i.e., closest to the target) is selected for sensing. This

is because communication is more important than sensing at

this boundary point. In order to achieve a high data-rate, it

is necessary to select a DFR with the worst communication

channel for sensing, which is DFR 3 in the considered scenario

as shown in Fig. 4(b). On the other hand, at |S| = 5,

we select the DFR closest to the receiver (i.e., DFR 5) for

communication and the remaining DFRs for sensing. This is

because the sensing accuracy is close to 1 by fusing 5 arbitrary

DFR outputs. Finally, by varying the value of µ, it is possible

to achieve a higher data-rate (the far left boundary point), a

higher sensing accuracy (the far right boundary point) and a

more balanced rate-accuracy pair (the middle boundary point).

V. CONCLUSION

This letter derived a set of models for MPISAC systems

to quantify the accuracy of cooperative sensing and the rate

of cooperative communication. The optimized functionality

selection was proposed and the fusion/ISAC gain was illus-

trated, which shows that adaptive selection between sensing

and communication is important for the effective exploration

of the ISAC trade-off region.

APPENDIX A

PROOF OF PROPOSITION 1

To prove part (i), we define N = |S| and

L(n, {Pi}Ni=1) =
1

2

n−1
∑

l=0

∑

F∈Fl

∏

i∈F

Pi

∏

i∈F c

(1− Pi),
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B(n, P ) =
1

2

n−1
∑

l=0

(

N
l

)

P l(1− P )N−l.

As such, the primal and approximate fusion accuracy functions

are written as Θ = L(n, {Pi}Ni=1) + L(N − n + 1, {Qi}Ni=1)

and Θ̂ = B(n, P ) + B(N − n + 1, Q), respectively. Based

on the Poisson approximation theorem [15] and Chebyshev’s

inequality, we have [11]

1

2

N
∑

n=1

∣

∣

∣
L(n, {Pi}Ni=1)− B(n, P )

∣

∣

∣
≤ D

(

{Pi}Ni=1

)

. (19)

Furthermore, according to the Triangle inequality, we have

1

2

N
∑

n=1

∣

∣

∣
Θ− Θ̂

∣

∣

∣
≤ 1

2

N
∑

n=1

∣

∣

∣
L(n, {Pi}Ni=1)− B(n, P )

∣

∣

∣

+
1

2

N
∑

n=1

∣

∣

∣
L(n, {Qi}Ni=1)− B(n,Q)

∣

∣

∣

≤ D
(

{Pi}Ni=1

)

+D
(

{Qi}Ni=1

)

. (20)

This completes the proof for part (i).

To prove part (ii), we need to solve the optimal voting

problem

max
n

Θ̂(S|n), s.t. n ∈ [0, · · · , N ]. (21)

First, the formula of Θ̂ is transformed as

Θ̂ =
1

2

n−1
∑

l=0

(

N
l

)

P l(1− P )N−l +
1

2

N−n
∑

l=0

(

N
l

)

Ql(1−Q)N−l

=
1

2
+

1

2

n−1
∑

l=0

(

N
l

)

[P l(1− P )N−l −QN−l(1−Q)l].

(22)

Next, the derivative of Θ̂(S|n) w.r.t. n is

∂Θ̂

∂n
≈ Θ̂(S|n+ 1)− Θ̂(S|n)

=
1

2

(

N
n

)

[Pn(1− P )N−n −QN−n(1−Q)n].

(23)

Third, the optimal value of n is obtained when ∂Θ̂
∂n

= 0:
[

Pn(1− P )N−n −QN−n(1−Q)n
]

= 0. (24)

Taking the logarithm on the both side yields

n⋆ =
N [lnQ− ln(1− P )]

lnP − ln(1− P ) + lnQ− ln(1−Q)
. (25)

Finally, denote α =
ln P

1−Q

ln Q

1−P

and round up n⋆. We obtain n⋄ ≈
⌈

N
1+α

⌉

. The proof is thus completed.
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