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#### Abstract

The quantum dynamics of spin systems with uniform all-to-all interaction are often studied in the totally symmetric space (TSS) of maximal total spin. However the TSS states are atypical in the full many-body Hilbert space. In this work, we explore several aspects of the all-to-all quantum dynamics away from the TSS, and reveal surprising features of the "deep Hilbert space" (DHS). We study the out-of-time order correlator (OTOC) in the infinite-temperature ensemble of the full Hilbert space. We derive a phase-space representation of the DHS OTOC and show that the OTOC can have a super-exponential initial growth in the large $N$ limit, due to the fast dynamics in an unbounded phase space (in finite systems, we observe numerically that the super-exponential growth ends precociously and gives way to a power-law one until saturation). By a similar mechanism, the Krylov complexity grows explosively. We also study the entanglement growth in a quantum quench from a DHS product state, i.e., one of non-aligned spins that resemble the DHS infinite-temperature ensemble with respect to the statistics of the collective spins. Using a field-theoretical method, We exactly calculate the entanglement entropy in the large $N$ limit. We show that, in the DHS, fast OTOC growth does not imply fast entanglement growth, in contrast to the Zurek-Paz relation derived in the TSS.
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## I. INTRODUCTION

Recently, there has been much interest in many-body quantum systems with all-to-all interactions. Roughly speaking, two kinds of such systems are widely considered. The first is those with random coupling coefficients, as exemplified by the Sachdev-Ye-Kitaev (SYK) models $[1-5]$. These models are motivated by the possibility of "simulating" quantum gravity in the lab: their low-temperature regime are equivalent, via holography,
to semiclassical gravitational systems involving a black hole. However, quantum systems with a semiclassical gravitational dual are notoriously hard to realize in the lab [6-13], in particular because of the random coupling coefficients.


FIG. 1. A cartoon of the many-body Hilbert space of a spin system with all-to-all interaction and uniform coefficients. It is divided into conserved sectors. In the totally symmetric space (TSS), which is invariant under permutation of sites, the collective spin $S=\sum_{j} S_{j}$ scales as the system size $S \sim N$. In the large $N$ limit, a semiclassical description leads to a phasespace of a two-sphere. The vast majority of the states are in the deep Hilbert space (DHS), where the collective spin scales as $S \sim \sqrt{N}$. The phase space of the DHS is the interior the TSS-sphere and becomes non-compact in the $N \rightarrow \infty$ limit.

The second kind, which are more accessible experimentally [14-18], have uniform coupling coefficients. For definiteness, consider a system of $N$ spin one-halves represented by local operators $S_{1}^{a}, \ldots, S_{N}^{a}, a=x, y, z$, with uniform all-to-all interaction described by a Hamiltonian that only involves collective spin operators:

$$
\begin{equation*}
H=S h\left(\left\{\mathcal{S}_{a}\right\}\right), \mathcal{S}_{a}:=\frac{1}{S} \sum_{i=1}^{N} S_{i}^{a}, S:=N / 2 \tag{1}
\end{equation*}
$$

Here $h\left(\left\{\mathcal{S}_{a}\right\}\right)$ denotes a polynomial of $\mathcal{S}_{a}$. When $N \rightarrow$ $\infty$, such systems have a semiclassical limit in a nonholographic sense, provided we restrict ourselves to the totally symmetric space (TSS). This is the subspace of states invariant under permutations of sites, and it is preserved by the dynamics. The semiclassical limit then follows from the fact that the TSS is a representation with spin $S=N / 2$ of the $\mathrm{SU}(2)$ algebra formed by the collective spins, with a small effective Planck constant $\hbar_{\mathrm{TSS}}=1 / S$ (this is why the Hamiltonian (1) has an overall factor $S=1 / \hbar_{\mathrm{TSS}}$, so that the time evolution operator is $\left.e^{-i H t}\right)$. Restricting to the TSS is a common practice, and also a reasonable thing to do as it is often convenient to prepare experimentally initial states in the TSS, such as a spin coherent state. It is worth noting that quantum dynamics with non-local interactions can be "confined" in the TSS to a good approximation even when the Hamiltonian deviates from the ideal all-to-all form (1), e.g., when the interaction has a (slow
enough) power-law decay in distance [19, 20], or when the collective spin is deformed to $\propto \sum_{i} c_{i} S_{i}^{a}$ [21, 22]. The dynamics inside the TSS is highly interesting from a number of perspectives, e.g., fast scrambling of quantum information [23], realization of macroscopic entanglement [14, 24, 25], applications to metrology [26] and steeting [27, 28], etc. For these reasons, much theoretical work has been devoted to various aspects of quantum dynamics in the TSS - entanglement growth [19, 29-31], the growth of out-of-time order correlators (OTOC) [3235], and Krylov complexity [36, 37], etc.

In this paper, we address the question: What is the nature of the quantum dynamics of all-to-all systems far away from the TSS? The TSS, of dimension $N+1$, occupies a shallow surface of the full Hilbert space of dimension $2^{N}$. In this regard, focusing on the TSS ignores the elephant in the room. To explore the genuine quantum many-body aspects of all-to-all models, we must dive in to the deep Hilbert space (DHS). This question is also motivated by the need to relate the two kinds of all-toall models [21]. Those like SYK do not have an equivalent of a TSS (see however [13, 38, 39]); their quantum dynamics always explores an exponentially large Hilbert space, even at low energies. It turns out that the quantum dynamics of all-to-all systems in the DHS has several surprising features - in particular, super-exponential growth of OTOCs and explosive growth of K-complexity - which makes the DHS dynamics distinct from its counterparts in both SYK and TSS.

## II. OVERVIEW

Let us start by defining the term deep Hilbert space (DHS). Consider the collective spin variables, but with a different normalization [compare with (1)]:

$$
\begin{equation*}
\mathbf{S}_{a}:=\frac{1}{\sqrt{N}} \sum_{i=1}^{N} S_{i}^{a} \tag{2}
\end{equation*}
$$

which we shall refer to as the DHS collective spins. A state $\rho$ is in the DHS if the DHS collective spins have order one fluctuation:

$$
\begin{equation*}
\operatorname{Tr}\left[\rho f\left(\left\{\mathbf{S}_{a}\right\}\right)\right]=O(1) \tag{3}
\end{equation*}
$$

in the $N \rightarrow \infty$ limit. Note that a state in the TSS does not satisfy (3) since the $\mathbf{S}_{a}$ have $O(\sqrt{N})$ fluctuations. A prototypical example of a DHS state, to which much of this work will be devoted, is the infinite-temperature ensemble of the full Hilbert space

$$
\begin{equation*}
\rho_{\infty}:=2^{-N} \mathbf{I} \tag{4}
\end{equation*}
$$

There, $\mathbf{S}_{a}$ behave as Gaussian variables. Another example of a DHS state is given by product states of misaligned spin-1/2's, see (8) below.

The DHS collective spins satisfy the $\mathrm{SU}(2)$ algebra with a different effective Planck constant:

$$
\begin{equation*}
\left[\mathbf{S}_{x}, \mathbf{S}_{y}\right]=\hbar_{\mathrm{DHS}} \mathbf{S}_{z}, \hbar_{\mathrm{DHS}}=1 / \sqrt{N} \tag{5}
\end{equation*}
$$

|  | Totally Symmetric Space | Deep Hilbert Space | Section |
| :---: | :---: | :---: | :---: |
| Collective Variable | $\mathcal{S}_{a}=\frac{1}{S} \sum_{j} S_{j}^{a}$ | $\mathbf{S}_{a}=\frac{1}{\sqrt{N}} \sum_{j} S_{j}^{a}$ |  |
| Hamiltonian | $H=S h\left(\left\{\mathcal{S}_{a}\right\}\right)$ | $H=\sqrt{N} h\left(\left\{\mathbf{S}_{a}\right\}\right)$ |  |
|  | $1 / N$ normalization | $1 / \sqrt{N}$ normalization |  |
| $b_{n}$ (Lanczos coefficients) | $\alpha n$ | $n^{3 / 2}$ | III B, III C |
| $K(t)$ (K-complexity) | $\exp (2 \alpha t)$ | $\left(t_{c}-t\right)^{-2}$ | III B, III C |
| OTOC definition | $\operatorname{Tr}\left[\rho\left[\mathcal{S}_{a}(t), \mathcal{S}_{b}\right]^{2}\right]$ | $\sum_{j} \operatorname{Tr}\left[\rho\left[\mathbf{S}_{a}(t), S_{j}^{b}\right]^{2}\right]$ | IV A |
| OTOC growth | $\exp (\lambda t)$ | $\exp \left(c t^{2}\right)$ | IV C |
| Entanglement $S(t)$ | $t$ (saddle) or $\ln t$ | $\ln t\left(^{*}\right)$ | V |

TABLE I. Summary of the main results of this work, for the Euler top model with generic coupling constants. We display the asymptotic behavior of various quantities in the large $N$ limit. (*) Note that for the entanglement growth in the DHS and in the TSS, the correct normalization is the $1 / N$ one.

Therefore, the dynamics in the DHS has a parametrically different time scale compared to the TSS, which turns out to be the origin of many surprising phenomena in the DHS, as already mentioned. To explain this more precisely, we may consider an autocorrelation function such as

$$
\begin{equation*}
G^{a}(t):=\operatorname{Tr}\left[\rho_{\infty} \mathbf{S}_{a}(t) \mathbf{S}_{a}\right] \tag{6}
\end{equation*}
$$

For it to have a well-defined $N \rightarrow \infty$ limit, we must normalize the all-to-all Hamiltonian differently, by using the DHS collective variables [40] and effective Planck constant $\hbar_{\text {DHS }}$ [compare to (1)]:

$$
\begin{equation*}
H=\sqrt{N} h\left(\left\{\mathbf{S}_{a}\right\}\right) \tag{7}
\end{equation*}
$$

The same can be said about OTOCs, provided we adopt an appropriate definition adapted to the DHS, see Section IV A below. In what follows, we shall refer to the normalization of (1) the $1 / N$ normalization and (7) the $1 / \sqrt{N}$ normalization.

The issue of normalization is not a formality, but has a tangible physical consequence: the terms in the Hamiltonian that are nonlinear in $S_{j}^{a}$ lead to a dynamics that is parametrically faster in the TSS than in the DHS. Let us preview how this is responsible for the super-exponential OTOC growth (see Section IV). The OTOC in the DHS admits a phase-space representation. The phase space is $\mathbb{R}^{3}$ in the thermodynamic limit, parametrized by the DHS collective variables $\mathbf{S}_{a}$. In a finite system, the phase space is cut off and becomes a ball whose boundary sphere is the classical phase space of the TSS (see Figure 1 for a sketch). Thus, as one moves away from the origin and towards the TSS, the dynamics becomes faster. As we shall see, this faster dynamics dominates the OTOC and makes it grow super-exponentially in paradigmatic all-to-all models.
redInterestingly, despite the super-exponential OTOC growth, the all-to-all models in the DHS are not fast scramblers. Indeed, we computed the OTOC with an exact numerical method that allows to access large finite systems (up to $N \sim 100$ ). As a result, we find that the super-exponential growth ends precociously, and is re-
placed by a slower power-law growth until the final saturation. The saturation time $t_{S}$ scales as a power law of $N$ (whereas by definition [41], a fast scrambler has $\left.t_{S} \sim \ln N\right)$. This is an unusual finite-size effect, which awaits an analytic understanding; see however a heuristic discussion in Section IV D.

A similar mechanism is behind the explosive growth of K-complexity, which is a measure of operator growth proposed by some of us [36]. It is simpler than the OTOC in that it only requires the knowledge of the autocorrelation function. In the DHS, the latter also has a phase space representation (Section III A). The acceleration of the dynamics away from the phase space origin gives rise to an anomalously fat tail in the spectral density, which leads to the fast K-complexity growth [42-44]. In fact, a closely related result (in terms of Lanczos coefficients obtained with the recursion method) was first observed in Ref. [40], in the context of classical all-to-all XYZ model. Here, we will explain their observation, extend it to quantum models, and interpret the result in terms of K-complexity growth (Section IIIB and III C).

The last part (Section V) of this work is devoted to the entanglement growth following a quantum quench from a DHS product state. We were particularly motivated by the relation between scrambling/chaos and entanglement entropy growth [45-47]. In semiclassical systems, such a relation was put forward by Zurek and Paz [48, 49], and has since been rather well established, see e.g., [5052]. Roughly speaking, the entanglement growth rate is given by the sum of positive Lyapunov exponents (of the linearized dynamics around the classical trajectory), which also govern the OTOC growth [20]. Does such a relation exist in the DHS, so that the super-exponential OTOC growth gives rise to a super-linear entanglement growth?

To address this question, we consider a quantum quench starting from a product state

$$
\begin{equation*}
\left|\Psi_{0}\right\rangle=\prod_{j=1}^{N}\left|s_{j}\right\rangle \tag{8}
\end{equation*}
$$

where $\left\{s_{j}\right\}_{j=1}^{N}$ is a set of distinct spin- $1 / 2$ states forming
a smooth distribution on the Bloch sphere (as $N \rightarrow \infty$ ) whose center of mass is at the origin, $\sum_{j} s_{j}=0$. We shall show that such a state is in the DHS, by the definition (3). In fact, it is similar to the DHS infinite-temperature state $\rho_{\infty}$ in that the DHS collective spins have also Gaussian statistics. Thus, the OTOC will have a similar superexponential growth.

However, the dynamics of entanglement appears to be completely unrelated to OTOC. First, they have distinct time scales: to obtain a well-defined $N \rightarrow \infty$ limit of the bipartite entanglement entropy growth, the $1 / N$ normalization of the Hamiltonian (1) [not the $1 / \sqrt{N}$ one (7)!] is the appropriate one to obtain a large $N$ limit. We will show this and calculate exactly the (Renyi) entanglement entropy in the large $N$ limit, as the semiclassical expansion (one-loop determinant) of a path integral. The semiclassical picture that emerges is unrelated with the phase space picture of the OTOC. In particular, it predicts a logarithmic entanglement entropy growth in situations where the OTOC grow super-exponentially. Finally, we find numerically that the entanglement growth saturates at $O(\ln N)$, not a volume law. We conclude that the DHS state (8) resembles a TSS state in many regards. This suggests the existence of a "depth hierarchy" in the Hilbert space of which we have merely scratched the surface.

The main results of this work are summarized in Table I, where we also provide the relevant sections.

## III. AUTOCORRELATION FUNCTION AND K-COMPLEXITY

In order to study the growth of K-complexity in the DHS, we first develop a phase space representation of the autocorrelation function (Section III A). (This representation will also be useful for the study of OTOCs in Section IV). Section IIIB reviews the basics of Kcomplexity needed to appreciate the new results in the DHS, reported in Section III C.

## A. Phase space representation of the autocorrelation function

We consider the autocorrelation function (6) in an all-to-all model with the $1 / \sqrt{N}$ normalization, extending Ref. [40] which focused on classical all-to-all models. Although they considered the specific example of the Euler top (see below), a main result of Ref. [40] can be stated for general quantum spin models as follows:
Phase space representation of $G^{a}(t)$. In the large $N$ limit, the autocorrelation function $G^{a}(t)$ as defined in (6) admits a phase space representation:

$$
\begin{equation*}
\lim _{N \rightarrow \infty} G^{a}(t)=\left\langle s_{a}(t) s_{a}\right\rangle \tag{9}
\end{equation*}
$$

Here, $\left\{s_{a}: a=x, y, z\right\}$ are classical variables, and $\langle[\ldots]\rangle$
denotes a phase space average

$$
\begin{equation*}
\left\langle f\left(\left\{s_{a}\right\}\right)\right\rangle=\int f\left(\left\{s_{a}\right\}\right) \prod_{b} e^{-2 s_{b}^{2}} \frac{\mathrm{~d} s_{b}}{\sqrt{\pi / 2}} \tag{10}
\end{equation*}
$$

Finally, $s_{a}(t)$ is a function of $\left\{s_{a}\right\}$ determined by the equation of motions:

$$
\begin{equation*}
\dot{s}_{a}(t)=\left\{s_{a}(t), h\right\}_{\text {P.B. }}, s_{a}(0)=s_{a} \tag{11}
\end{equation*}
$$

where $\{\cdot, \cdot\}_{\text {P.B. }}$ is the $\mathrm{SU}(2)$ Poisson bracket, with e.g. $\left\{s_{x}, s_{y}\right\}_{\text {P.B. }}=s_{z}$, and where $h=h\left(\left\{s_{a}\right\}\right)$ is the same as in (7). For example, the Euler top (also known as the XYZ model) has the Hamiltonian

$$
\begin{equation*}
H=\frac{\sqrt{N}}{2}\left(J_{x} \mathbf{S}_{x} \mathbf{S}_{x}+J_{y} \mathbf{S}_{y} \mathbf{S}_{y}+J_{z} \mathbf{S}_{z} \mathbf{S}_{z}\right) \tag{12}
\end{equation*}
$$

Then $h=\frac{1}{2} \sum_{a} J_{a} s_{a}^{2}$, and the equation of motions (11) are

$$
\begin{equation*}
\dot{s}_{x}=\left(J_{y}-J_{z}\right) s_{z} s_{y} \tag{13}
\end{equation*}
$$

and its cyclic permutations.
We can show the proposition (9) by a rather standard semiclassical argument. This consists of two independent observations, which will be useful in Section IV below. Let us review them in turn.

First, time evolution of the operators is classical. This is because the collective variables $\mathbf{S}_{a}$ satisfy an $\mathrm{SU}(2)$ commutator algebra with a small effective Planck constant (5), i.e., they almost commute. Thus, in the $N \rightarrow \infty$ limit, we have the familiar quantum-classical correspondence: operators become classical functions on the phase space, $\mathbf{S}_{a} \rightarrow s_{a}$, and commutators become Poisson brackets $[\cdot, \cdot] \rightarrow i \hbar_{\text {DHS }}\{\cdot, \cdot\}_{\text {P.B. }}$. When considering time evolution, the effective Planck constant is cancelled by the $\sqrt{N}$ factor in (7), giving rise to (11). All this is similar to the $\mathrm{SU}(2)$ algebra of the TSS collective variables, where the effective Planck constant is $1 / S$.

Second, Eq. (10) means that the average over the infinite-temperature ensemble $\rho_{\infty}$ corresponds, as $N \rightarrow$ $\infty$, to a phase space average over $\mathbb{R}^{3}$ in which the $\mathbf{S}_{a}$ 's behave as independent Gaussian variables with vanishing mean and standard deviation $1 / 2$. To see this, one may compute the generating function and show that (see Appendix F)

$$
\begin{equation*}
M\left(\left\{u_{a}\right\}\right):=\operatorname{Tr}\left[\rho_{\infty} \prod_{a} \exp \left(u_{a} \mathbf{S}_{a}\right)\right]=\prod_{a} e^{u_{a}^{2} / 8} \tag{14}
\end{equation*}
$$

which characterizes the Gaussian distribution we just described. The integration measure $\prod_{a} e^{-2 s_{a}^{2}} \mathrm{~d} s_{a} / \sqrt{\pi / 2}$ of (10) is the probability density function of this distribution.

Combining the two observations, we may derive the claim (9) immediately. In the rest of the section, we will use (9) to study K-complexity growth in the DHS.

## B. Krylov complexity: generality

Let us briefly review the general K-complexity approach to many-body quantum chaos [36] before applying it to the DHS of all-to-all systems in the next subsection. The general idea is the following. Given the data of (i) a Hamiltonian $H$, (ii) an Hermitian operator $O$, and (iii) an inner product on the operator space, which we shall take to be the infinite-temperature one:

$$
\begin{equation*}
(A \mid B):=\operatorname{Tr}\left[\rho_{\infty} A^{\dagger} B\right] \tag{15}
\end{equation*}
$$

one may apply the Gram-Schmidt procedure to the sequence of operators $\{O,[H, O],[H,[H, O]], \ldots$,$\} gener-$ ated in the Heisenberg time evolution of $O$ under $H$. The resulting orthonormal sequence $\left\{O_{n}\right\}_{n=0}^{\infty}$ has the interesting property of tri-diagonalizing the action of $[H, \cdots]$ (known as the Liouvillian). Namely, there exists a set of positive Lanczos coefficients $\left\{b_{n}\right\}_{n=1}^{\infty}$ such that

$$
\begin{equation*}
\left[H, O_{n}\right]=b_{n+1} O_{n+1}+b_{n} O_{n-1}, n=0,1,2, \ldots \tag{16}
\end{equation*}
$$

where $O_{-1}=0$ and $b_{0}=0$ by convention. In fact, both $b_{n}$ and $O_{n}$ can be found by the well-known Lanczos algorithm (which is an optimization of the Gram-Schmidt procedure). Physically, we may interpret (16) as mapping the time evolution of $O(t)$ in the space of many-body operators to a single-particle quantum mechanics problem on a semi-infinite chain. The wave-function, defined as the expansion of $O(t)$ in the basis $\left\{O_{n}\right\}$

$$
\begin{equation*}
\varphi_{n}(t)=i^{n}\left(O_{n} \mid O(t)\right) \tag{17}
\end{equation*}
$$

satisfies a Schrödinger equation:

$$
\begin{equation*}
\dot{\varphi}_{n}(t)=b_{n} \varphi_{n-1}-b_{n+1} \varphi_{n+1} \tag{18}
\end{equation*}
$$

In terms of the quantum mechanics problem, the autocorrelation $G(t)$ is simply the amplitude of the particle returning to the origin after time $t$ : this is the basis of the recursion method, a well-established tool in linear response calculations [43] (see [53] for a recent application). Meanwhile, as advocated in [36], to make connection with quantum chaos, one should rather focus on the spreading of the wavefunction along the semi-infinite chain. Indeed, the K-complexity is defined as the expected position of the operator-wavefunction:

$$
\begin{equation*}
K(t)=\sum_{n} n\left|\varphi_{n}(t)\right|^{2} \tag{19}
\end{equation*}
$$

Since the operators $O_{n}$ are more non-local in general, $K(t)$ is a measure of complexity growth of $O(t)$. It is closely related to OTOC and operator size, especially in SYK models [36, 54].

Although related to OTOCs, $K(t)$ is completely determined by the two-point function $G(t)$, through its Fourier transform (the spectral function $\rho(\omega)$ ), and the Lanczos coefficients. In particular, some of us conjectured that in generic chaotic systems, the spectral function has an
exponential tail, the Lanczos coefficients grow linearly in $n$, and the K-complexity increases exponentially in $t[36,55]$ :

$$
\begin{equation*}
\rho(\omega) \sim e^{-|\omega| / \omega_{0}}, b_{n} \sim \alpha n, K(t) \sim e^{2 \alpha t} \tag{20}
\end{equation*}
$$

The latter growth rate can be quantitatively compared to the OTOC Lyapunov exponent in SYK models.

## C. K-complexity explosion in the DHS

Although the universal operator growth hypothesis summarized in (20) was observed to hold in a broad variety of systems, it is not expected to apply to all-to-all models with the $1 / \sqrt{N}$ normalization. Indeed, the operator growth hypothesis assumes an extensive many-body bandwidth, which is not the case under the $1 / \sqrt{N}$ normalization since the ground state (or highest state) energy is super-extensive due to states in the $\mathrm{TSS}^{1}$. For example, the energy of TSS states scales as $\sim N^{3 / 2}$ in a quadratic Hamiltonian like the Euler top. Thanks to a super-extensive bandwidth, the spectral function can have a fatter-than-exponential tail, which means the Lanczos coefficients $b_{n}$ can grow faster than linearly, and that the K-complexity $K(t)$ can grow faster than exponentially. This is indeed observed numerically in Ref. [40], in which the authors reported

$$
\begin{equation*}
\rho(\omega) \sim e^{-\left(|\omega| / \omega_{0}\right)^{2 / 3}}, b_{n} \sim n^{3 / 2} \tag{21}
\end{equation*}
$$

for the Euler top with generic (unequal) couplings.
We now provide an analytical explanation for (21). To do this, recall from [40] that the total classical spin $\sum_{a} s_{a}^{2}$ is conserved by the classical dynamics (11). Therefore, the phase space average (9) can be decomposed as an integral over $r$ :

$$
\begin{equation*}
G^{a}(t)=C \int_{0}^{\infty}\left\langle s_{a}(t) s_{a}\right\rangle_{r} e^{-2 r^{2}} r^{2} \mathrm{~d} r \tag{22}
\end{equation*}
$$

where the $N \rightarrow \infty$ limit is tacitly assumed, $C=8 \sqrt{2 / \pi}$ is an unimportant constant and $\langle[\ldots]\rangle_{r}$ is a phase average like (10), except that it is on a sphere of radius $r$ (with area normalized to 1 ):

$$
\begin{equation*}
\left\langle f\left(\left\{s_{a}\right\}\right)\right\rangle_{r}=\frac{1}{4 \pi r^{2}} \int_{\sum_{a} s_{a}^{2}=r^{2}} f\left(\left\{s_{a}\right\}\right) \tag{23}
\end{equation*}
$$

Similarly, we have for the spectral function

$$
\begin{equation*}
\rho(\omega)=C \int \rho_{r}(\omega) e^{-2 r^{2}} r^{2} \mathrm{~d} r \tag{24}
\end{equation*}
$$

where $\rho_{r}(\omega)$ is the Fourier transform of $\left\langle s_{a}(t) s_{a}\right\rangle_{r}$. Now, the key observation is that $\left\langle s_{a}(t) s_{a}\right\rangle_{r}$ and $\rho_{r}(\omega)$ are respectively the autocorrelation and spectral function of

[^0]the Euler top model in the TSS infinite-temperature ensemble, with rescaled couplings $J_{a} \rightarrow r J_{a}$. Adapting phase-space methods in [37], one may show that $\rho_{r=1}(\omega) \sim e^{-|\omega| / \omega_{0}}$, in agreement with the general conjecture (20). Thus, we have $\rho_{r}(\omega) \sim e^{-|\omega| / r \omega_{0}} / r$ by time rescaling. Plugging this into (24) and taking a saddle point approximation for large $\omega$, we have
\[

$$
\begin{equation*}
\rho(\omega) \sim \int e^{-|\omega| /\left(r \omega_{0}\right)-2 r^{2}} r \mathrm{~d} r \sim e^{-c_{1}\left(|\omega| / \omega_{0}\right)^{2 / 3}} \tag{25}
\end{equation*}
$$

\]

where $c_{1}=3 / 2^{1 / 3}$ and where we omitted subleading, power-law in $\omega$, terms. This is exactly the spectral function tail of (21). Then, the Lanczos coefficients asymptotics in (21) follows from a known general dictionary $[43,56]$ (see Appendix A.)

The upshot of the analysis is that, the anomalously fat tail in the spectral function results from contributions of large $r$, where the dynamics is faster. This mechanism applies qualitatively to generic all-to-all models with $1 / \sqrt{N}$ normalization, while the precise exponent of $|\omega| / \omega_{0}$ and that of $n$ in (21) are model dependent. To illustrate, let us consider another paradigmatic example, the Lipkin-Meshkov-Glick (LMG) model [57]:

$$
\begin{equation*}
H=\sqrt{N}\left(\mathbf{S}_{x}+\frac{J}{2} \mathbf{S}_{z} \mathbf{S}_{z}\right) \tag{26}
\end{equation*}
$$

Unlike the Euler top, the LMG Hamiltonian is not a homogeneous polynomial of $\mathbf{S}_{a}$. So, while (24) still applies, the TSS classical dynamics with different $r$ 's are not related by a simple time rescaling. However, we can still show that $\rho_{r}(\omega) \sim e^{-|\omega| / \omega_{0}(r)}$ with $\omega_{0}(r) \sim r / \ln r$ for large $r$, using the exact result of [37] (see Appendix B). Thus, (21) also holds for the LMG model, up to a logcorrection:

$$
\begin{equation*}
b_{n} \sim \frac{n^{\frac{3}{2}}}{\ln n} \quad(\mathrm{LMG}) \tag{27}
\end{equation*}
$$

We tested this prediction numerically, see Figure 2. In general, we expect that a $k$-local all-to-all Hamiltonian (i.e., a degree- $k$ polynomial of $\mathbf{S}_{a}$ 's) leads to the following:

$$
\begin{equation*}
\rho(\omega) \sim \exp \left(-c\left(|\omega| / \omega_{0}\right)^{\frac{2}{k+1}}\right), b_{n} \sim n^{\frac{k+1}{2}} . \tag{28}
\end{equation*}
$$

The consequence of a super-linear growth of $b_{n}$ on the K-complexity is rather explosive: formally, $K(t)$ diverges to $+\infty$ in finite time. Indeed, the continuum limit of (18),

$$
\begin{equation*}
\left(\partial_{t}+2 b_{n} \partial_{n}\right) \varphi=0 \tag{29}
\end{equation*}
$$

has characteristic curves $n=\left(t-t_{c}\right)^{-1 /(a-1)}$ for any super-linear growth $b_{n} \sim n^{a}, a>1$. This implies that a nonzero weight of the wavefunction is transported to $n \rightarrow \infty$, and thus $K(t) \rightarrow \infty$, as $t \rightarrow t_{c}$ for some finite $t_{c}$.

The finite-time explosion of the K-complexity may seem non-physical. Indeed, it is an artefact of the


FIG. 2. Lanzcos coefficients $b_{n}$ of the operator $\mathbf{S}_{z}=$ $N^{-1 / 2} \sum_{j} S_{j}^{z}$ in the LMG model $H=\sum_{j} S_{j}^{x}+$ $N^{-1 / 2} J \sum_{j k} S_{j}^{z} S_{k}^{z} / 2$ (26) with $J=1$, and with respect to the infinite-temperature ensemble $\rho_{\infty}$. Main. we plot $b_{n}$ for a few system sizes, as well as in the thermodynamic limit. The latter is fitted by the prediction $b_{n}=A n^{3 / 2} / \ln (n B)$ (27); the fit parameters are $A=0.95$ and $B=27.2$. Inset. Data of different finite system sizes are collapsed by plotting $b_{n} / b_{N}$ against $n / N$. This confirms that the growth of $b_{n}$ saturates at $n_{\text {sat }} \sim N$ (30).
$N \rightarrow \infty$ limit. For a system with finite (but large) $N$, we claim that the growth of the Lanczos coefficients as in (21) saturates in the following way:

$$
b_{n} \sim\left\{\begin{array}{ll}
n^{a} & n \lesssim n_{\text {sat. }} \sim N,  \tag{30}\\
N^{a} & n \gtrsim n_{\text {sat. }}
\end{array}, a=\frac{k+1}{2}\right.
$$

for a generic $k$-local Hamiltonian; in Figure 2 (inset), we showcase this behavior using the LMG model. The saturation of the $b_{n}$ regularizes the finite-time divergence of the K-complexity. Instead, the latter takes a $O(1)$ amount of time (as $N \rightarrow \infty$ ) to reach $\sim n_{\text {sat. }}$, and then increases linearly with velocity $\sim N^{a}$ until reaching the end of the Krylov space. One simple way to understand the saturation scale of (30) is the following: the operators $\mathcal{O}_{n}$ generated by $n$ iterations of the Liouvillian is almost $[k n+O(1)]$-body, if the Hamiltonian is $k$-local. Therefore, the operator starts to fill a significant portion of the available space only as $n \sim N$. Alternatively, one may recall that $b_{n}$ is bounded by the norm of the Liouvillian, which is in turn bounded by the bandwidth of the many-body energy spectrum, which scales as $N^{a}$.

To summarize this section, we revisited the work of Müller and Liu [40], which revealed for the first time (to our knowledge) peculiar features of quantum dynamics in the DHS. We explained analytically their numerical observation, and interpreted it in terms of an explosive growth of the K-complexity. Such a behavior, forbidden in "usual" systems, is a first manifestation of the weirdness of the DHS. Similarly strange behavior appears for OTOCs, another measure of operator growth, as we shall see next.

## IV. SCRAMBLING IN THE DEEP HILBERT SPACE

## A. Out-of-time ordered correlators: TSS vs DHS

In this section, we study the growth of OTOCs in the DHS of all-to-all models. More precisely, we will consider squared commutators of the following form:

$$
\begin{equation*}
\mathbf{C}(t):=\frac{1}{2} \sum_{a, j} \operatorname{Tr}\left(\rho_{\infty}\left[\mathbf{O}(t), S_{j}^{a}\right]\left[\mathbf{O}(t), S_{j}^{a}\right]^{\dagger}\right) \tag{31}
\end{equation*}
$$

where $\mathbf{O}$ is a function of the collective variables:

$$
\begin{equation*}
\mathbf{O}=f\left(\left\{\mathbf{S}_{a}\right\}\right) \tag{32}
\end{equation*}
$$

The sum over $a$ and the factor $1 / 2$ are included in order to streamline the connection with operator size, see below.

Before proceeding any further, it is useful to compare (31) with OTOCs in TSS, which are of a distinct form:

$$
\begin{equation*}
\mathbf{C}_{\mathrm{TSS}}(t):=\sum_{a} \operatorname{Tr}\left(\rho\left[\mathcal{O}(t), \mathcal{S}_{a}\right]\left[\mathcal{O}(t), \mathcal{S}_{a}\right]^{\dagger}\right) \tag{33}
\end{equation*}
$$

Here, $\mathcal{O}$ is a function of $\mathcal{S}_{a}$, and $\rho$ is a density matrix whose eigenstates all belong in the TSS. For example, it can be the infinite-temperature state of the TSS, (i.e. $P_{\mathrm{TSS}} /(2 S+1)$ with $P_{\mathrm{TSS}}$ the projector onto the TSS $)$, or a pure coherent state $(|s\rangle\langle s|)^{\otimes N}$. However, the most crucial feature of $\mathbf{C}_{\mathrm{TSS}}(t)$ is that it involves only collective variables. Therefore, in the large- $N$ limit, it lends itself readily to a semiclassical analysis, which is by now well-understood. As a result, one finds that classical chaos $[34,58,59]$ or local instability [60-66] can result in an exponential growth $\mathbf{C}_{\mathrm{TSS}}(t) \sim e^{\lambda_{L} t}$ which saturates at the Ehrenfest time $t_{E} \sim \lambda_{L}^{-1} \ln N$ due to interference effects [67].

By contrast, the DHS OTOC (31) involves single-site operators $S_{j}^{a}$ individually, not inside a collective variable. Indeed, the sum over sites in (31) is outside the trace; due to the equivalence between sites, one may well replace it by a factor $N$ :

$$
\begin{equation*}
\mathbf{C}(t)=\frac{N}{2} \sum_{a} \operatorname{Tr}\left(\rho_{\infty}\left[\mathbf{O}(t), S_{1}^{a}\right]\left[\mathbf{O}(t), S_{1}^{a}\right]^{\dagger}\right) \tag{34}
\end{equation*}
$$

Therefore, naively, a semiclassical analysis similar to that applied to the autocorrelation (see Section III A) does not apply here. We shall see however in the next section that it is possible to write a phase space representation for (31). In order to do that, we shall recall a standard way of looking at (31), that is, as measuring operator size. Indeed, writing $O(t)$ as a linear combination of Pauli strings (here $\sigma_{i}^{a}=2 S_{i}^{a}$ are local Pauli operators)

$$
\begin{equation*}
\mathbf{O}(t)=\sum_{s} \sum_{j_{1}<\cdots<j_{s}} \sum_{a_{1}, \ldots, a_{s}} c_{j_{1}, \ldots, j_{s}}^{a_{1}, \ldots, a_{s}}(t) \sigma_{j_{1}}^{a_{1}} \ldots \sigma_{j_{s}}^{a_{s}} \tag{35}
\end{equation*}
$$

where $s$ is the Pauli string length, one may check that

$$
\begin{equation*}
\mathbf{C}(t)=\sum s\left|c_{i_{1}, \ldots, i_{s}}^{a_{1}, \ldots, a_{s}}(t)\right|^{2} \tag{36}
\end{equation*}
$$

In other words, the OTOC $\mathbf{C}(t)$ measures the average size of the Pauli strings contained in $\mathbf{O}(t)$. This makes it a bona fide measure of quantum information scrambling. By colloquial definition, the information carried by $\mathbf{O}(t)$ is scrambled if $\mathbf{O}(t)$ is dominated by highly manybody operators, that is, if it has large operator size. The operator-size interpretation of OTOCs is well-known, especially in the SYK context [68-70], and is related to a number of interesting notions such as teleportation and size winding [71-73].

Superficially, the DHS OTOC defined in (31) or (34) seems different from the standard definition

$$
\begin{equation*}
\operatorname{Tr}\left(\rho\left[S_{i}^{a}(t), S_{j}^{b}\right]\left[S_{i}^{a}(t), S_{j}^{b}\right]^{\dagger}\right) \tag{37}
\end{equation*}
$$

namely, our operator under evolution $\mathbf{O}$ is a sum over local terms, while here $S_{i}^{a}$ is a single term. This is however a minor difference. Indeed, with a uniform all-to-all Hamiltonian, $S_{i}(t)$ will be a function of the collective spin variables $\mathbf{S}_{a}$ and local spin operators acting on site $i$. More precisely, in the large $N$ limit, one can show that (see Appendix C)

$$
\begin{equation*}
S_{i}^{a}(t)=\sum_{b=x, y, z} S_{i}^{b} \partial_{\mathbf{S}_{b}} f\left(\left\{\mathbf{S}_{a}\right\}, t\right) \tag{38}
\end{equation*}
$$

where $f(t)$ evolves under the classical dynamics $\partial_{t} f=$ $\{f, h\}_{\text {P.B. }}$ with initial condition $f(t=0)=s_{a}$. Now, intuitively, the OTOC/operator size growth is dominated by the collective variables; the factors $S_{i}^{b}$ can change the operator size by at most one, so has a minor effect. As we shall show below, the growth of the OTOC (31) is essentially equivalent to $f(t)$ becoming a fast-varying function on the phase space. When that happens, its derivatives $\partial_{s_{b}} f$ will be fast-varying as well. Hence, our approach below can be readily adopted to the OTOC (37) (at the price of becoming more cumbersome), which will have the same qualitative behavior as (31), modulo a $1 / N$ prefactor. In what follows, we shall focus on the OTOC definition (31) for clarity.

## B. Phase space representation of OTOC

We now derive a phase space representation of the OTOC (31), see (50) below, starting from the operatorsize formulation we just obtained. The result will be reminiscent of the phase-space representation of the OTOC in the TSS, see (51) below.

To do this, it is helpful to fully embrace the formalism of "operator quantum mechanics": i.e., we view the operator $\mid \mathbf{O}(t))$ as a state living in the Hilbert space endowed with the inner product (15). Then the OTOC can be written as the expectation with respect to a superoperator $\mathbb{Q}$ measuring operator size:

$$
\begin{align*}
& \mathbf{C}(t)=(\mathbf{O}(t)|\mathbb{Q}| \mathbf{O}(t))  \tag{39}\\
& \left.\left.\mathbb{Q} \mid \sigma_{i_{1}}^{a_{1}} \ldots \sigma_{i_{s}}^{a_{s}}\right):=s \mid \sigma_{i_{1}}^{a_{1}} \ldots \sigma_{i_{s}}^{a_{s}}\right) . \tag{40}
\end{align*}
$$

Since the Pauli strings form an orthonormal basis of the operator Hilbert space, (40) defines the super-operator completely. Now, $\mid \mathbf{O}(t))$ lives in the space of symmetric operators (invariant under site permutations). An orthonormal basis of this subspace are thus made of symmetrized sums of Pauli strings. They are specified by the numbers $\ell, m, n$ of each type of Pauli's $(\ell+m+n \leq N)$, and defined as follows:

$$
\begin{align*}
&\mid \ell, m, n)  \tag{41}\\
&\left.: \left.=\binom{N}{\ell, m, n}^{-\frac{1}{2}} \sum_{\substack{i_{1}<\cdots<i_{\ell} \\
j_{1}<\cdots<j_{m} \\
k_{1}<\ldots k_{n}}}^{*} \right\rvert\, \sigma_{i_{1}}^{x} \ldots i_{i_{\ell}}^{x} \sigma_{j_{1}}^{y} \ldots \sigma_{i_{m}}^{y} \sigma_{k_{1}}^{z} \ldots \sigma_{k_{n}}^{z}\right),
\end{align*}
$$

where the sum $\sum^{*}$ is over indices such that $\left\{i_{1}, \ldots, i_{\ell}\right\}$, $\left\{j_{1}, \ldots, j_{m}\right\},\left\{k_{1}, \ldots, k_{n}\right\}$ are mutually disjoint. There are thus $\binom{N}{\ell, m, n}$ terms, hence the normalization factor. By definition, $\mid \ell, m, n)$ has fixed operator size, so

$$
\begin{equation*}
\mathbb{Q} \mid \ell, m, n)=(\ell+m+n) \mid \ell, m, n) \tag{42}
\end{equation*}
$$

Next, we express $\mid \ell, m, n)$ in terms of the collective variables $\mathbf{S}_{a}$. Note that, $\left.\mid \ell, m, n\right)$ are in general not proportional to $\mathbf{S}_{x}^{\ell} \mathbf{S}_{y}^{m} \mathbf{S}_{z}^{n}$. For example, we can check explicitly that $\left.\left.\left.\mathbf{S}_{x}^{2}=\frac{1}{4} \right\rvert\, 0,0,0\right) \left.+\frac{\sqrt{2}}{4} \right\rvert\, 2,0,0\right)$. In finite systems, the relation between $\mid \ell, m, n)$ and $\mathbf{S}_{a}$ is rather involved. However, in the large $N$ limit, we have a simple result:

$$
\begin{equation*}
\left.\mid \ell, m, n) \stackrel{N \rightarrow \infty}{=} \mid \chi_{\ell}\left(\mathbf{S}_{x}\right) \chi_{m}\left(\mathbf{S}_{y}\right) \chi_{m}\left(\mathbf{S}_{z}\right)\right) \tag{43}
\end{equation*}
$$

where $\chi_{n}(x)$ are Hermite polynomials which we define as satisfying the following orthonormal relations:

$$
\begin{equation*}
\int \chi_{m}(x) \chi_{n}(x) e^{-2 x^{2}} \frac{\mathrm{~d} x}{\sqrt{\pi / 2}}=\delta_{m n} \tag{44}
\end{equation*}
$$

Eq. (43) is shown in Appendices D and E. The gist of the proof can be understood by considering the operators $\mid \ell, 0,0)$. They can be obtained by applying GramSchmidt to the sequence $\left(\mathbf{S}_{x}^{\ell}\right)$, since $\mathbf{S}_{x}^{\ell}$ is a linear combination of $\mid \ell, 0,0)$, as well as $\left.\mid \ell^{\prime}, 0,0\right)$ with $\ell^{\prime}<\ell$. Now, recall that in the $N \rightarrow \infty$ limit, $\mathbf{S}_{x}$ behaves as a centered Gaussian of variance $1 / 4$, so that

$$
\left(f\left(\mathbf{S}_{x}\right) \mid g\left(\mathbf{S}_{x}\right)\right)=\int \overline{f(x)} g(x) e^{-2 x^{2}} \frac{\mathrm{~d} x}{\sqrt{\pi / 2}}
$$

Comparing to (44), we see that the Gram-Schmidt process will yield nothing but the Hermite polynomials of $\mathbf{S}_{x}$, and hence $|\ell, 0,0\rangle=\chi_{\ell}\left(\mathbf{S}_{x}\right)$. It remains to make sure that the "interference" between different Pauli species is vanishing at large $N$, as we do in Appendices D and E .

As a consequence of (42) and (43), we can express the action of $\mathbb{Q}$ as a differential operator acting on the classical variables $\left\{s_{a}\right\}$. This is possible thanks to the differential equation satisfied by the Hermite polynomials, which is equivalent to the time-independent Shrödinger
equation satisfied by the energy eigen-wavefunctions of the harmonic oscillator (see Appendix E):

$$
\begin{equation*}
\left(-\partial_{x}^{2} / 4+x \partial_{x}\right) \chi_{n}(x)=n \chi_{n}(x) \tag{45}
\end{equation*}
$$

Combining with (42), we obtain

$$
\begin{equation*}
\left.\mathbb{Q} \mid g\left(\left\{s_{a}\right\}\right)\right)=|\mathrm{D} g\rangle, \mathrm{D}=\sum_{a}\left(-\partial_{s_{a}}^{2} / 4+s_{a} \partial_{s_{a}}\right) \tag{46}
\end{equation*}
$$

for any function $g$. Equipped with this phase-space representation of the super-operator $\mathbb{Q}$, we are ready to evaluate the OTOC (39). Using the definition of the inner product (15) and the phase-space representation of the ensemble average (10), we have

$$
\begin{equation*}
\mathbf{C}(t)=C \int f(t) \mathrm{D} f(t) \prod_{a} e^{-2 s_{a}^{2}} \mathrm{~d} s_{a} \tag{47}
\end{equation*}
$$

where $C=(\pi / 2)^{-3 / 2}$, and $f(t)=f\left(\left\{s_{a}(t)\right\}\right)$ with $s_{a}(t)$ being the time-evolved classical variables according to (11). We can bring (47) to a more pleasant form by defining

$$
\begin{equation*}
\tilde{f}(t):=f(t) e^{-r^{2}} \tag{48}
\end{equation*}
$$

(recall $r^{2}=\sum_{a} s_{a}^{2}$ ), in terms of which

$$
\begin{equation*}
\mathbf{C}(t)=C \int \tilde{f}(t)\left(-\Delta / 4+r^{2}\right) \tilde{f}(t) \mathrm{d} s_{a} \tag{49}
\end{equation*}
$$

Now, the term proportional to $r^{2}$ is time-independent, since both $r^{2}$ and the phase space volume are conserved by the classical dynamics (11). We can therefore write

$$
\begin{equation*}
\mathbf{C}(t)=C_{1} \int|\nabla \tilde{f}(t)|^{2} \mathrm{~d} s_{a}+C_{2} \tag{50}
\end{equation*}
$$

where $C_{1}=C / 4$ and $C_{2}=C \int_{\mathbb{R}^{3}} \tilde{f}(0)^{2} r^{2}$ are both timeindependent constants. Eq. (50) is the advocated phasespace representation of the deep Hilbert space OTOC, and the main result of this section. It shows that the DHS OTOC measures the $L^{2}$ squared norm of the gradient of the time-evolved operator, represented as a function of phase space. Thus, it is very similar to the phase space representation of the OTOC in the TSS. The latter, in the infinite-temperature ensemble of the TSS for example, is an integral on the two-sphere $\mathbb{S}^{2}=\left\{\sum_{a} s_{a}^{2}=1\right\}$ :

$$
\begin{equation*}
\mathbf{C}_{\mathrm{TSS}}(t) \propto \int_{\mathbb{S}^{2}}|\nabla f(t)|^{2} \tag{51}
\end{equation*}
$$

where $f(t)$ is the time-evolved operator $\mathcal{O}(t)$ represented as a function of phase space.

It is now useful to contrast the DHS OTOC (50) with the TSS OTOC (51). In both cases, the gradient's squared norm probes the sensibility of the classical trajectories to an initial perturbation. The only difference is that the phase space is $\mathbb{R}^{3}$ in the DHS case, and the twosphere in the TSS case. This difference has significant consequences, as we shall see next.

## C. Super-exponential scrambling

We now apply the phase-space representation (50) to show that the deep Hilbert space OTOC can grow superexponentially. For the sake of concreteness, we will focus again on the LMG model (26). The scrambling of this model (as well as its kicked variants) has been well studied in the TSS. In particular, it is an example of "saddle-dominated" scrambling [62]: the OTOC grows exponentially solely due to a saddle point in the phase space.

The DHS OTOC growth is also saddle-dominated, because it has a similar phase space representation (50). More concretely, the classical dynamics (11) given by the LMG Hamiltonian (26), $h=s_{x}+J s_{z}^{2} / 2$, is such that the point $\left(s_{x}, s_{y}, s_{z}\right)=(r, 0,0)$ is a fixed point. The linearized dynamics around it is

$$
\begin{equation*}
\dot{s_{y}}=(1-J r) s_{z}+\ldots, \dot{s_{z}}=-s_{y} \tag{52}
\end{equation*}
$$

Therefore, for all $r>1 / J$, we have a saddle point, with the following instability exponent:

$$
\begin{equation*}
\lambda_{r}=\sqrt{J r-1} \tag{53}
\end{equation*}
$$

More precisely, $\dot{s}_{+}=\lambda_{r} s_{+}+\ldots$ with $s_{+}=\lambda_{r}^{-1} s_{y}+s_{z}$. Now we can adopt the "saddle-dominated scrambling" argument [62] to estimate the DHS OTOC. The linearized dynamics $s_{+}(t)=e^{\lambda_{r} t} s_{+}$is a good approximation of the true dynamics provided we start close enough to the saddle, i.e., in the region

$$
\mathcal{N}:=\left\{\left|s_{+}\right|<\delta e^{-\lambda_{r} t},\left|s_{-}\right|<\delta, \sum s_{a}^{2}=r^{2}, r>1 / J\right\}
$$

(where $s_{-}$and $s_{+}$form a local coordinate system of a neighborhood of $(r, 0,0)$ of the sphere of radius $r)$. Then the OTOC is dominated by this region of the phase space, and we have

$$
\begin{align*}
\mathbf{C}(t) & \sim \int_{\mathcal{N}}|\nabla \tilde{f}(t)|^{2} \\
& \sim \int_{1 / J}^{\infty} e^{-\lambda_{r} t} e^{2 \lambda_{r} t} e^{-2 r^{2}} \mathrm{~d} r \\
& \sim \exp \left(c t^{a}\right), a=\frac{4}{3} \quad(\mathrm{LMG}) \tag{54}
\end{align*}
$$

In the second line, we wrote the three-dimensional integral as one over the radii. The factor $e^{-\lambda_{r} t}$ comes from the exponentially small width of $\mathcal{N}$ at radius $r$, and the $e^{2 \lambda_{r} t}$ comes from the gradient squared applied to the fast changing function $s_{+}(t)=e^{\lambda_{r} t} s_{+}$; finally we performed a saddle point approximation of the $r$-integral $\left(c=\frac{3}{8} J^{\frac{2}{3}}\right)$. This is the promised main result of this section: the deep Hilbert space OTOC grows super-exponentially. As we can see from the above analysis, the parametrically fast dynamics at large $r$ is the origin of this anomaly, in a way similar to the explosive growth of the K-complexity. We should note that super-exponential OTOC growth has
been reported in a kicked non-linear Schrödinger system, due to a different, non-equilibrium mechanism [74].

The exponent $4 / 3$ in (54) is specific to the LMG model. Yet, the above method can be readily adapted to find the exponent of other models. For example, the Euler top with unequal couplings has saddle points ${ }^{2}$ with $\lambda_{r}=\omega r$, and therefore

$$
\begin{align*}
\mathbf{C}(t) & \sim \int_{0}^{\infty} e^{\omega r t-2 r^{2}} \mathrm{~d} r \\
& \sim \exp \left(c t^{a}\right), a=2 \quad \text { (Euler top) } \tag{55}
\end{align*}
$$

A few remarks are in order. The super-exponential OTOC growth does not require saddle-dominated scrambling (we considered such examples for simplicity). In fact, kicked/Floquet variants of LMG or Euler tops can display genuine classical chaos. In that case, we expect the Lyapunov exponent to increase as a power law of $r$ ( $r$ is still conserved by the classical dynamics), so the OTOC will grow super-exponentially as well if it is chaosdominated.

The super-exponential growth of OTOCs is consistent with the bound [36] relating K-complexity and OTOC growth: as we just saw, the K-complexity grows qualitatively faster (explosively) in all-to-all systems in the DHS. Thus, these systems are far from saturating the "Kcomplexity $\gtrsim$ OTOC" bound ${ }^{3}$, unlike the SYK models (in the $q \rightarrow \infty$ limit).

Finally let us point out that in a $k$-local all-to-all system with $k>2$, the analogue of the $r$-integral of (55) may have an integrand $\sim e^{c r^{k-1} t-2 r^{2}}$ that diverges at $r \rightarrow \infty$. This may result in a formally explosive OTOC growth which would only be regularized by finite $N$. We shall refrain from pursuing this possibility in the present work; as we shall see, the finite $N$ effect is already quite involved for $k=2$.

## D. Finite $N$ : pre-saturation and slow scrambling

In a finite system, the operator size cannot exceed the system size $N$, so the OTOC that measures it cannot grow indefinitely and must saturate. This saturation is usually characterized by a time scale $t_{S}$ (sometimes known as the scrambling time or Ehrenfest time), defined as the moment where the OTOC attains a finite fraction of its maximal value, $\mathbf{C}\left(t_{S}\right) \sim N$. We can however consider another time scale, $t_{p}$, the "pre-saturation"
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FIG. 3. Numerical simulation of the DHS OTOC (31) growth in the Euler top model $H=\sum_{j k}\left(J_{x} S_{j}^{x} S_{k}^{x}+J_{y} S_{j}^{y} S_{k}^{y}+\right.$ $\left.J_{z} S_{j}^{z} S_{k}^{z}\right) /(2 \sqrt{N})$ with $J_{x}=0, J_{y}=-1, J_{z}=1 / 2$. The evolving operator is $\mathbf{O}=\mathbf{S}_{x}=N^{-1 / 2} \sum_{j} S_{j}^{x}$. See Appendix D for methods. Main. The time-dependence of the OTOC for different system sizes $N$ is compared to the super-exponential growth prediction (55) with $c=0.26$ (fit). For each system size, a range for the estimated pre-saturation time scale $t_{p}$ is indicated by an orange interval; its extremities are the maximum of $\partial_{t} \ln C(t)$ and the minimum of $\partial_{t}^{2} \ln C(t)$, respectively. $C(t)$ becomes significantly $N$-dependent for $t \gtrsim t_{p}$, invalidating the semiclassical theory. Inset. The pre-saturation value $C\left(t_{p}\right)$ (the error bar results from the width of the interval) as a function of $N$, compared to the power law $N^{-0.75}$, (57).
time, as when the finite- $N$ OTOC deviates significantly from the large $N$ limit (see caption of Fig. 3 for a precise definition of $t_{p}$ ). The "normal" scenario of a finite size OTOC is one in which $t_{p}$ and $t_{S}$ coincide. The value of the OTOC at $t_{p}$ is a nonzero fraction of $N($ as $N \rightarrow \infty)$ :

$$
\begin{equation*}
\mathbf{C}\left(t_{p}\right) \sim N \quad \text { (normal scenario) } \tag{56}
\end{equation*}
$$

In other words, the finite- $N$ OTOC growth coincides with the $N \rightarrow \infty$ limit until it stops. The normal scenario is rather ubiquitous, and has been observed in SYK models as well as in semiclassical settings.

By contrast, the DHS OTOC in finite systems is anomalous: it violates (56). We show this by exact numerical calculation of $\mathbf{C}(t)$ in systems of various sizes (see Appendix D for methods). In both LMG and Euler top, it is visible that the finite- $N$ OTOC continues growing after it deviates from the $N \rightarrow \infty$ limit and becomes $N$-dependent. This qualitative observation already indicates that the normal scenario is not taking place in the DHS.

We now present two pieces of quantitative evidence to back up this statement. The first is a quantitative violation of (56) in the Euler top. In this model, the initial super-exponential growth regime $\mathbf{C}(t) \sim \exp \left(c t^{2}\right)$ is well established, so that we can identify the time scale $t_{p}$ and measure $\mathbf{C}\left(t_{p}\right)$ (see Caption of Figure 3 for the


FIG. 4. The DHS OTOC (31) with $\mathbf{O}=\mathbf{S}_{z}=N^{-1 / 2} \sum_{j} S_{j}^{z}$ in the LMG model $H=\sum_{j} S_{j}^{x}+N^{-1 / 2} J \sum_{j k} S_{j}^{z} S_{k}^{z} / 2$ with $J=1$. Main. The eventual saturation of the OTOC. We plot $\mathbf{C}(t) / N$ as a function of $t / N^{0.5}$, collapsing the data with different system sizes, except the initial growth regime. This confirms the saturation time scaling $t_{S} \sim N^{0.5}$ (58). The intermediate-time growth is compared to the power law $t^{1.5}$, predicted by (59) (with $b=0.75$ ). Inset. The same data plotted without rescaling, and restricted to $t \leq 10$. The initial fast growth is consistent with the prediction (54) with a fitted constant $c=0.16$.
practical method to do this). As a result, we find that

$$
\begin{equation*}
\mathbf{C}\left(t_{p}\right) / N \sim N^{-b}, b \approx 0.75 \tag{57}
\end{equation*}
$$

in contradiction with the normal scenario (56). As shown below, we obtained a result compatible with (57) for the LMG model as well.

Next, we measure directly the scrambling time $t_{S}$ in the LMG model (with $\mathbf{O}=\mathbf{S}_{z}$ ), and find that it is surprisingly long. The long-time collapse in Figure 4 indicates that

$$
\begin{equation*}
t_{S} \sim N^{0.5} \tag{58}
\end{equation*}
$$

We found the same scrambling time scaling for the Euler top ${ }^{4}$. A power-law-in- $N$ scrambling time is incompatible with the normal scenario. Indeed, if the OTOC were to grow super-exponentially $\sim \exp \left(c t^{a}\right)$ until $\mathbf{C}(t) \sim N$ according to the normal scenario, the scrambling time would be $t_{S} \sim(\ln N)^{1 / a}$, much shorter than we observed (58).

In summary, the numerical results unambiguously rule out the normal scenario for finite-system OTOC growth in the DHS. Instead, they indicate the following two-

[^2]stage growth
\[

\mathbf{C}(t) \sim $$
\begin{cases}\exp \left(c t^{a}\right) & t \lesssim t_{p} \sim((1-b) / c \ln N)^{1 / a}  \tag{59}\\ N^{1-b} t^{2 b} & t_{p} \lesssim t \lesssim t_{S} \sim N^{1 / 2} \\ N & t \gtrsim t_{S}\end{cases}
$$
\]

Here we postulated (motivated by simplicity and numerical observation) that the intermediate time regime is described by a simple power law. Assuming this, one finds that the power of $t$ has to be $2 b$ in order to match (57), (58), and $\mathbf{C}\left(t_{S}\right) \sim N$. Indeed, (57) implies that $t_{p}$ is proportional to $(\ln N)^{1 / a}$, and grows more slowly than any power law of $N$. Thus, we may approximate it by 1 when matching with the intermediate regime, which involves a much longer time scale (power-law in $N$ ). Namely, up to $\log$ corrections, $\mathbf{C}(t)$ grows from $N^{1-b}$ to $N$ as $t$ goes from 1 to $N^{1 / 2}$. This fixes the exponent of $t$ to be $2 b$. (The value of $b$ itself is not fixed by this argument.) In Figure 4, we compared the numerical data of the LMG model with a power law $t^{2 b}$ corresponding to $b=0.75$ (54), and find a reasonable agreement.

We speculate that the following mechanism could be behind the precocious end of the super-exponential growth regime. Recall that in that regime, the OTOC can be calculated as an integral over the phase space radial coordinate [see (54) and (55) above]:

$$
\begin{equation*}
\mathbf{C}(t) \sim \int e^{-2 r^{2}+\lambda_{r} t} \mathrm{~d} r \tag{60}
\end{equation*}
$$

This integral is dominated by the neighborhood of a saddle point $r_{*}$ that depends on $t$ but not on $N$. Now, here is the crucial heuristic input: the phase space spheres with radius $\sim r_{*}$ correspond to a quantum spin $s=\sqrt{N} r_{*} \ll N$, so we expect the OTOC contribution from $r \sim r_{*}$ to be $\ll N$ as well. Since the total OTOC is dominated by that region, this explains qualitatively why the $N \rightarrow \infty$ prediction fails when the OTOC is still $\ll N$. Quantitatively, our numerical data suggests that the $r \sim r_{*}$ contribution saturates at $N^{1-b}=N^{0.25}$ (57) in both Euler top and LMG models. To predict the value of the exponent would require a proper understanding of the quantization (finite- $N$ effect) of the DHS phase space. This is also necessary to describe theoretically the intermediate time regime, and is left to future work.

To conclude our study on scrambling in the deep Hilbert space, let us emphasize the following: despite the super-exponential initial OTOC growth, all-to-all models in the deep Hilbert space are not super-fast scramblers. In fact they do not even qualify as "regular" fast scramblers, where by definition $t_{S} \sim \ln N$, despite their super-extensive many-body spectrum [75].

## V. SLOW ENTANGLEMENT GROWTH IN THE DHS

In this section, we consider the entanglement growth in a quantum quench from a product state in the DHS.

This is a quite different quantity compared to those we studied so far, which are all essentially few point correlations in the infinite-temperature ensemble. So we will follow a different theoretical approach (in Sections V B through V D), which we preview here. Using the replica trick and a Hubbard-Stratonovich decoupling, we shall write the the $n$-th Renyi entanglement entropy as a path integral representation with an action proportional to $N$. We will contrast the case of an initial product state in the TSS with the case of an initial product state in the DHS, and it will become clear why the $1 / N$ normalization (1) is the correct one for computing entanglement entropy in both cases. We then evaluate the path integral using the Gaussian/semi-classical approximation, which is controlled by large $N$. This will be done by reverse engineering an effective free boson system that gives rise to the same path integral (up to quadratic approximation). For a TSS initial condition, the fictitious free boson system can be chosen to describe exactly the linearized dynamics along the classical phase-space trajectory, connecting our approach to the established ones in the literature [2931, 76]. In particular, exponential instabilities give rise to linear-in-time entanglement entropy growth. On the other hand, DHS initial conditions typically lead to effective bosonic systems with only algebraic instabilities. As a result, we have a slow, logarithmic-in-time growth of entanglement entropy.

## A. Product state in the DHS

Before studying entanglement, we shall characterize the initial state of our quench setup, which is a product state:

$$
\begin{equation*}
\left|\Psi_{0}\right\rangle=\prod_{j=1}^{N}\left|s_{j}\right\rangle \tag{61}
\end{equation*}
$$

Here, $\left|s_{j}\right\rangle$ is a spin- $1 / 2$ corresponding to the pointer $s_{j} \in$ $\mathbb{S}^{2}$ on the Bloch sphere, such that

$$
\begin{equation*}
\langle s| 2 S^{a}|s\rangle=s_{a} \tag{62}
\end{equation*}
$$

$\left(\left|s_{j}\right\rangle\right.$ is defined up to a phase, bur the phase ambiguity will not affect the entanglement entropy). To have a welldefined $N \rightarrow \infty$ limit, we require that the set of pointers $\left\{s_{j}\right\}_{j=1}^{N}$ tends to a limiting distribution $P(s)$ on the Bloch sphere:

$$
\begin{equation*}
\frac{1}{N} \sum_{j=1}^{N} \delta\left(s-s_{j}\right) \longrightarrow P(s) \tag{63}
\end{equation*}
$$

We shall consider two types of initial conditions. The first is those in the TSS, for which all $s_{j} \equiv s$ are equal; in that case the distribution is a delta peak. This case has been well studied in the literature and we will cover it as a "control group".

The second type is those in the DHS, for which $P(s)$ is a smooth distribution, i.e., not a discrete set of delta peaks, whose centre of mass is at the origin:

$$
\begin{equation*}
\sum_{j=1}^{N} s_{j}=0 \quad(\mathrm{DHS}) \tag{64}
\end{equation*}
$$

Examples include the uniform distribution on the Bloch sphere, and that on a great circle thereof. We should note that this product state is somewhat atypical within the DHS since a typical state in the DHS would be Haarrandom and thus have volume law entanglement (with respect to any bipartition). However, our product state does indeed lie in the DHS according to our earlier definition based on the expectation value of collective variables (3), as we now show:

Proposition. With respect to the state (61) under the condition (64), the DHS collective spins $\mathbf{S}_{a}$ behave as Gaussian variables with vanishing mean and the following covariance:

$$
\begin{equation*}
\left\langle\Psi_{0}\right| \mathbf{S}_{a} \mathbf{S}_{b}\left|\Psi_{0}\right\rangle \stackrel{N \rightarrow \infty}{=} \frac{1}{4}\left(\delta_{a b}-{\overline{s_{a} s_{b}}}^{s}\right), \tag{65}
\end{equation*}
$$

where here and below,

$$
\begin{equation*}
\overline{f(s)}^{s}:=\int_{\mathbb{S}^{2}} P(s) f(s) \mathrm{d}^{2} s \tag{66}
\end{equation*}
$$

denotes an average over the distribution $P(s)$.
The above proposition is proved in Appendix F. To interpret it, recall that $\mathbf{S}_{a}$ behave also as Gaussian random variables in the infinite-temperature $\rho_{\infty}$ of the DHS. Thus, (65) shows that the quantum fluctuations of $\mathbf{S}_{a}$ in the DHS product state are of the same order of magnitude (smaller by a factor of order 1) as their quantumstatistical fluctuation in $\rho_{\infty}$. By contrast, if a product state defined by (61) violates the condition (64), some of the DHS collective variables would acquire large expectation values $\sim \sqrt{N}$, while the $\operatorname{TSS}$ ones $\mathcal{S}_{a}$ have order one expectation values. In this sense, the product state $\left|\Psi_{0}\right\rangle\left\langle\Psi_{0}\right|$ satisfying the condition (64) is more similar to the DHS ensemble $\rho_{\infty}$ than to a TSS state, and it is reasonable to call it a "DHS product state". In particular, an OTOC evaluated on the state $\left|\Psi_{0}\right\rangle\left\langle\Psi_{0}\right|$ (in lieu of $\rho_{\infty}$ ) will also grow super-exponentially until pre-saturation, by the same argument of the previous section.

## B. Path integral for entanglement

We consider the bipartite entanglement of the timeevolved state $\left|\Psi_{t}\right\rangle=e^{-i H t}\left|\Psi_{0}\right\rangle$. More concretely, we split the spins-1/2's into two groups $\{1, \ldots, N\}=A \cup B$ of comparable size: $|A|=x N,|B|=(1-x) N$, with $x \in(0,1)$ fixed as $N \rightarrow \infty$. For simplicity, we shall assume that the distribution $\left\{s_{j}, j \in A\right\}$ and $\left\{s_{j}, j \in B\right\}$ tend both to $P(s)$ as $N \rightarrow \infty$; one could think of the
bi-partition as being randomly chosen, independently of $s_{j}$. Recall that the $n$-th Renyi entropy $S_{n}$ is defined as ${ }^{5}$ :

$$
\begin{equation*}
S_{n}:=\frac{1}{1-n} \ln \left(\operatorname{Tr}\left[\rho_{A}^{n}\right]\right) \tag{67}
\end{equation*}
$$

where $\rho_{A}$ is the reduced density of the subsystem $A, \rho_{A}=$ $\operatorname{Tr}_{B}\left|\Psi_{t}\right\rangle\left\langle\Psi_{t}\right|$. The von Neumann entanglement entropy is given by the $n \rightarrow 1$ limit of the Renyi one.

In the rest of this section, we derive an exact path integral representation of the Renyi entropy for $n=$ $1,2,3, \ldots$ For concreteness, we shall focus on the LMG model, although our method applies to any Hamiltonian that is at most quadratic in the collective variables $\mathcal{S}_{a}$, e.g. the Euler Top (see Sec. VE). The basic idea is to apply the Hubbard-Stratonovich decoupling to the infinitesimal time evolution operator

$$
\begin{align*}
e^{\mp i H \mathrm{~d} t} & =e^{\mp i S\left(\mathcal{S}_{x}+J \mathcal{S}_{z}^{2} / 2\right) \mathrm{d} t} \\
& =\int[\mathcal{D} \varphi] e^{\mp i S\left(-\frac{1}{2 J} \varphi^{2}+\mathcal{S}_{z} \varphi+\mathcal{S}_{x}\right) \mathrm{d} t} \\
& =\int[\mathcal{D} \varphi] e^{ \pm i S \frac{1}{2 J} \varphi^{2} \mathrm{~d} t} \prod_{j} e^{\mp i\left(S_{j}^{z} \varphi+S_{j}^{x}\right) \mathrm{d} t} \tag{68}
\end{align*}
$$

Here, the integral measure is $[\mathcal{D} \varphi]=$ $( \pm i 2 \pi J /(S \mathrm{~d} t))^{-1 / 2} \mathrm{~d} \varphi$ and the integral contour of $\varphi$ 's is suitably chosen so that the Gaussian integral converges. In the third line, we recall that $\mathcal{S}_{a}=\sum_{j} S_{j}^{a} / S$. As a result, we get a factorized operator for fixed $\varphi$. Applying the same decoupling to all the infinitesimal time evolution factors involved in the density matrix at $t$, we obtain

$$
\begin{align*}
\rho=\left|\Psi_{t}\right\rangle\left\langle\Psi_{t}\right|= & \int\left[\mathcal{D} \varphi_{ \pm}(t)\right] e^{i S \int_{0}^{t} \frac{1}{2 J}\left(\varphi_{+}^{2}-\varphi_{-}^{2}\right) \mathrm{d} t} \\
& \times \prod_{j=1}^{N}\left(U_{\varphi_{+}}(t, 0)\left|s_{j}\right\rangle\left\langle s_{j}\right| U_{\varphi_{-}}(0, t)\right) \tag{69}
\end{align*}
$$

where

$$
\begin{equation*}
U_{\varphi}(u, v)=\mathcal{T} e^{-i \int_{u}^{v} H_{\varphi}(w) \mathrm{d} w} \tag{70}
\end{equation*}
$$

is the time-evolution operator on a single qubit, under a time-dependent Hamiltonian

$$
\begin{equation*}
H_{\varphi}(w):=\varphi(w) S^{z}+S^{x} \tag{71}
\end{equation*}
$$

controlled by the field $\varphi$. Note that we have introduced $\varphi_{+}$and $\varphi_{-}$for the evolution of the ket and bra, respectively, which is common practice in (non-equilibrium) Keldysh field theory [77].

To compute the Renyi entropy, we need $n$ replicas of $\rho$, and contract the ket at site $j$ of the $\alpha$-th replica with

[^3]the bra of the same replica if $j \in B$, and of the $(\alpha+1)$ th replica otherwise $(n+1 \equiv 1)$. See Figure 5 for an illustration. This will give rise to a path integral over replicated fields $\varphi_{\alpha \pm}$, as follows:
\[

$$
\begin{align*}
\operatorname{Tr}\left[\rho_{A}^{n}\right]= & \int\left[\mathcal{D} \varphi_{\alpha \pm}(t)\right] e^{i S \int_{0}^{t} \sum_{\alpha} \frac{1}{2 J}\left(\varphi_{\alpha+}^{2}-\varphi_{\alpha-}^{2}\right) \mathrm{d} t} \\
& \times \prod_{j \in B} \prod_{\alpha=1}^{n} F\left[\varphi_{\alpha+}, \varphi_{\alpha-}, s_{j}\right] \\
& \times \prod_{j \in A} \prod_{\alpha=1}^{n} F\left[\varphi_{\alpha+}, \varphi_{(\alpha+1)-}, s_{j}\right] \tag{72}
\end{align*}
$$
\]

where

$$
\begin{equation*}
F\left[\varphi_{+}, \varphi_{-}, s\right]:=\langle s| U_{\varphi_{-}}(0, t) U_{\varphi_{+}}(t, 0)|s\rangle \tag{73}
\end{equation*}
$$

Now, in the large $N$ limit, we can turn the products into the exponential of $N=2 S$ times an average over the distribution $P(s)$. Thus, we finally obtain a path integral representation of $\operatorname{Tr}\left[\rho_{A}^{n}\right]$ with a large $S$ action:

$$
\begin{equation*}
\operatorname{Tr}\left[\rho_{A}^{n}\right]=\int[\mathcal{D} \varphi] e^{i S \mathcal{A}[\varphi]}, \mathcal{A}=\mathcal{A}_{0}+\mathcal{A}_{1} \tag{74}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{A}_{0}[\varphi]= & \frac{1}{2 J} \int_{0}^{t} \mathrm{~d} u \sum_{\alpha=1}^{n}\left[\varphi_{\alpha+}^{2}(u)-\varphi_{\alpha-}^{2}(u)\right],  \tag{75}\\
\mathcal{A}_{1}[\varphi]= & \left.-2 i(1-x) \overline{\ln F\left[\varphi_{\alpha+}, \varphi_{\alpha-}, s\right.}\right]^{s} \\
& -2 i x{\overline{\ln F\left[\varphi_{\alpha+}, \varphi_{(\alpha+1)-}, s\right]^{s}}} .
\end{align*}
$$

where we recall that $x=|A| / N$ is the relative size of the subsystem $A$.

Eq. (75) is derived for the LMG model. However, the method can be adapted to a general Hamiltonian that is quadratic in $\mathcal{S}_{a}$ : it suffices to make the field $\varphi$ multicomponent in order to decouple the quadratic form. For instance, for the Euler top (see Section V E below), the path integral will be over the field $\varphi_{\alpha \pm}^{a}, a=x, y, z$. The first term of the action (75) will sum over $a$ with $J \rightarrow J_{a}$, and (71) will become $\sum_{a} \varphi^{a} S^{a}$. A general quadratic form in $\mathcal{S}_{a}$ can be diagonalized and then treated in the same way. In what follows, we will focus on the LMG case (75).

Before proceeding, we remark that using the $1 / N$ normalization (1) is crucial to obtain a large $S$ action; had we used the $1 / \sqrt{N}$ one (7), the action would have had a part proportional to $S$ and the other to $\sqrt{N}$. This is the formal way to see that the $1 / N$ normalization is the correct one to study the entanglement growth from a product state, both in and away from the TSS.

## C. Semiclassical analysis

We now proceed to a semiclassical analysis of the path integral above, i.e., we approximate the latter as a Gaussian integral over a particular saddle point of the action


FIG. 5. Illustration of the path integral contour with replica number $n=3$. The forward contours ( $\sigma=+$, the time $u$ increases from 0 to $t$ ) start from the right, and are connected to the backward contours ( $\sigma=-, u$ decreases from $t$ to 0 ) which end at the left. In the subsystem $A$ (and not $B$ ), a cyclic permutation is applied when connecting the forward and backward contours, as indicated by the dashed lines.
(in field-theory jargon we evaluate the path integral up to one-loop). The semiclassical expansion is controlled in the large $S$ limit, for fixed $t$. Thus, our analysis aims to capture the time regime where the entanglement growth has not yet saturated due to finite $S$ (we will numerically study the saturation, see below).

## 1. Classical equation of motion

We start by looking at the classical equation of motion of (75). We will analyze this under an assumption (to be justified below; see (85)) - namely, we will evaluate the functional derivative on configurations with equal components:

$$
\begin{equation*}
\varphi_{\alpha+}=\varphi_{\alpha-}=: \varphi^{\mathrm{cl}} \tag{76}
\end{equation*}
$$

A consequence of (76) is that functional derivatives of $F(73)$ are essentially equal to correlation functions on a Keldysh contour. In particular, one can check that:

$$
\begin{equation*}
\left.\frac{\delta \ln F\left[\varphi_{+}, \varphi_{-}, s\right]}{\delta \varphi_{ \pm}(u)}\right|_{\varphi_{ \pm}=\varphi^{\mathrm{cl}}}=\mp i\left\langle S^{z}(u)\right\rangle_{s} \tag{77}
\end{equation*}
$$

where

$$
\begin{equation*}
\langle\ldots\rangle_{s}:=\langle s| \ldots|s\rangle, S^{z}(u):=U_{\varphi}(0, u) S^{z} U_{\varphi}(u, 0) . \tag{78}
\end{equation*}
$$

That is, the first functional derivative is the expectation value (one-point function) of $S^{z}$, under the evolution of $H_{\varphi}$. Therefore, by (75), the classical equation of motion reads:

$$
\begin{equation*}
\varphi^{\mathrm{cl}}(u) / J={\overline{\left\langle 2 S^{z}(u)\right\rangle_{s}}}^{s} . \tag{79}
\end{equation*}
$$

This equation has a simple interpretation in terms of "mean-field" classical spin dynamics. Since $H_{\varphi}$ is linear in the spins, the evolution of the spin- $1 / 2$ is given by the following classical dynamics of its pointer $s$ on the Bloch sphere:

$$
\begin{equation*}
\partial_{u} s_{a}(t)=\left\{s_{x}+s_{z} \varphi^{\mathrm{cl}}, s_{a}(u)\right\}_{\text {P.B. }} . \tag{80}
\end{equation*}
$$

Then (79) identifies the classical solution to the average $z$-component of the time-evolved pointer distribution:

$$
\begin{equation*}
\varphi^{\mathrm{cl}}(t) / J={\overline{s_{z}(t)}}^{s} \tag{81}
\end{equation*}
$$

For an initial state in the TSS, the distribution is concentrated on a simple pointer $s$, which evolves under (80). Combined with (81), we have

$$
\begin{align*}
\dot{s}_{a}(t) & =\left\{s_{x}+s_{z} \varphi^{\mathrm{cl}}, s_{a}(t)\right\}_{\text {P.B. }} \\
& =\left\{s_{x}+J s_{z}^{2} / 2, s_{a}(t)\right\}_{\text {P.B. }} \tag{82}
\end{align*}
$$

that is, the pointer evolves under the classical dynamics (11) given by the LMG Hamiltonian. In particular, if the initial condition $s=(1,0,0)$ is the fixed point of the LMG classical dynamics, the solution has simply

$$
\begin{equation*}
\varphi^{\mathrm{cl}}(t) \equiv 0, \mathrm{TSS}, s=(1,0,0) \tag{83}
\end{equation*}
$$

This case will be of interest since the dynamical instability around the fixed point leads to a linear growth in entanglement entropy, see below.

For an initial state in the DHS satisfying (64), (80) and (81) are solved by

$$
\begin{equation*}
\varphi^{\mathrm{cl}}(t)=0 \quad(\mathrm{DHS}) \tag{84}
\end{equation*}
$$

Indeed, this implies that classical Hamiltonian is $s_{x}$, which rotates the distribution of the pointers, and keeps the center of mass at zero.

In all cases, it is straightforward to check that the action (75) vanishes at the above classical saddle point:

$$
\begin{equation*}
\mathcal{A}\left[\varphi^{\mathrm{cl}}\right]=0 \tag{85}
\end{equation*}
$$

Indeed, a sufficient condition for this is the assumption (76), which guarantees that $\ln F=0$ and the forward and backward contribution to $\mathcal{A}_{0}$ cancel each other. Therefore, to compute the Renyi entropy, we shall integrate over fluctuations around the saddle point (this is the subject of the next section.) The vanishing of the saddle action ensures that the resulting Renyi entropy will approach 0 as $t \rightarrow 0$, which it should be. It is thus highly unlikely for other saddle points to contribute, except for an amount that is exponentially small in $N$. This justifies our assumption (76): the classical saddle $\varphi^{\mathrm{cl}}$ with identical values on all Keldysh folds gives the dominant contribution to $\operatorname{Tr}\left[\rho_{A}^{n}\right]$ in the large $N$ limit for fixed $t$. Physically, this amounts to saying that the entanglement entropy growth before its finite $N$ saturation is given by quantum fluctuations around the classical dynamics, which, as we see above, is captured by $\varphi^{\mathrm{cl}}$.

## 2. One-loop determinant

We now evaluate the path integral by approximating the action up to quadratic order in $\varphi-\varphi^{\mathrm{cl}}$. This gives us a ratio of determinants:

$$
\begin{equation*}
\int[\mathcal{D} \varphi] e^{i S \mathcal{A}[\varphi]} \approx \frac{\operatorname{det}\left(\mathcal{H}_{0}\right)^{\frac{1}{2}}}{\operatorname{det}(\mathcal{H})^{\frac{1}{2}}} \tag{86}
\end{equation*}
$$

Here, $\mathcal{H}$ is the Hessian of the action (75):

$$
\begin{equation*}
\mathcal{H}=\frac{\delta^{2} \mathcal{A}}{\delta \varphi_{\alpha_{1} \sigma_{1}}\left(t_{1}\right) \delta \varphi_{\alpha_{2} \sigma_{2}}\left(t_{2}\right)} \tag{87}
\end{equation*}
$$

It is a matrix with indices $\alpha_{1,2}=1, \ldots, n, \sigma_{1,2} \in\{+,-\}$ and $t_{1,2} \in[0, t]$ (to simplify notation, we will suppress these indices in $\mathcal{H}, \mathcal{H}_{0}$ and $\mathcal{K}$ below). $\mathcal{H}^{0}$ is the Hessian of $\mathcal{A}_{0}$, and is equal to:

$$
\begin{equation*}
\mathcal{H}_{0}=\frac{\sigma_{1}}{J} \delta\left(t_{1}-t_{2}\right) \delta_{\alpha_{1}, \alpha_{2}} \delta_{\sigma_{1}, \sigma_{2}} \tag{88}
\end{equation*}
$$

This is because the integration measure was chosen such that the path integral of the quadratic part is one, see (68) above.

To further evaluate (86), we write

$$
\begin{equation*}
\frac{\operatorname{det}\left(\mathcal{H}^{0}\right)}{\operatorname{det}(\mathcal{H})}=1 / \operatorname{det}\left(\mathcal{H}_{0}^{-1}\right) \tag{89}
\end{equation*}
$$

$\mathcal{H}_{0}$ is diagonal (88), and simple to invert. Combined with the definition of the Renyi entropy, we find

$$
\begin{equation*}
(n-1) S_{n}=\frac{1}{2} \ln \operatorname{det}(I-i J \mathcal{K}) \tag{90}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathcal{K}=\left((1-x) \delta_{\alpha_{1}, \alpha_{2}}+x \delta_{\alpha_{1}+1, \alpha_{2}}\right) G_{\sigma_{1} \sigma_{2}}\left(t_{1}, t_{2}\right) \sigma_{2}  \tag{91}\\
& G_{\sigma_{1} \sigma_{2}}\left(t_{1}, t_{2}\right):=\left.2 \frac{\delta^{2} \ln F\left[\varphi_{+}, \varphi_{-}, s\right]}{\delta \varphi_{\sigma_{1}}\left(t_{1}\right) \delta \varphi_{\sigma_{2}}\left(t_{2}\right)}\right|_{\varphi_{ \pm}=\varphi^{\mathrm{cl}}} \tag{92}
\end{align*}
$$

Here $\mathcal{K}$ is the nontrivial part of the determinant (resulting from the entangling interaction), and is essentially built from the Green function $G$. Indeed, the latter is another functional derivative of $F$, whose calculation is simplified when evaluated on configurations with $\varphi_{+}=\varphi_{-}$. We obtain the connected time-ordered two-point correlator (averaged over $s$ ),

$$
\begin{align*}
& G_{\sigma_{1} \sigma_{2}}\left(t_{1}, t_{2}\right)  \tag{93}\\
= & 2\left({\overline{\left\langle\mathcal{T}_{\sigma_{1} \sigma_{2}} S^{z}\left(t_{1}\right) S^{z}\left(t_{2}\right)\right\rangle_{s}-\left\langle S^{z}\left(t_{1}\right)\right\rangle_{s}\left\langle S^{z}\left(t_{2}\right)\right\rangle_{s}}}^{s}\right)
\end{align*}
$$

where the time ordering $\mathcal{T}_{\sigma_{1} \sigma_{2}}$ is done on the Keldysh contour, that is,

$$
\begin{align*}
& \mathcal{T}_{+-} A\left(t_{1}\right) B\left(t_{2}\right)=B\left(t_{2}\right) A\left(t_{1}\right)  \tag{94a}\\
& \mathcal{T}_{-+} A\left(t_{1}\right) B\left(t_{2}\right)=A\left(t_{1}\right) B\left(t_{2}\right)  \tag{94b}\\
& \mathcal{T}_{++} A\left(t_{1}\right) B\left(t_{2}\right)= \begin{cases}A\left(t_{1}\right) B\left(t_{2}\right) & t_{1}>t_{2} \\
B\left(t_{2}\right) A\left(t_{1}\right) & t_{2}>t_{1}\end{cases}  \tag{94c}\\
& \mathcal{T}_{--} A\left(t_{1}\right) B\left(t_{2}\right)= \begin{cases}A\left(t_{1}\right) B\left(t_{2}\right) & t_{1}<t_{2} \\
B\left(t_{2}\right) A\left(t_{1}\right) & t_{2}<t_{1}\end{cases} \tag{94d}
\end{align*}
$$

These correlation functions depend on the classical configuration $\varphi^{\mathrm{cl}}$. In general they do not have a simple expressions. In what follows, we shall focus on a few instances where $\varphi^{\mathrm{cl}} \equiv 0$, such that explicit calculation can be done simply. In all cases, we have $H_{\varphi}=S^{x}$, so

$$
\begin{equation*}
S^{z}(u)=S^{z} \cos (u)+S^{y} \sin (u) \tag{95}
\end{equation*}
$$

Then it is straightforward to compute (93) by applying the time-ordering rules and averaging over $s$. As a result, we find

$$
\begin{align*}
& 2 G_{++}=c_{12}+i\left|s_{12}\right| \bar{x}-c_{1} c_{2} \overline{z^{2}}-s_{1} s_{2} \overline{y^{2}}-s_{12} \overline{y z}  \tag{96a}\\
& 2 G_{--}=c_{12}-i\left|s_{12}\right| \bar{x}-c_{1} c_{2} \overline{z^{2}}-s_{1} s_{2} \overline{y^{2}}-s_{12} \overline{y z}  \tag{96~b}\\
& 2 G_{-+}=c_{12}+i s_{12} \bar{x}-c_{1} c_{2} \overline{z^{2}}-s_{1} s_{2} \overline{y^{2}}-s_{12} \overline{y z}  \tag{96c}\\
& 2 G_{+-}=c_{12}-i s_{12} \bar{x}-c_{1} c_{2} \overline{z^{2}}-s_{1} s_{2} \overline{y^{2}}-s_{12} \overline{y z} \tag{96~d}
\end{align*}
$$

where we used the shorthand notations $c_{12} \equiv \cos \left(t_{1}-t_{2}\right)$, $s_{12} \equiv \sin \left(t_{1}-t_{2}\right), c_{j}=\cos t_{j}, s_{j}=\cos t_{j}, x, y, z=$ $s^{x}, s^{y}, s^{z}, \overline{[\ldots]}=\overline{[\ldots]}^{s}$. These results hold for any distribution $P(s)$. Let us specify a few examples that we will focus on in what follows:

1. For the TSS initial state with the pointer located at the fixed point $s_{j} \equiv(1,0,0)$ of the LMG classical dynamics, we have $\bar{x}=1, \overline{z^{2}}=\overline{y^{2}}=\overline{y z}=0$, and therefore

$$
\begin{equation*}
G_{++}=G_{--}^{*}=\frac{e^{i\left|t_{12}\right|}}{2}, G_{-+}=G_{+-}^{*}=\frac{e^{i t_{12}}}{2} \tag{97}
\end{equation*}
$$

where $*$ denotes the complex conjugate.
2. When $s$ is uniformly distributed on the Bloch sphere, we have $\bar{x}=0, \overline{z^{2}}=\overline{y^{2}}=\frac{1}{3}, \overline{y z}=0$. So

$$
\begin{equation*}
G_{\sigma_{1} \sigma_{2}}\left(t_{1}, t_{2}\right)=\frac{1}{3} \cos \left(t_{12}\right) \tag{98}
\end{equation*}
$$

for any $\sigma_{1}, \sigma_{2}$.
3. Another simple example (that is more convenient in finite size numerics) is one where $s$ is uniformly distributed on the great circle with $x=0$. This is similar to the previous example, except that $\overline{z^{2}}=$ $\overline{y^{2}}=\frac{1}{2}$. Thus

$$
\begin{equation*}
G_{\sigma_{1} \sigma_{2}}\left(t_{1}, t_{2}\right)=\frac{1}{4} \cos \left(t_{12}\right) \tag{99}
\end{equation*}
$$

for any $\sigma_{1}, \sigma_{2}$.

## D. Effective Hamiltonian

The determinant expression (90) has an obvious drawback: we cannot read off the qualitative entanglement growth behavior - for example, whether the growth is linear or logarithmic in $t$ - directly from the kernel $\mathcal{K}$.

In this section, we shall do this analytically by solving a "reverse-engineering" problem. That is, we find a quench setup in a few-body bosonic system with a quadratic Hamiltonian (which we call the effective Hamiltonian) and a Gaussian initial state. We shall apply a similar field-theoretical treatment as above to the bosonic Hamiltonian to calculate the Renyi entanglement entropy of the boson setup in terms of a determinant, and show that its bipartite entanglement entropy is exactly given by the RHS of (90), as long as the effective Hamiltonian is appropriately chosen.

By finding an effective bosonic Hamiltonian, we reduce the problem to the solved one of calculating entanglement in a free boson model $[29,31]$. This is a known instance where a Zurek-Paz type relation holds ${ }^{6}$. Namely, the asymptotic entanglement growth behavior can be obtained simply from the stability of the linear dynamics, which is described by a dynamical matrix. When the latter has eigenvalues (local Lyapunov exponents) with positive real part, the entanglement grows linearly, with a rate given by the sum of positive Lyapunov exponents. When the dynamical matrix is not diagonalizable and has Jordan blocks (of size larger than 1), there will be logarithmic corrections [19, 31]. These turn out to dominate the the entanglement growth from the DHS initial states that we shall consider.

In what follows, we shall first illustrate the method for example 1 (TSS at a fixed point), as a benchmark. Then we apply it to the DHS examples 2 and 3 , for which the results are new.

## 1. TSS (warm-up) example

In the case of the TSS state corresponding to $s=$ $(1,0,0)$, the effective Hamiltonian can be guessed by the Holstein-Primakoff transformation, together with some consideration to account for the bi-partition. As a result, we propose the following effective Hamiltonian acting on two degrees of freedom:

$$
\begin{align*}
& H=H_{0 A}+H_{0 B}+\frac{J}{2}\left(\sqrt{x} p_{A}+\sqrt{1-x} p_{B}\right)^{2}  \tag{100}\\
& H_{0 A}=-\frac{1}{2}\left(q_{A}^{2}+p_{A}^{2}\right), H_{0 B}=-\frac{1}{2}\left(q_{B}^{2}+p_{B}^{2}\right) \tag{101}
\end{align*}
$$

Here, $q_{A}, p_{A}$ and $q_{B}, p_{B}$ are two independent canonical position-momemtum pairs:

$$
\begin{equation*}
\left[q_{A}, p_{A}\right]=i,\left[q_{B}, p_{B}\right]=i \tag{102}
\end{equation*}
$$

We also recall that $x \in(0,1)$ is the relative size of the subsystem $A$ in the original quench setup. In our effective problem, the initial state will be the ground state

[^4]of $-H_{0 A}-H_{0 B}$. We will consider the evolution of the Renyi entanglement entropy with respect to the bipartition $A \sqcup B$; note that the initial state is factorized:
\[

$$
\begin{equation*}
\left|\Psi_{0}\right\rangle=|0\rangle_{A}|0\rangle_{B} \tag{103}
\end{equation*}
$$

\]

We argue that the Renyi entropy is exactly given by the determinant (90), supplemented with (91), (96) and (97). For this, we apply the Hubbard-Stratonovich transform to the term proportional to $J$ in (100). Following almost the same steps as before, we may obtain the same path integral representation (74), except that the interacting action becomes
$\mathcal{A}_{1}[\varphi]=-i \sum_{\alpha=1}^{n}\left(\ln F_{A}\left[\varphi_{\alpha+}, \varphi_{\alpha-}\right]+\ln F_{B}\left[\varphi_{\alpha+}, \varphi_{(\alpha+1)-}\right]\right)$,
$F_{A}\left[\varphi_{+}, \varphi_{-}\right]=\left\langle 0_{A}\right| U_{\varphi_{-}}^{A}(0, t) U_{\varphi_{+}}^{A}(t, 0)\left|0_{A}\right\rangle$,
$U_{\varphi}^{A}(v, u)=\mathcal{T} e^{-i \int_{u}^{v} H_{\varphi}^{A}(w) \mathrm{d} w}$,
$H_{\varphi}^{A}=-\frac{1}{2}\left(q_{A}^{2}+p_{A}^{2}\right)+\sqrt{x} p_{A} \varphi$,
and similarly with $A \rightarrow B, x \rightarrow 1-x$. Then, we check that $\varphi^{\mathrm{cl}} \equiv 0$ is a classical saddle point of the total action [this matches (83) above], and evaluate the path integral by a semiclassical (Gaussian) approximation around it. Since we are dealing with free bosons, the approximation is exact. It is not hard to check that (90), (91) are still correct if we change (93) to

$$
\begin{equation*}
G_{\sigma_{1} \sigma_{2}}\left(t_{1}, t_{2}\right)=\langle 0| \mathcal{T}_{\sigma_{1} \sigma_{2}} p\left(t_{1}\right) p\left(t_{2}\right)|0\rangle \tag{105}
\end{equation*}
$$

where $p(u)=p \cos (u)+p \sin (u)$ evolves under $H_{0}=$ $-\frac{1}{2}\left(q^{2}+p^{2}\right)\left(\right.$ since $\left.\varphi=\varphi^{\mathrm{cl}}=0\right)$. An elementary harmonic oscillator calculation shows that the Green functions exactly coincide with (97). This concludes the demonstration that the effective Hamiltonian (100) and the initial state (103) is semiclassically equivalent to the TSS setup (case 1 in Section VC 2).

Equipped with this equivalence, we can readily understand the entanglement growth using known results [29$31,76]$, which states that the entanglement entropy grows linearly if the quadratic Hamiltonian is dynamically unstable, i.e., it is an inverted harmonic oscillator in some direction. One may check that this is equivalent to $J>1$, i.e., to the fixed point $(1,0,0)$ being a saddle in the LMG model. To do this, a useful trick is to consider the rotation

$$
\begin{align*}
& q_{C}=\sqrt{x} q_{A}+\sqrt{1-x} q_{B}  \tag{106}\\
& q_{D}=\sqrt{1-x} q_{A}-\sqrt{x} q_{B} \tag{107}
\end{align*}
$$

and similarly for $p$. Then we find that the Hamiltonian acts on $C$ and $D$ independently, as follows:

$$
\begin{equation*}
H=-H_{0 D}-H_{C}, H_{C}=H_{0 C}-\frac{J}{2} q_{C}^{2} \tag{108}
\end{equation*}
$$

Namely, the $D$ subsystem is always a trivial oscillator, and the $C$-subsystem becomes an inverted oscillator iff
$J>1$. A similar rotation $A, B \rightarrow C, D$ will be used in the DHS examples below.

It is worth remarking the structure of the effective Hamiltonian (100) and (101): it is a sum of $H_{0}$, with two copies of the same Hamiltonian acting on the two subsystems, and a term coupling them, $\propto\left(\sqrt{x} O_{A}+\sqrt{1-x} O_{B}\right)$, where $O_{A}$ is an operator whose Green functions under the time evolution of $H_{0, A}$ match $G$ of section VC 2 .

## 2. DHS examples

Having illustrated the method in a wellstudied example, we come to examples 2 and 3 of section VC 2 , which are in the DHS. In fact, their reverse-engineering problem admits a similar solution to the previous section. The main difference is that we need two degrees of freedom per subsystem:

$$
\begin{align*}
& H=H_{0 A}+H_{0 B}+\frac{J}{2}\left(\sqrt{x} O_{A}+\sqrt{1-x} O_{B}\right)^{2}  \tag{109}\\
& H_{0}=\frac{1}{2}\left(q_{1}^{2}+p_{1}^{2}-q_{2}^{2}-p_{2}^{2}\right), O=\sqrt{\kappa}\left(q_{1}+q_{2}\right) \tag{110}
\end{align*}
$$

where $\kappa$ will be determined later and where the $A$ or $B$ index is implicit in the second line. The initial state will be the ground state of

$$
q_{1 A}^{2}+p_{1 A}^{2}+q_{2 A}^{2}+p_{2 A}^{2}+(A \rightarrow B)
$$

Then, following the same steps as in the previous section, we are brought to calculate the Green function of $O$ (on the Keldysh contour):

$$
\begin{equation*}
\langle 0| \mathcal{T}_{\sigma_{1} \sigma_{2}} O\left(t_{1}\right) O\left(t_{2}\right)|0\rangle=\kappa \cos \left(t_{12}\right) \tag{111}
\end{equation*}
$$

independently of $\sigma_{1}, \sigma_{2}$. This must match (98) and (99) for example 2 and 3 respectively, fix the value of $\kappa$

$$
\kappa= \begin{cases}1 / 3 & \text { Example } 2  \tag{112}\\ 1 / 4 & \text { Example } 3\end{cases}
$$

Now we can analyze the dynamical stability of $H$ using the same rotation method as above [see (106)-(108)]. The nontrivial $C$-subsystem Hamiltonian is

$$
\begin{equation*}
H_{C}=\frac{1}{2}\left(q_{1}^{2}+p_{1}^{2}-q_{2}^{2}-p_{2}^{2}\right)+\frac{\kappa J}{2}\left(q_{1}+q_{2}\right)^{2} \tag{113}
\end{equation*}
$$

where we dropped the subscript $C$ on the right hand side. One can check that, for any $\kappa J$, the dynamical matrix as in

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\begin{array}{c}
q_{1}  \tag{114}\\
p_{1} \\
q_{2} \\
p_{2}
\end{array}\right)=\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
-1+\kappa J & 0 & \kappa J & 0 \\
0 & 0 & 0 & -1 \\
\kappa J & 0 & 1+\kappa J & 0
\end{array}\right)\left(\begin{array}{c}
q_{1} \\
p_{1} \\
q_{2} \\
p_{2}
\end{array}\right)
$$

has two Jordan blocks of size 2 with eigenvalues $\pm i$. So there are no Lyapunov exponents with positive real part.

This implies the absence of exponential growth. Yet, the Jordan blocks implies that the phase space distribution (associated with the bosonic Gaussian state) is elongated linearly in $t$ in two independent directions. Therefore we expect a logarithmic growth of entanglement entropy (see [29, 31] for detailed explanation):

$$
\begin{equation*}
S_{n} \sim 2 \ln t \tag{115}
\end{equation*}
$$

for both DHS examples. Note that this holds for any nonzero value of $J$, regardless of the existence or not of a saddle point in the TSS phase space. This is in contrast with the TSS example, where the saddle point results in a linear entanglement growth.

It is amusing to remark that our approach reduced the difference between DHS and TSS initial product states to an innocent looking modification of the effective Hamiltonian [compare (100) and (109)], which however leads to a qualitative change in the entanglement growth behavior. Also, the TSS effective Hamiltonian has a physical interpretation: it describes the linearized dynamics around the semiclassical trajectory. However, we cannot find an analogous interpretation for the DHS effective Hamiltonian (to begin with, there is no semiclassical trajectory).

## E. The Euler top

So far we have focused on the LMG model for concreteness. However, the approach we used applies to any Hamiltonian at most quadratic in the collective spin variables $\mathcal{S}^{a}$. To illustrate, we shall briefly sketch how to apply the approach to the Euler top, $H=S \sum_{a} J_{a} \mathcal{S}_{a}^{2} / 2$, where $J_{a}>0$ for all $a$. Instead of repeating every step in detail, we shall highlight the main differences with LMG.

To start, the path integral will involve a field with three components $\varphi \rightarrow \varphi_{a}, a=x, y, z$ (in addition to the replica and forward/backward indices), in order to decouple the $J_{a} \mathcal{S}_{a}^{2} / 2$ in the Euler top Hamiltonian. Now, the Euler top Hamiltonian has no term linear in $\mathcal{S}_{a}$. Therefore, the decoupled one-site Hamiltonian $H_{\varphi}=\sum_{a} \varphi_{a} S_{a}$ vanishes when evaluated at $\varphi_{a}^{\mathrm{cl}}=0$ (which one checks is still a classical saddle point). As a consequence, the Green functions that appear in the determinant are particularly simple:

$$
\begin{align*}
& 2{\overline{\left\langle\mathcal{T}_{\sigma_{1} \sigma_{2}} S^{a}\left(t_{1}\right) S^{b}\left(t_{2}\right)\right\rangle_{s}-\left\langle S^{a}\left(t_{1}\right)\right\rangle_{s}\left\langle S^{b}\left(t_{2}\right)\right\rangle_{s}}}^{s} \\
= & \frac{1}{2}\left(\delta_{a b}-{\overline{s_{a} s_{b}}}^{s}\right)=: g_{a b} \tag{116}
\end{align*}
$$

for any $\sigma_{1}, \sigma_{2}, t_{1}, t_{2}$. Therefore, the effective Hamiltonian will have the form similar to (109). It will act on three boson modes per half system, with positions and momenta $q_{A, B}^{a}, p_{A, B}^{a}, a=x, y, z$. The initial state is the ground state of $\sum_{a}\left(q_{A}^{a}\right)^{2}+\left(p_{A}^{a}\right)^{2}+(A \rightarrow B)$. To recreate the covariance matrix $g_{a b}$, we shall find $\left\{\tilde{p}_{a}\right\}$ which are linear combinations of $\left\{p_{a}\right\}$ such that

$$
\begin{equation*}
\langle 0| \tilde{p}_{a} \tilde{p}_{b}|0\rangle=g_{a b} \tag{117}
\end{equation*}
$$

Then the effective Hamiltonian is given by

$$
\begin{equation*}
H=\sum_{a} \frac{J_{a}}{2}\left(\sqrt{x} \tilde{p}_{A}^{a}+\sqrt{1-x} \tilde{p}_{B}^{a}\right)^{2} \tag{118}
\end{equation*}
$$

It follows then that the dynamical matrix [analogue of (114)] will have 3 Jordan blocks of size 2 eigenvalue 1 (representing $\partial_{t} \tilde{q}_{a} \propto \tilde{p}_{a}, \partial_{t} \tilde{p}_{a}=0$, where $\tilde{q}_{a}$ are the canonical conjugate of $\tilde{p}_{a}$ ). As a consequence, we have

$$
\begin{equation*}
S_{n} \sim m \ln t \tag{119}
\end{equation*}
$$

where $m$ is the number of nonzero $J_{a}$ 's. Note that it is not important whether the $J_{a}$ 's are distinct; in particular, even if $J_{a}$ are all equal (and nonzero), we still have $S_{n} \sim$ $3 \ln t$, although the dynamics is trivial in every sector of fixed total spin. This is in stark contrast with the OTOC, which depends qualitatively on (and only on) the difference between $J_{a}$ 's. In particular, when $J_{x}=J_{y}=$ $J_{z} \neq 0$, the entanglement entropy grows but no OTOC does since $\mathbf{O}(t)=\mathbf{O}$ has trivial time evolution.

We observe that in all DHS examples considered so far, the entanglement growth is (at most) logarithmic in time. We surmise that the logarithmic growth of entanglement is generic in uniform all-to-all models starting from a DHS product state. This conjecture will be in more detail studied elsewhere.

## F. Finite $N$ numerics

The semiclassical theory developed so far is exact in the limit of $N \rightarrow \infty$ with $t$ fixed. However, for finite $N$, the (Renyi or von Neumann) entanglement entropy is bounded, and its growth must thus saturate at a time parametrically long in $N$. In this section, we study numerically this saturation process.

For a quench from a TSS initial state, the entanglement entropy is bounded by the log of the TSS dimension: $S_{n} \lesssim \ln N$. Numerical study has observed that this bound is often asymptotically saturated [31, 67]. The entanglement entropy growth thus follows the semiclassical prediction, until saturating at a value $\propto \ln N$.

By contrast, for a quench in the DHS, the entanglement entropy is a priori only bounded by the log of the Hilbert space dimension of the subsystem: $S_{n} \lesssim N$, and we would naively expect this bound to be asymptotically saturated. However, our numerical results indicate the contrary.

We simulated directly (see Appendix G for methods) two of the quantum quenches studied above, and computed the $n=2$ Renyi entanglement entropy in systems with $N \leq 26$. For the sake of numerical efficiency, we simulated trotterized (kicked) variants of the Hamiltonians, see (122) below. The results are shown in Figure 6. As a check, we compared them to the semiclassical prediction, calculated as the one-loop determinant (90) discretized in time. As expected, for fixed $t$, the numerical result converges to the semiclassical prediction as $N$ increases;



FIG. 6. Entanglement entropy (Renyi, $n=2$, equal bi-partition) in a quantum quench from a DHS product state (61), with $s_{1}=s_{N / 2+1}, s_{2}=s_{N / 2+2}, \ldots$ equally spaced on the great circle $\{x=0\}$ of the Bloch sphere (example 3 in Section VC 2). The two panels correspond to two Hamiltonians. (a) LMG model $H=\sum_{j} S_{j}^{x}+J \sum_{j k} S_{j}^{z} S_{k}^{z} /(2 S)$, where $S=N / 2$ and $J=2$. Note that we need to use the " $1 / N$ normalization" (1). (b) The isotropic Euler top $H=\sum_{j k, a} S_{j}^{a} S_{k}^{a} /(2 S)$. Main. the finite $N$ numerical data (obtained from direct simulation) are compared to semiclassical prediction (obtained from the one-loop determinant (90) discretized in time), as well as to the asymptotic logarithmic growth prediction $S_{2} \sim c \ln t$ (115), (119), respectively. For each $N$, we measure the saturation value $S_{2, \max }$ as the first local maximum of $S_{2}$ (indicated by a star). Inset. The $N$ dependence of $S_{2, \max }$, compared to $\frac{c}{2} \ln N$ (120). The simulated time evolution is Trotterized (kicked) with $\delta t=0.5$, see (122) and Appendix G. The semiclassical prediction has the same time discretization, and should thus match exactly the Trotterized numerics in the large $N$ limit.
the $c \ln t$ growths predicted in Section VD are also observed, with the correct pre-factor. We then turn our interest to the saturation regime, and extracted the saturation value $S_{\max }$ as the first (in time) local maximum of the the entanglement entropy. We observed in both cases that

$$
\begin{equation*}
S_{\max } \sim \frac{c}{2} \ln N, S \sim c \ln t \tag{120}
\end{equation*}
$$

As a result, the entanglement saturation time scale is

$$
\begin{equation*}
t_{\mathrm{ent}} \sim N^{\frac{1}{2}} \tag{121}
\end{equation*}
$$

We simulated the dynamics for longer times and did not see any further growth beyond $t_{\text {ent }}$ (in the parlance of Section IV D, the entanglement growth follows a "normal scenario").

The precocious saturation of entanglement growth from a DHS product state is intriguing, and worth a few remarks. The saturation does not rely on the absence of chaos in the (TSS) phase space dynamics. Indeed, we simulated kicked deformations of the above models; for LMG for example, the time evolution by $\delta t$ can be described by a Floquet unitary

$$
\begin{equation*}
U=e^{-i \sum_{j} S_{j}^{x} \delta t} e^{-i \frac{1}{2 S} \sum_{j k} S_{j}^{z} S_{k}^{z} \delta t} \tag{122}
\end{equation*}
$$

As one increases $\delta t$, the TSS phase space dynamics becomes (partially) chaotic, yet (120) still holds. In fact, the field theory method above can be readily adapted to treat the kicked Hamiltonians. It suffices to replace continuous time integrals by discrete sums (which is done in the numerics). The effective free boson Hamiltonian also becomes the kicked variant (constructed similarly as that of the original Hamiltonian), and one can check that the dynamical matrix has an identical Jordan block structure (with stable eigenvalues) in all cases studied above. On the other hand, the uniform all-to-all interaction seems crucial to maintaining the low-entanglement. For example, we observed that adding spatial disorder or space-time noise (of any nonzero amplitude) to the $\sum_{j} S_{j}^{x}$ term in (122) makes the entanglement grow eventually to a volume law.

The main lesson of this section is that the entanglement dynamics from a DHS product state has nothing to do with that of the OTOCs and autocorrelation functions: they are governed by different time scales, and have distinct large $N$ descriptions. This is less surprising than it sounds. The OTOC involves time-evolved fewbody operators. Meanwhile, the Renyi entanglement entropy is equal to the expectation value of the partial swap operator, which acts on $O(N)$ sites at once. The dynamics of such an operator is not described by the large $N$ phase space method which we used to calculate OTOC and auto-correlation function, and which is only valid when the operator size is much smaller than $N$. Hence, there is generically no reason to expect a close relation between entanglement growth and OTOC (of few-body operators). In this regard, the situation in the TSS is rather exceptional. There, it is possible to identify a Lyapunov spectrum, which governs both OTOC and entanglement entropy. If such a theory were to exist in the DHS, it must be of a distinct form.

## VI. CONCLUSION

The Hilbert space of spin systems with uniform all-toall interaction is fragmented into sectors of various con-
served total spin. The totally symmetric space (TSS) has maximal total spin $S=N / 2$ and a well studied semiclassical $N \rightarrow \infty$ limit. Here, we unveiled remarkable properties of the all-to-all quantum dynamics in the deep Hilbert space, characterized by $S=O(\sqrt{N})$. The growth of local operators (as measured by OTOC and K-complexity) and that of entanglement from a product state have parametrically separated time scales. The initial stage of both can be described by large $N$ theories, each of which modifies the TSS semiclassical theory in a distinct way. In paradigmatic examples, the OTOC has a super-exponential initial growth followed by a slow saturation, so the uniform all-to-all models in the DHS are not fast scramblers. The entanglement dynamics generically exhibits a logarithmic in time growth (even in the presence of classical chaos), and saturates at a value which is logarithmic in system size, without reaching a volume law. These results are summarized in Table I (with the example of the Euler top model), and compared to the TSS analogues.

These findings paint the DHS as a rather exotic world, much different from the TSS. How can this be possible, considering that all the sectors of the Hilbert space are just like the TSS except with different total spin? The crux is that the decomposition into spin sectors has a complex relation with spatial locality (or the tensor product structure of the Hilbert space), except for the TSS. Therefore, physical observables away from the TSS typically involve several sectors, and it is not obvious to isolate their respective contributions. For instance, the entanglement growth from a DHS product state cannot be symmetry resolved [78-81].

This being said, the early saturation of the entanglement growth suggests that the DHS is sill fragmented in some more intricate way. In particular, a DHS product state and a Haar-random state belong to different disconnected fragments of the DHS: no all-to-all dynamics can transform one to the other. In fact, the DHS product
states are "half-deep": they have a DHS OTOC behavior, but resemble rather the TSS ones in terms of entanglement. On the other extreme, there are a large set of spin singlet $(S=0)$ states that do not evolve at all, and thus are disconnected from everything else. Are there other fragments? Characterizing the inner structure of the DHS is an interesting problem.

How generic is the deep Hilbert space physics? Although we have focused on uniform all-to-all models in this work, we expect most of our results to apply to systems with sufficiently long-range interactions [19, 20] or sufficiently weak randomness [21, 22]. (A plausible exception will be the long-time entanglement saturation at a sub-volume law, see above.) We remark also that models that resemble SYK could have deep Hilbert space phenomena as well. In fact, it may be possible to interpolate between models with a DHS and those with maximal chaos and a holographic dual, for example by considering the "low-rank" SYK model [13].

Thus, there seems to be a broad class of "weakly chaotic" long-range interacting systems hosting a deep Hilbert space, where the co-existence of disparate time scales can dramatically affect the many-body quantum dynamics. We hope to further explore these deep Hilbert spaces in future work.
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## Appendix A: Reminder on the recursion method and K-complexity

For the reader's convenience, we recall some facts of the recursion method used in Section III B and III C on K-complexity. See also [36, 43].

We first recall the Lanczos algorithm. Its input is the Liouvillian, $\mathbb{L}=[H, \cdots]$, the inner product of the operator space, e.g., $(A \mid B)=\operatorname{Tr}\left[\rho_{\infty} A^{\dagger} B\right]$ (15), and an initial operator $O_{0}$. We assume that $O$ is Hermitian and normalized $\left(O_{0} \mid O_{0}\right)=1$. The output is a sequence of Lanczos coefficients $b_{n}$.

One starts by computing $A_{1}:=\mathbb{L} O_{0}$ and $b_{1}:=$ $\sqrt{\left(A_{1} \mid A_{1}\right)}$. We normalize $A_{1}$ and define $O_{1}:=b_{1}^{-1} A_{1}$. The rest of the Lanczos coefficients and Krylov basis el-
ements can be iteratively defined as:

$$
\begin{align*}
A_{n} & =\mathbb{L} O_{n-1}-b_{n-1} O_{n-2} \\
b_{n} & =\sqrt{\left(A_{n} \mid A_{n}\right)} \\
O_{n} & =b_{n}^{-1} A_{n}, n \geq 2 . \tag{A1}
\end{align*}
$$

The algorithm halts when $b_{n}=0$ for some $n$. The resulting Krylov basis $\left\{O_{n}\right\}$ is orthonormal: $\left(O_{n} \mid O_{m}\right)=$ $\delta_{n m}$. Furthermore, the Liouvillian super-operator is tridiagonal in this basis, with the diagonal entries being zero and the subdiagonal entries the Lanczos coefficients: $\left(O_{n}|\mathbb{L}| O_{m}\right)=b_{n} \delta_{n, m-1}+b_{m} \delta_{n, m+1}$.

The asymptotic behavior of the Lanczos coefficients are related to the high-frequency tail of the spectral density $\rho(\omega)$ through its moments defined as

$$
\begin{equation*}
\mu_{2 n}=\int \omega^{2 n} \rho(\omega) \frac{\mathrm{d} \omega}{2 \pi} . \tag{A2}
\end{equation*}
$$

A saddle point approximation of the $\omega$ integral then shows that

$$
\begin{equation*}
\rho(\omega) \sim \exp \left(-c|\omega|^{a}\right) \Longrightarrow \mu_{2 n} \sim n^{\frac{2 n}{a}} \exp \left(c^{\prime} n\right) \tag{A3}
\end{equation*}
$$

Meanwhile, it is also known that [43, 56], if the Lanczos coefficients have a power-law asymptotics,

$$
\begin{equation*}
\mu_{2 n} \sim b_{1}^{2} \ldots b_{n}^{2} e^{C n} \tag{A4}
\end{equation*}
$$

Combining (A3) and (A4), we obtain a dictionary

$$
\begin{equation*}
\rho(\omega) \sim \exp \left(-c|\omega|^{a}\right) \Leftrightarrow b_{n} \sim n^{\frac{1}{a}} \tag{A5}
\end{equation*}
$$

The equivalence is not rigorous and depends on technical conditions on $b_{n}$ [56]. But it is still useful to obtain predictions on the growth rate of $b_{n}$ from the spectral density. In the models considered here, the predictions are checked to be correct, see for example Figure 2.

## Appendix B: K-complexity of the LMG model in the TSS

The K-complexity growth rate $\omega_{0}$ for the LMG model $h=x+J z^{2} / 2$ in the TSS has been explicitly computed in Ref. [37]. In fact, that work considered the micro-canonical ensemble with an energy $E \in(-1,(J+$ $1 / J) / 2$ ), and showed that

$$
\begin{equation*}
\omega_{0}(J, E)=\frac{\sqrt{\sqrt{J^{2}-2 E J+1}+E J-1}}{2 \sqrt{2} \mathrm{~K}\left(\frac{1-E J+\sqrt{J^{2}-2 E J+1}}{1-E J-\sqrt{J^{2}-2 E J+1}}\right)} \tag{B1}
\end{equation*}
$$

where K is the complete elliptic integral of first kind [see Eq. (4.5) thereof; note that the model in that work is parametrized a bit differently as $x+J z^{2}$ ] The TSS Kcomplexity growth rate is obtained by maximizing with regard to $E$. To find the asymptotics at large $J$, let us write $E=k J$, so that $k \in(-1,1 / 2+O(1 / J))$. Then
the numerator of $(\mathrm{B} 1) \sim \sqrt{k} J$. For the denominator, the argument of K tends to 1 as $1-c / J+O\left(1 / J^{2}\right)$ with $c=$ $2 \sqrt{1-2 k} / k$, and $\mathrm{K}(1+x) \sim-\frac{1}{2} \ln x$ is a log singularity. Therefore we have

$$
\begin{equation*}
\omega_{0}(J, k J) \sim \frac{J}{\ln J} \tag{B2}
\end{equation*}
$$

Hence, K-complexity growth rate in the TSS behaves as $\omega_{0} \sim J / \ln J$ at large $J$. In the DHS context of the main text, $J=r$, so $\omega_{0}(r) \sim r / \ln r$.

## Appendix C: Phase space representation of $S_{i}^{a}(t)$

In the main text we focused on the time evolution of a DHS collective spin variable under an all-to-all Hamiltonian with $1 / \sqrt{N}$ normalization. In the large $N$ limit, this can be described semiclassically, in terms of a function on the phase space $\mathbb{R}^{3}$. Here, we discuss the time evolution of a single-site operator, $S_{i}^{a}(t)$, under the same Hamiltonian. Such an operator appears in the "standard" definition of the OTOC, see (37). Our goal here is to show (38) that is used to argue that the standard OTOC is no much different from the one we focus on.

The time evolution of $S_{i}^{a}(t)$ is generated by the application of the "Liouvillian" $i[H, \cdot]$ where $H=\sqrt{N} h\left(\mathbf{S}_{a}\right)$. Now, observe that the single-spin operators behave similarly as the collective ones with respect to the commutation with collective spins:

$$
\sqrt{N}\left[\mathbf{S}_{a}, S_{i}^{b}\right]=i \epsilon_{a b c} S_{i}^{c}, \sqrt{N}\left[\mathbf{S}_{a}, \mathbf{S}_{b}\right]=i \epsilon_{a b c} \mathbf{S}_{c}
$$

Therefore, we can treat $S_{i}^{a}$ as classical variables that evolve under the Poisson bracket just like $\mathbf{S}_{a}$. Therefore, the time evolution $S_{i}^{a}(t)$ will be just like that of $\mathbf{S}_{a}(t)$, except that if we view the latter as a power series in the collective spins, exactly one factor in each term is "marked", i.e., replaced by the corresponding single site operator $\mathbf{S}_{b} \rightarrow S_{i}^{b}$. Now, it is not hard to see that the operation of "marking" a factor can be achieved by the differential operator $\sum_{b} S_{i}^{b} \partial_{\mathbf{S}_{b}}$. Hence, we have

$$
S_{i}^{a}(t)=\sum_{b} S_{i}^{b} \partial_{\mathbf{S}_{b}} \mathbf{S}_{a}(t)
$$

which is (38) in the main text. One may think of the phase space representation of $S_{i}^{a}(t)$ as a vector field on the phase space, with components $\partial_{\mathbf{S}_{b}} \mathbf{S}_{a}(t), b=x, y, z$. In this sense it is more involved object than a time evolved collective spin, which is a scalar function on the phase space.

## Appendix D: Operator numerics in the DHS

In this Appendix we detail the numerical method used to calculate Lanzcos coefficients and OTOCs in the DHS, first in finite $N$ systems and then in the $N \rightarrow \infty$ limit.

We will use the latter to make connection with Hermite polynomials in the next Appendix.

We first consider a system of finite $N$. The main idea is to represent the evolving operator $\mid \mathbf{O}(t))$ as a vector in the space of symmetric operators, using the computational basis of symmetrised Pauli strings (41):

$$
\begin{align*}
& \mid \ell, m, n)  \tag{D1}\\
:= & \left.\left.\binom{N}{\ell, m, n}^{-\frac{1}{2}} \sum_{\substack{i_{1}<\cdots<i_{\ell} \\
j_{1}<\cdots<j_{m} \\
k_{1}<\ldots k_{n}}}^{*} \right\rvert\, \sigma_{i_{1}}^{x} \ldots i_{\ell} \sigma_{j_{1}}^{y} \ldots \sigma_{i_{m}}^{y} \sigma_{k_{1}}^{z} \ldots \sigma_{k_{n}}^{z}\right), \\
& \ell+m+n \leq N \tag{D2}
\end{align*}
$$

where the sum $\sum^{*}$ is over indices such that $\left\{i_{1}, \ldots, i_{\ell}\right\}$, $\left\{j_{1}, \ldots, j_{m}\right\},\left\{k_{1}, \ldots, k_{n}\right\}$ are mutually disjoint. The dimension of the operator space is $(N+1)(N+2)(N+$ $3) / 6$. The computational basis is orthonormal under the infinite-temperature inner product $(A \mid B)=\operatorname{Tr}\left[\rho_{\infty} A^{\dagger} B\right]$, and its elements have definite operator size. Therefore, computing the inner product and the OTOC are straightforward tasks.

It remains to see how to apply the Liouvillian $\mathbb{L}:=$ $[H, \ldots]$, which is needed to implement the Lanczos algorithm and calculate the time evolution. Since $H$ is an all-to-all Hamiltonian in the form of (7) (with the $1 / \sqrt{N}$ normalization), it suffices to implement the commutator and the anticommutator with respect to $\mathbf{S}_{a}=N^{-1 / 2} \sum_{j} S_{j}^{a}$ :

$$
\begin{equation*}
\mathbb{L}_{a} O:=\sqrt{N}\left[\mathbf{S}_{a}, O\right], \mathbb{M}_{a} O:=\left\{\mathbf{S}_{a}, O\right\} \tag{D3}
\end{equation*}
$$

(Here $\{A, B\}=A B+B A$ denotes the anticommutator, not to be confused with the Poisson bracket $\{\cdot, \cdot\}_{\text {P.B. } .}$ ) Indeed, the commutator with respect to a two-body term can be obtained by composition, for example:

$$
\begin{equation*}
\left[\sqrt{N} \mathbf{S}_{a}^{2}, O\right]=\mathbb{M}_{a} \mathbb{L}_{a} O \tag{D4}
\end{equation*}
$$

Note that $\sqrt{N} \mathbf{S}_{a}^{2}$ follows the $1 / \sqrt{N}$ normalization of the Hamiltonian (7).

We now describe $\mathbb{L}_{a}$ and $\mathbb{M}_{a}$ in the computation basis. For definiteness, we focus on $a=x$ (the other cases follow from cyclic permutation). We claim that:

$$
\begin{align*}
\left.\mathbb{L}_{x} \mid \ell, m, n\right) & =i \sqrt{m(n+1)} \mid \ell, m-1, n+1) \\
& -i \sqrt{m(n+1)} \mid \ell, m+1, n-1)  \tag{D5}\\
\left.\mathbb{M}_{x} \mid \ell, m, n\right) & \left.\left.=\sqrt{\frac{h(\ell+1)}{N}} \right\rvert\, \ell+1, m, n\right) \\
& \left.\left.+\sqrt{\frac{(h+1) \ell}{N}} \right\rvert\, \ell-1, m, n\right) \tag{D6}
\end{align*}
$$

where

$$
\begin{equation*}
h=N-\ell-m-n \tag{D7}
\end{equation*}
$$

is the number of sites occupied by identity. The above results can be checked by an explicit calculation following
the definitions of $\mathbf{S}_{a}$ (2), and of $\mid \ell, m, n$ ) (D1). We may also understand them (in particular the square roots) by viewing $\mid \ell, m, n)$ as a Fock state in a fictitious bosonic system of four flavors $x, y, z, I$, which correspond to the three Pauli's and the identity and are occupied by $\ell, m, n, h$ bosons, respectively. The Bose statistics come from the symmetrization in (D1). In this regard, $\mathbb{L}_{x}$ acts as a hopping operator between $y$ and $z$ flavors, and $\sqrt{N} \mathbb{M}_{x}$ between $x$ and $I$. Both follow directly from Pauli algebra. The square roots in (D5) and (D6) arise naturally from boson algebra.

Now, we can readily take the $N \rightarrow \infty$ limit. Indeed, observe that all the matrix elements of (D5) and (D6) have a $N \rightarrow \infty$ limit (with $\ell, m, n$ fixed): those of $\mathbb{L}_{x}$ does not depend on $N$, and
$\left.\left.\left.\mathbb{M}_{x} \mid \ell, m, n\right) \stackrel{N \rightarrow \infty}{=} \sqrt{\ell+1} \mid \ell+1, m, n\right)+\sqrt{\ell} \mid \ell-1, m, n\right)$.
Therefore, to calculate the operator dynamics in the large $N$ limit amounts essentially to replacing (D6) by (D8). Another change is that the space of symmetric operator becomes infinite-dimensional, spanned by all $\mid \ell, m, n)$, $\ell, m, n \geq 0$. In practice, we apply a numerical truncation, $\ell+m+n \leq M$ when implementing the Lanczos algorithm, so that the first $M-1$ Lanczos coefficients are exact (assuming that the Hamiltonian involves at most two-body interaction and the initial operator is one-body). The OTOC numerics is always implemented at finite $N$.

## Appendix E: Relating to Hermite polynomials

In this appendix we establish the connection between the symmetric operators in the DHS and Hermite polynomials. For this, we first gather some relevant facts about the Hermite polynomials, or equivalently, basic quantum mechanics of the harmonic oscillator. We define the Hermite polynomials $\chi_{n}(x)$ as polynomials of degree $n$ satisfying the orthonormality relation

$$
\begin{equation*}
\int \chi_{m}(x) \chi_{n}(x) e^{-2 x^{2}} \frac{\mathrm{~d} x}{\sqrt{\pi / 2}}=\delta_{m n} \tag{E1}
\end{equation*}
$$

These conditions uniquely define $\chi_{n}$, which can be obtained by a Gram-Schmidt process (or Lanczos algorithm). In other words,

$$
\begin{equation*}
\psi_{n}(x):=\chi_{n}(x) e^{-x^{2}} \tag{E2}
\end{equation*}
$$

is the wave-function of the $n$-th eigenstate of a quantum harmonic oscillator with Hamiltonian

$$
\begin{equation*}
H=\frac{1}{2}\left(-\partial_{x}^{2}+4 x^{2}\right)=2\left(a^{\dagger} a+\frac{1}{2}\right) \tag{E3}
\end{equation*}
$$

such that

$$
\begin{equation*}
H \psi_{n}(x)=(2 n+1) \psi_{n}(x) \tag{E4}
\end{equation*}
$$

[We note in passing that the last equation is equivalent to the differential equation (45) satisfied by the Hermite polynomials.] The ladder operators are given by $a=$ $x+\partial_{x} / 2$ and $a^{\dagger}=x-\partial_{x} / 2$, so that $2 x=a+a^{\dagger}$. The usual boson algebra then implies the three-term recurrence of the Hermite polynomials:

$$
\begin{equation*}
2 x \chi_{n}(x)=\sqrt{n+1} \chi_{n+1}(x)+\sqrt{n} \chi_{n-1}(x) . \tag{E5}
\end{equation*}
$$

This equation is to be compared with (D8): their similarity allows us to relate the symmetric operators $\mid \ell, m, n)$ to Hermite polynomials. Indeed, consider the action of the anticommutator $\mathbb{M}_{a}$ (D3) on $\chi_{\ell}\left(\mathbf{S}_{x}\right) \chi_{m}\left(\mathbf{S}_{y}\right) \chi_{n}\left(\mathbf{S}_{z}\right)$ in the large $N$ limit. There, we can consider the operators $\mathbf{S}_{z}$ to commute with each other [their commutator is $O(1 / \sqrt{N})]$. So the action of $\mathbb{M}_{a}$ is simply multiplying by $2 \mathbf{S}_{a}$, and we have

$$
\begin{aligned}
& \mathbb{M}_{x}\left[\chi_{\ell}\left(\mathbf{S}_{x}\right) \chi_{m}\left(\mathbf{S}_{y}\right) \chi_{n}\left(\mathbf{S}_{y}\right)\right] \\
= & 2 \mathbf{S}_{x} \chi_{\ell}\left(\mathbf{S}_{x}\right) \chi_{m}\left(\mathbf{S}_{y}\right) \chi_{n}\left(\mathbf{S}_{y}\right) \\
= & \left(\sqrt{\ell+1} \chi_{\ell+1}\left(\mathbf{S}_{x}\right)+\sqrt{\ell} \chi_{\ell-1}\left(\mathbf{S}_{x}\right)\right) \\
& \times \chi_{m}\left(\mathbf{S}_{y}\right) \chi_{n}\left(\mathbf{S}_{y}\right)
\end{aligned}
$$

and similarly for $\mathbb{M}_{y}$ and $\mathbb{M}_{z}$. Comparing to (D8), we conclude that $\mid \ell, m, n)$ satisfy the same recurrent relations as $\chi_{\ell}\left(\mathbf{S}_{x}\right) \chi_{m}\left(\mathbf{S}_{y}\right) \chi_{n}\left(\mathbf{S}_{z}\right)$. Moreover, since $\chi_{0}(x)=$ 1, the "initial conditions" are the same $\mid 0,0,0)=$ $\chi_{0}\left(\mathbf{S}_{x}\right) \chi_{0}\left(\mathbf{S}_{y}\right) \chi_{0}\left(\mathbf{S}_{z}\right)$. So one can readily show by induction that the two sequences of operators must be identical:

$$
\begin{equation*}
\left.\mid \ell, m, n)=\mid \chi_{\ell}\left(\mathbf{S}_{x}\right) \chi_{m}\left(\mathbf{S}_{y}\right) \chi_{n}\left(\mathbf{S}_{z}\right)\right) \tag{E6}
\end{equation*}
$$

as we claimed in (43).

## Appendix F: Generating function of DHS collective variables

Derivation of (14). We use the fact that both $\rho_{\infty}$ and $e^{u_{a} \mathbf{S}_{a}}$ factorize, hence

$$
\begin{equation*}
M\left(\left\{u_{a}\right\}\right)=\operatorname{Tr}\left[\rho_{\infty} \prod_{a} e^{u_{a} \mathbf{S}_{a}}\right]=\left(\left\langle\prod_{a} e^{u_{a} S_{a} / \sqrt{N}}\right\rangle\right)^{N} \tag{F1}
\end{equation*}
$$

where $\langle[\ldots]\rangle$ stands for the infinite-temperature on a single site, on which $S_{a}$ 's act. In the large $N$ limit, we should expand up to second order in $1 / \sqrt{N}$. Recalling that $\left\langle S_{a}\right\rangle=0$ and $\left\langle S_{a} S_{b}\right\rangle=\delta_{a b} / 4$, we have:

$$
\begin{align*}
& \left\langle\prod_{a} e^{u_{a} S_{a} / \sqrt{N}}\right\rangle \\
= & 1+\frac{1}{\sqrt{N}} \sum_{a}\left\langle u_{a} S_{a}\right\rangle+\frac{1}{2 N} \sum_{a b}\left\langle u_{a} u_{b} S_{a} S_{b}\right\rangle+o(1 / N) \\
= & 1+\frac{1}{8 N} \sum_{a} u_{a}^{2}+o(1 / N) . \tag{F2}
\end{align*}
$$

Plugging this back into (F1), we obtain (14).
Derivation of Proposition in Section V A. We consider the similar generating function

$$
\begin{equation*}
M_{\Psi}\left(\left\{u_{a}\right\}\right):=\langle\Psi| \prod_{a} e^{u_{a} \mathbf{S}_{a}}|\Psi\rangle \tag{F3}
\end{equation*}
$$

with respect to the product state (61)

$$
|\Psi\rangle=\prod_{j=1}^{N}\left|s_{j}\right\rangle,\left\langle s_{j}\right| S_{j}^{a}\left|s_{j}\right\rangle=s_{j}^{a} / 2
$$

satisfying $\sum_{j=1}^{N} s_{j}=0$. Again, the calculation factorizes, and we can write:

$$
\begin{equation*}
M_{\Psi}\left(\left\{u_{a}\right\}\right)=\exp \left(\sum_{j} \ln \left\langle\prod_{a} e^{u_{a} S_{a} / \sqrt{N}}\right\rangle_{j}\right) \tag{F4}
\end{equation*}
$$

where $\langle[\ldots]\rangle_{j}=\left\langle s_{j}\right|[\ldots]\left|s_{j}\right\rangle$. Expand the log up to second order in $1 / \sqrt{N}\left[\right.$ recall $\left.\ln (1+x)=x-x^{2} / 2+O\left(x^{3}\right)\right]$, we find

$$
\begin{align*}
& \ln \left\langle\prod_{a} e^{u_{a} S_{a} / \sqrt{N}}\right\rangle_{j} \\
= & \frac{1}{\sqrt{N}} u_{a}\left\langle S_{a}\right\rangle_{j}+\frac{1}{2 N} \sum_{a b} u_{a} u_{b}\left(\left\langle S_{a} S_{b}\right\rangle_{j}-\left\langle S_{a}\right\rangle_{j}\left\langle S_{b}\right\rangle_{j}\right) \\
= & \frac{1}{\sqrt{N}} u_{a}\left\langle S_{a}\right\rangle_{j}+\frac{1}{8 N} \sum_{a b} u_{a} u_{b}\left(\delta_{a b}-s_{j}^{a} s_{j}^{b}\right) . \tag{F5}
\end{align*}
$$

Plugging this back into (F4) give us

$$
\begin{equation*}
M_{\Psi}\left(\left\{u_{a}\right\}\right)=\exp \left(\frac{1}{8} \sum_{a b} u_{a} u_{b}\left(\delta_{a b}-{\overline{s^{a} s^{b}}}^{s}\right)\right) \tag{F6}
\end{equation*}
$$

where we recall that $\overline{f(s)}^{s}=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{j} f\left(s_{j}\right)$ denotes an average over the $s_{j}$ 's. The term proportional to $1 / \sqrt{N}$ does not contribute to (F6) because of the condition $\sum_{j} s_{j}=0$. Eq. (F6) implies that $\mathbf{S}_{a}$ behave indeed as centred Gaussian variables with the covariance matrix $\left(\delta_{a b}-\overline{s^{a} s^{b}}{ }^{s}\right) / 4(65)$, as we claimed in the main text.

## Appendix G: Entanglement numerical methods

We outline the numerical methods used to directly simulate the state time evolution under the (kicked) LMG and Euler top models. The "kicking" essentially means that we trotterize the Hamiltonian, but with rather large time steps, see (122) for example; so it is more convenient numerically. They are used to generate Figure 6 in Section VF, where the time step is $\delta t=0.5$. Accordingly, the semiclassical prediction is calculated with a time-discretized version of the determinant (90), with the the same $\delta t$. One can show that this gives the exact
prediction for the kicked model, so we expect the semiclassical curve to match the numerical data perfectly as $N \rightarrow \infty$ with $t$ fixed.

We represent the state $\Psi$ exactly as a vector of size $2^{N}$, in the computational basis, where $S_{j}^{z}$ act diagonally. Thus, the time-evolution operator

$$
\begin{equation*}
T_{z}(u)=e^{i u\left(\sum_{j} S_{j}^{z}\right)^{2}} \tag{G1}
\end{equation*}
$$

can be applied straightforwardly, for any $u$. We compute its action (a phase) on each basis vector once and store the results (as a $2^{N}$ vector), and a time-evolution $|\Psi\rangle \rightarrow T_{z}(u)|\Psi\rangle$ is implemented by a vector-vector mul-
tiplication. Next, a spin rotation

$$
\begin{equation*}
R_{a}(u)=e^{i u \sum_{j} S_{j}^{a}}=\prod_{j} e^{i u S_{j}^{a}} \tag{G2}
\end{equation*}
$$

where $a=x, y$ is implemented by acting on each site in turn. The computation on each site is a matrix multiplication between a $2 \times 2$ matrix (the exponential of a Pauli) and a $2 \times 2^{N-1}$ matrix (a reshape of $\Psi$ with the first index representing the site being acted on). Finally, combining $T_{z}$ with suitable spin rotations, we implement $T_{x}$ and $T_{y}$. Thus, we are able to implement all the time evolution parts involved in the kicked LMG or Euler top model, in a matrix free manner. The memory cost is $O\left(2^{N}\right)$ and the time cost is $O\left(2^{N} N\right)$ for each time evolution step. The data of Figure 6 are obtained on a laptop.


[^0]:    ${ }^{1}$ Unless the Hamiltonian is linear in $\mathbf{S}_{a}$

[^1]:    2 The saddle points lie on the axis corresponding to the "middle" coupling constant; for example, if $J_{x}<J_{y}<J_{z}$, then $(0, \pm r, 0)$ is a saddle point for any $r>0$. In that case, $\omega=\sqrt{\left(J_{y}-J_{x}\right)\left(J_{z}-J_{y}\right)}$
    ${ }^{3}$ We recall from [36] that the "K-complexity $\gtrsim$ OTOC" bound does not directly apply to the OTOC in the TSS (33); one can only prove a relaxed version thereof. Meanwhile, the DHS OTOC does rigorously obey the usual bound, since it is a measure of operator size.

[^2]:    ${ }^{4}$ Except for operators whose autocorrelation function decays slowly, such as $\mathbf{S}_{z}$ when $J_{z}$ is the minimal/maximal coupling. We observed numerically that these operators have a more involved, and slower, OTOC saturation.

[^3]:    5 The index $n$ is reserved for the Renyi index and replica number, so $S_{n}$ should not be confused with a spin.

[^4]:    ${ }^{6}$ We stress that the reduction of the DHS entanglement calculation to a free boson model does not imply a Zurek-Paz relation in the DHS. Because the DHS OTOC growth is not related to the same free boson model and its Lyapunov exponents.

