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The quantum dynamics of spin systems with uniform all-to-all interaction are often studied in
the totally symmetric space (TSS) of maximal total spin. However the TSS states are atypical in
the full many-body Hilbert space. In this work, we explore several aspects of the all-to-all quantum
dynamics away from the TSS, and reveal surprising features of the “deep Hilbert space” (DHS).
We study the out-of-time order correlator (OTOC) in the infinite-temperature ensemble of the full
Hilbert space. We derive a phase-space representation of the DHS OTOC and show that the OTOC
can have a super-exponential initial growth in the large N limit, due to the fast dynamics in an
unbounded phase space (in finite systems, we observe numerically that the super-exponential growth
ends precociously and gives way to a power-law one until saturation). By a similar mechanism, the
Krylov complexity grows explosively. We also study the entanglement growth in a quantum quench
from a DHS product state, i.e., one of non-aligned spins that resemble the DHS infinite-temperature
ensemble with respect to the statistics of the collective spins. Using a field-theoretical method,
We exactly calculate the entanglement entropy in the large N limit. We show that, in the DHS,
fast OTOC growth does not imply fast entanglement growth, in contrast to the Zurek-Paz relation

derived in the TSS.
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to semiclassical gravitational systems involving a black
hole. However, quantum systems with a semiclassical
gravitational dual are notoriously hard to realize in the
lab [6-13], in particular because of the random coupling
coefficients.
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FIG. 1. A cartoon of the many-body Hilbert space of a spin
system with all-to-all interaction and uniform coefficients. It
is divided into conserved sectors. In the totally symmetric
space (TSS), which is invariant under permutation of sites, the
collective spin S = ). S; scales as the system size S ~ N. In
the large N limit, a semiclassical description leads to a phase-
space of a two-sphere. The vast majority of the states are in
the deep Hilbert space (DHS), where the collective spin scales
as S ~ v/N. The phase space of the DHS is the interior the
TSS-sphere and becomes non-compact in the N — oo limit.

The second kind, which are more accessible experimen-
tally [14-18], have uniform coupling coefficients. For def-
initeness, consider a system of N spin one-halves repre-
sented by local operators S¢,...,S%, ¢ = z,y,2, with
uniform all-to-all interaction described by a Hamiltonian
that only involves collective spin operators:

N
H=Sh({S.}), Su = %ng, S=N/2. (1)

Here h({S.}) denotes a polynomial of S,. When N —
00, such systems have a semiclassical limit in a non-
holographic sense, provided we restrict ourselves to the
totally symmetric space (TSS). This is the subspace of
states invariant under permutations of sites, and it is
preserved by the dynamics. The semiclassical limit then
follows from the fact that the TSS is a representation
with spin S = N/2 of the SU(2) algebra formed by the
collective spins, with a small effective Planck constant
hrss = 1/5 (this is why the Hamiltonian (1) has an
overall factor S = 1/hrsg, so that the time evolution
operator is e"*H*). Restricting to the TSS is a common
practice, and also a reasonable thing to do as it is of-
ten convenient to prepare experimentally initial states in
the TSS, such as a spin coherent state. It is worth not-
ing that quantum dynamics with non-local interactions
can be “confined” in the TSS to a good approximation
even when the Hamiltonian deviates from the ideal all-
to-all form (1), e.g., when the interaction has a (slow

enough) power-law decay in distance [19, 20], or when
the collective spin is deformed to oc >, ¢; 8¢ [21, 22].
The dynamics inside the TSS is highly interesting from
a number of perspectives, e.g., fast scrambling of quan-
tum information [23], realization of macroscopic entan-
glement [14, 24, 25], applications to metrology [26] and
steeting [27, 28], etc. For these reasons, much theoretical
work has been devoted to various aspects of quantum dy-
namics in the TSS — entanglement growth [19, 29-31],
the growth of out-of-time order correlators (OTOC) [32—-
35], and Krylov complexity [36, 37], etc.

In this paper, we address the question: What is the
nature of the quantum dynamics of all-to-all systems far
away from the TSS? The TSS, of dimension N + 1, occu-
pies a shallow surface of the full Hilbert space of dimen-
sion 2V. In this regard, focusing on the TSS ignores the
elephant in the room. To explore the genuine quantum
many-body aspects of all-to-all models, we must dive in
to the deep Hilbert space (DHS). This question is also
motivated by the need to relate the two kinds of all-to-
all models [21]. Those like SYK do not have an equiva-
lent of a TSS (see however [13, 38, 39]); their quantum
dynamics always explores an exponentially large Hilbert
space, even at low energies. It turns out that the quan-
tum dynamics of all-to-all systems in the DHS has several
surprising features — in particular, super-exponential
growth of OTOCs and explosive growth of K-complexity
— which makes the DHS dynamics distinct from its coun-
terparts in both SYK and TSS.

II. OVERVIEW

Let us start by defining the term deep Hilbert space
(DHS). Consider the collective spin variables, but with a
different normalization [compare with (1)]:

;X
Se=—=)>» 57, 2
\/N; (2)

which we shall refer to as the DHS collective spins. A
state p is in the DHS if the DHS collective spins have
order one fluctuation:

Trlpf({Sa})] = O(1), 3)

in the N — oo limit. Note that a state in the TSS does
not satisfy (3) since the S, have O(v/N) fluctuations.
A prototypical example of a DHS state, to which much
of this work will be devoted, is the infinite-temperature
ensemble of the full Hilbert space

Poo 1= 27N, (4)

There, S, behave as Gaussian variables. Another exam-
ple of a DHS state is given by product states of misaligned
spin-1/2’s, see (8) below.

The DHS collective spins satisfy the SU(2) algebra
with a different effective Planck constant:

Sz, S,] = hprsS- , hpas = 1/VN . (5)



Totally Symmetric Space| Deep Hilbert Space | Section
Collective Variable Sa =% > 57 S. = ﬁ > 57
Hamiltonian H = Sh({S.}) H =+VNh({S.})
1/N normalization  |1/4/N normalization
br (Lanczos coefficients) an n3/? IIIB, IIIC
K(t) (K-complexity) exp(2at) (te — )72 1B, 11 C
OTOC definition Tr[p[Sa(t), Sp)?] >, Trp[Sa(t), S IVA
OTOC growth exp(At) exp(ct?) wvc
Entanglement S(t) t (saddle) or Int Int (*) \Y

TABLE I. Summary of the main results of this work, for the Euler top model with generic coupling constants. We display the
asymptotic behavior of various quantities in the large N limit. (*) Note that for the entanglement growth in the DHS and in

the TSS, the correct normalization is the 1/N one.

Therefore, the dynamics in the DHS has a parametrically
different time scale compared to the TSS, which turns
out to be the origin of many surprising phenomena in
the DHS, as already mentioned. To explain this more
precisely, we may consider an autocorrelation function
such as

G*(t) = TrlpocSa(H)Sd] (6)

For it to have a well-defined N — oo limit, we must nor-
malize the all-to-all Hamiltonian differently, by using the
DHS collective variables [40] and effective Planck con-
stant Aipygs [compare to (1)]:

H = VNh({Sa}). (7)

The same can be said about OTOCs, provided we adopt
an appropriate definition adapted to the DHS, see Sec-
tion IV A below. In what follows, we shall refer to the
normalization of (1) the 1/N normalization and (7) the
1/ v/N normalization.

The issue of normalization is not a formality, but has a
tangible physical consequence: the terms in the Hamilto-
nian that are nonlinear in S¢ lead to a dynamics that is
parametrically faster in the T'SS than in the DHS. Let us
preview how this is responsible for the super-exponential
OTOC growth (see Section IV). The OTOC in the DHS
admits a phase-space representation. The phase space
is R? in the thermodynamic limit, parametrized by the
DHS collective variables S,. In a finite system, the
phase space is cut off and becomes a ball whose bound-
ary sphere is the classical phase space of the TSS (see
Figure 1 for a sketch). Thus, as one moves away from
the origin and towards the TSS, the dynamics becomes
faster. As we shall see, this faster dynamics dominates
the OTOC and makes it grow super-exponentially in
paradigmatic all-to-all models.

redInterestingly, despite the super-exponential OTOC
growth, the all-to-all models in the DHS are not fast
scramblers. Indeed, we computed the OTOC with an ex-
act numerical method that allows to access large finite
systems (up to N ~ 100). As a result, we find that the
super-exponential growth ends precociously, and is re-

placed by a slower power-law growth until the final sat-
uration. The saturation time tg scales as a power law
of N (whereas by definition [41], a fast scrambler has
ts ~ InN). This is an unusual finite-size effect, which
awaits an analytic understanding; see however a heuristic
discussion in Section IV D.

A similar mechanism is behind the explosive growth
of K-complexity, which is a measure of operator growth
proposed by some of us [36]. It is simpler than the OTOC
in that it only requires the knowledge of the autocorre-
lation function. In the DHS, the latter also has a phase
space representation (Section ITT A). The acceleration of
the dynamics away from the phase space origin gives rise
to an anomalously fat tail in the spectral density, which
leads to the fast K-complexity growth [42-44]. In fact,
a closely related result (in terms of Lanczos coefficients
obtained with the recursion method) was first observed
in Ref. [40], in the context of classical all-to-all XYZ
model. Here, we will explain their observation, extend
it to quantum models, and interpret the result in terms
of K-complexity growth (Section IIIB and III C).

The last part (Section V) of this work is devoted to the
entanglement growth following a quantum quench from
a DHS product state. We were particularly motivated by
the relation between scrambling/chaos and entanglement
entropy growth [45-47]. In semiclassical systems, such
a relation was put forward by Zurek and Paz [48, 49],
and has since been rather well established, see e.g., [50—
52]. Roughly speaking, the entanglement growth rate
is given by the sum of positive Lyapunov exponents (of
the linearized dynamics around the classical trajectory),
which also govern the OTOC growth [20]. Does such a
relation exist in the DHS, so that the super-exponential
OTOC growth gives rise to a super-linear entanglement
growth?

To address this question, we consider a quantum
quench starting from a product state

N

[wo) = [T Isy) (8)

Jj=1

where {s;}7, is a set of distinct spin-1/2 states forming



a smooth distribution on the Bloch sphere (as N — c0)
whose center of mass is at the origin, 37 s; = 0. We shall
show that such a state is in the DHS, by the definition (3).
In fact, it is similar to the DHS infinite-temperature state
Poo 1n that the DHS collective spins have also Gaussian
statistics. Thus, the OTOC will have a similar super-
exponential growth.

However, the dynamics of entanglement appears to be
completely unrelated to OTOC. First, they have distinct
time scales: to obtain a well-defined N — oo limit of the
bipartite entanglement entropy growth, the 1/N normal-
ization of the Hamiltonian (1) [not the 1/v/N one (7)!]
is the appropriate one to obtain a large NV limit. We will
show this and calculate exactly the (Renyi) entanglement
entropy in the large N limit, as the semiclassical expan-
sion (one-loop determinant) of a path integral. The semi-
classical picture that emerges is unrelated with the phase
space picture of the OTOC. In particular, it predicts a
logarithmic entanglement entropy growth in situations
where the OTOC grow super-exponentially. Finally, we
find numerically that the entanglement growth saturates
at O(InN), not a volume law. We conclude that the
DHS state (8) resembles a TSS state in many regards.
This suggests the existence of a “depth hierarchy” in the
Hilbert space of which we have merely scratched the sur-
face.

The main results of this work are summarized in Ta-
ble I, where we also provide the relevant sections.

III. AUTOCORRELATION FUNCTION AND
K-COMPLEXITY

In order to study the growth of K-complexity in the
DHS, we first develop a phase space representation of
the autocorrelation function (Section IITA). (This rep-
resentation will also be useful for the study of OTOCs
in Section IV). Section IIIB reviews the basics of K-
complexity needed to appreciate the new results in the
DHS, reported in Section III C.

A. Phase space representation of the
autocorrelation function

We consider the autocorrelation function (6) in an all-
to-all model with the 1/4/N normalization, extending
Ref. [40] which focused on classical all-to-all models. Al-
though they considered the specific example of the Euler
top (see below), a main result of Ref. [40] can be stated
for general quantum spin models as follows:

Phase space representation of G%(¢). In the large N
limit, the autocorrelation function G%(t) as defined in (6)
admits a phase space representation:

lim G%(t) = (sa(t)Sa) - (9)

N—o0

Here, {s, : a = z,y, z} are classical variables, and ([...])

denotes a phase space average

/ Fs D T2 -2 (10)

fla) o

Finally, s,(t) is a function of {s,} determined by the
equation of motions:

5a(t) = {sa(t), h}pB., 5a(0) = 84 . (11)

where {-,-}pp. is the SU(2) Poisson bracket, with e.g.
{Sz,8y}p.B. = 5., and where h = h({s,}) is the same as
in (7). For example, the Euler top (also known as the
XYZ model) has the Hamiltonian

N
i= g(stwSx + T8y Sy + J:8:8:).  (12)

Then h =
are

13", Jus?, and the equation of motions (11)

Sy = (Jy — J2)s28y, (13)
and its cyclic permutations.

We can show the proposition (9) by a rather standard
semiclassical argument. This consists of two independent
observations, which will be useful in Section IV below.
Let us review them in turn.

First, time evolution of the operators is classical. This
is because the collective variables S, satisfy an SU(2)
commutator algebra with a small effective Planck con-
stant (5), i.e., they almost commute. Thus, in the
N — oo limit, we have the familiar quantum-classical
correspondence: operators become classical functions on
the phase space, S, — s,, and commutators become
Poisson brackets [-, -] — thApus{-, - }p.5.. When consider-
ing time evolution, the effective Planck constant is can-
celled by the v/N factor in (7), giving rise to (11). All
this is similar to the SU(2) algebra of the TSS collective
variables, where the effective Planck constant is 1/5.

Second, Eq. (10) means that the average over the
infinite-temperature ensemble p,, corresponds, as N —
00, to a phase space average over R? in which the S,’s
behave as independent Gaussian variables with vanish-
ing mean and standard deviation 1/2. To see this, one
may compute the generating function and show that (see
Appendix F)

M ({uq}) := Tr[poo Hexp(uaSa)] = He"i/s ,  (14)

which characterizes the Gaussian distribution we just de-
scribed. The integration measure [], e~2%ds, /\/7/2 of
(10) is the probability density function of this distribu-
tion.

Combining the two observations, we may derive the
claim (9) immediately. In the rest of the section, we will
use (9) to study K-complexity growth in the DHS.



B. Krylov complexity: generality

Let us briefly review the general K-complexity ap-
proach to many-body quantum chaos [36] before applying
it to the DHS of all-to-all systems in the next subsection.
The general idea is the following. Given the data of (i)
a Hamiltonian H, (ii) an Hermitian operator O, and (iii)
an inner product on the operator space, which we shall
take to be the infinite-temperature one:

(A|B) := Tr[ps AT B], (15)

one may apply the Gram-Schmidt procedure to the se-
quence of operators {O,[H,O],[H,[H,O]l],...,} gener-
ated in the Heisenberg time evolution of O under H. The
resulting orthonormal sequence {O,,}52, has the inter-
esting property of tri-diagonalizing the action of [H,- - -]
(known as the Liouvillian). Namely, there exists a set of
positive Lanczos coefficients {b,,}52 ; such that

[H, On] = bn+10n+1 +6,0p-1,n=0,1,2,..., (16)

where O_; = 0 and by = 0 by convention. In fact, both
b, and O, can be found by the well-known Lanczos al-
gorithm (which is an optimization of the Gram-Schmidt
procedure). Physically, we may interpret (16) as map-
ping the time evolution of O(t) in the space of many-body
operators to a single-particle quantum mechanics prob-
lem on a semi-infinite chain. The wave-function, defined
as the expansion of O(t) in the basis {O,}

on(t) = i"(On|O(1)) (17)

satisfies a Schrodinger equation:

Pn(t) = bppn—1 — bnr1Pni1- (18)

In terms of the quantum mechanics problem, the auto-
correlation G(¢) is simply the amplitude of the particle
returning to the origin after time ¢: this is the basis of
the recursion method, a well-established tool in linear re-
sponse calculations [43] (see [53] for a recent application).
Meanwhile, as advocated in [36], to make connection with
quantum chaos, one should rather focus on the spreading
of the wavefunction along the semi-infinite chain. Indeed,
the K-complexity is defined as the expected position of
the operator-wavefunction:

K(t) =) nlea(®). (19)

n

Since the operators O,, are more non-local in general,
K (t) is a measure of complexity growth of O(t). It is
closely related to OTOC and operator size, especially in
SYK models [36, 54].

Although related to OTOCs, K (t) is completely deter-
mined by the two-point function G(t), through its Fourier
transform (the spectral function p(w)), and the Lanczos
coefficients. In particular, some of us conjectured that
in generic chaotic systems, the spectral function has an

exponential tail, the Lanczos coeflicients grow linearly
in n, and the K-complexity increases exponentially in
t [36, 55]:

plw) ~elWl/wo T ~an K(t) ~ et (20)

The latter growth rate can be quantitatively compared
to the OTOC Lyapunov exponent in SYK models.

C. K-complexity explosion in the DHS

Although the universal operator growth hypothesis
summarized in (20) was observed to hold in a broad va-
riety of systems, it is not expected to apply to all-to-all
models with the 1/v/N normalization. Indeed, the oper-
ator growth hypothesis assumes an extensive many-body
bandwidth, which is not the case under the 1/ V/N nor-
malization since the ground state (or highest state) en-
ergy is super-extensive due to states in the TSS!. For
example, the energy of TSS states scales as ~ N3/2 in
a quadratic Hamiltonian like the Euler top. Thanks
to a super-extensive bandwidth, the spectral function
can have a fatter-than-exponential tail, which means the
Lanczos coefficients b,, can grow faster than linearly,
and that the K-complexity K(t) can grow faster than
exponentially. This is indeed observed numerically in
Ref. [40], in which the authors reported

plw) ~ e~ (@l/w0)® gy - p3/2 (21)
for the Euler top with generic (unequal) couplings.

We now provide an analytical explanation for (21). To
do this, recall from [40] that the total classical spin ), s2
is conserved by the classical dynamics (11). Therefore,
the phase space average (9) can be decomposed as an
integral over 7:

G*(t)=C /0 h (sa(t)sa), e 2 12dr (22)

where the N — oo limit is tacitly assumed, C' = 84/2/7
is an unimportant constant and ([. .. ]),. is a phase average
like (10), except that it is on a sphere of radius r (with
area normalized to 1):

Ul = o [ fsah @)

Similarly, we have for the spectral function

p(w) = C/pr(w)e_2’"2r2dr (24)

where p,(w) is the Fourier transform of (s4(t)sq4),. Now,
the key observation is that (s,(t)s.), and p,(w) are re-
spectively the autocorrelation and spectral function of

1 Unless the Hamiltonian is linear in S



the Euler top model in the TSS infinite-temperature
ensemble, with rescaled couplings J, — rJ,. Adapt-
ing phase-space methods in [37], one may show that
pr—1(w) ~ e~ l¥l/«o "in agreement with the general con-
jecture (20). Thus, we have p,(w) ~ e~ |¥l/70 /1 by time
rescaling. Plugging this into (24) and taking a saddle
point approximation for large w, we have

2/3
)

p(w) ~ /eflwl/(rwo)f%z?adr o e—cr(lw]/ew0) (25)

where ¢; = 3/ 21/3 and where we omitted subleading,
power-law in w, terms. This is exactly the spectral
function tail of (21). Then, the Lanczos coefficients
asymptotics in (21) follows from a known general dictio-
nary [43, 56] (see Appendix A.)

The upshot of the analysis is that, the anomalously fat
tail in the spectral function results from contributions
of large r, where the dynamics is faster. This mech-
anism applies qualitatively to generic all-to-all models
with 1/ v/N normalization, while the precise exponent of
|w|/wo and that of n in (21) are model dependent. To
illustrate, let us consider another paradigmatic example,
the Lipkin-Meshkov-Glick (LMG) model [57]:

H=+vVN (sw + ‘;szsz> . (26)

Unlike the Euler top, the LMG Hamiltonian is not a ho-
mogeneous polynomial of S,. So, while (24) still applies,
the TSS classical dynamics with different r’s are not re-
lated by a simple time rescaling. However, we can still
show that p,.(w) ~ e 1“l/«0(") with wy(r) ~ r/Inr for
large 7, using the exact result of [37] (see Appendix B).
Thus, (21) also holds for the LMG model, up to a log-
correction:

b, ~ — (LMG). (27)
We tested this prediction numerically, see Figure 2. In
general, we expect that a k-local all-to-all Hamiltonian
(i.e., a degree-k polynomial of S,’s) leads to the following;:

k41
2

2
p(w) ~ exp(—c(|w|/wo) *T) , br ~ 1 (28)

The consequence of a super-linear growth of b,, on the
K-complexity is rather explosive: formally, K (t) diverges
to +oco in finite time. Indeed, the continuum limit of

(18),
(at + 2bn6n)<p =0, (29)

has characteristic curves n = (t — t,)~*/(@=Y for any
super-linear growth b, ~ n® a > 1. This implies that
a nonzero weight of the wavefunction is transported to
n — oo, and thus K(t) — oo, as t — t. for some finite
te.

The finite-time explosion of the K-complexity may
seem non-physical. Indeed, it is an artefact of the

150 A N
11 o
An3/? 16
125'5 n(nB) % - 32
S
1004~ - 64
. - 128
= 751 - o
50 1
25 1
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n
FIG. 2. Lanzcos coefficients b, of the operator S, =

N-Y237.87 in the LMG model H = .5 +
Nfl/zjzjk S3S;/2 (26) with J = 1, and with respect to
the infinite-temperature ensemble po.. Main. we plot b,, for
a few system sizes, as well as in the thermodynamic limit. The
latter is fitted by the prediction b, = An3/?/In(nB) (27); the
fit parameters are A = 0.95 and B = 27.2. Inset. Data of
different finite system sizes are collapsed by plotting b,/bn
against n/N. This confirms that the growth of b, saturates
at Neat ~ N (30).

N — oo limit. For a system with finite (but large) N,
we claim that the growth of the Lanczos coefficients as
in (21) saturates in the following way:

b, ~ {”
Nll

for a generic k-local Hamiltonian; in Figure 2 (inset), we
showcase this behavior using the LMG model. The sat-
uration of the b, regularizes the finite-time divergence
of the K-complexity. Instead, the latter takes a O(1)
amount of time (as N — 00) to reach ~ ng,, and then
increases linearly with velocity ~ N® until reaching the
end of the Krylov space. One simple way to understand
the saturation scale of (30) is the following: the oper-
ators O,, generated by n iterations of the Liouvillian is
almost [kn + O(1)]-body, if the Hamiltonian is k-local.
Therefore, the operator starts to fill a significant portion
of the available space only as n ~ N. Alternatively, one
may recall that b,, is bounded by the norm of the Liouvil-
lian, which is in turn bounded by the bandwidth of the
many-body energy spectrum, which scales as N.

To summarize this section, we revisited the work of
Miiller and Liu [40], which revealed for the first time (to
our knowledge) peculiar features of quantum dynamics
in the DHS. We explained analytically their numerical
observation, and interpreted it in terms of an explosive
growth of the K-complexity. Such a behavior, forbidden
in “usual” systems, is a first manifestation of the weird-
ness of the DHS. Similarly strange behavior appears for
OTOCs, another measure of operator growth, as we shall
see next.

n < Ngap. ~ N, _k+1

) @ 9 (30)

n Z Ngat. »



IV. SCRAMBLING IN THE DEEP HILBERT
SPACE

A. Out-of-time ordered correlators: TSS vs DHS

In this section, we study the growth of OTOCs in the
DHS of all-to-all models. More precisely, we will consider
squared commutators of the following form:

ZTr (p[O(t), S§1[O(t), S41T) ,  (31)

where O is a function of the collective variables:

O = f({Sa})- (32)

The sum over a and the factor 1/2 are included in order to

streamline the connection with operator size, see below.
Before proceeding any further, it is useful to compare

(31) with OTOCs in TSS, which are of a distinct form:

Zﬁ

Here, O is a function of S,, and p is a density matrix
whose eigenstates all belong in the TSS. For example,
it can be the infinite-temperature state of the TSS, (i.e.
Prgs/(2S + 1) with Prgg the projector onto the TSS),
or a pure coherent state (|s)(s|)®". However, the most
crucial feature of Crgg(t) is that it involves only collec-
tive variables. Therefore, in the large-N limit, it lends
itself readily to a semiclassical analysis, which is by now
well-understood. As a result, one finds that classical
chaos [34, 58, 59] or local instability [60-66] can result in
an exponential growth Crgs(t) ~ e*:* which saturates
at the Ehrenfest time tg ~ )\zl In N due to interference
effects [67].

By contrast, the DHS OTOC (31) involves single-site
operators S¢ individually, not inside a collective variable.
Indeed, the sum over sites in (31) is outside the trace; due
to the equivalence between sites, one may well replace it
by a factor N:

Crss(t SJJ[O(t),8.]") . (33)

t),571[0(), S71T) . (34)

ZTr poo

Therefore, naively, a semiclassical analysis similar to that
applied to the autocorrelation (see Section IITA) does
not apply here. We shall see however in the next section
that it is possible to write a phase space representation
for (31). In order to do that, we shall recall a standard
way of looking at (31), that is, as measuring operator
size. Indeed, writing O(t) as a linear combination of Pauli
strings (here of = 2S¢ are local Pauli operators)

al,...,u,S o as
=2 > Z Gl of, (39)
s j1<-<js ai,.

where s is the Pauli string length, one may check that

Ct) = sl (36)

,,,,,

In other words, the OTOC C(t) measures the average
size of the Pauli strings contained in O(t). This makes
it a bona fide measure of quantum information scram-
bling. By colloquial definition, the information carried by
O(t) is scrambled if O(t) is dominated by highly many-
body operators, that is, if it has large operator size. The
operator-size interpretation of OTOCs is well-known, es-
pecially in the SYK context [68-70], and is related to a
number of interesting notions such as teleportation and
size winding [71-73].

Superficially, the DHS OTOC defined in (31) or (34)
seems different from the standard definition

Te(p[S7(1), S5117 (¢), S717) , (37)

namely, our operator under evolution O is a sum over
local terms, while here S7 is a single term. This is how-
ever a minor difference. Indeed, with a uniform all-to-all
Hamiltonian, S;(t) will be a function of the collective
spin variables S, and local spin operators acting on site
1. More precisely, in the large N limit, one can show that
(see Appendix C)

Z Szb aSbf({Sa}’t) (38)

b=a,y,2

where f(t) evolves under the classical dynamics d;f =
{f, h}p . with initial condition f(t = 0) = s,. Now, in-
tuitively, the OTOC /operator size growth is dominated
by the collective variables; the factors Sf can change the
operator size by at most one, so has a minor effect. As we
shall show below, the growth of the OTOC (31) is essen-
tially equivalent to f(t) becoming a fast-varying function
on the phase space. When that happens, its derivatives
0s, f will be fast-varying as well. Hence, our approach
below can be readily adopted to the OTOC (37) (at the
price of becoming more cumbersome), which will have
the same qualitative behavior as (31), modulo a 1/N
prefactor. In what follows, we shall focus on the OTOC
definition (31) for clarity.

B. Phase space representation of OTOC

We now derive a phase space representation of the
OTOC (31), see (50) below, starting from the operator-
size formulation we just obtained. The result will be rem-
iniscent of the phase-space representation of the OTOC
in the TSS, see (51) below.

To do this, it is helpful to fully embrace the formal-
ism of “operator quantum mechanics”: i.e., we view the
operator |O(t)) as a state living in the Hilbert space en-
dowed with the inner product (15). Then the OTOC can
be written as the expectation with respect to a super-
operator (Q measuring operator size:

C(t) = (0()[QIO(?)) , (39)
Qlof! .. .of) == sloft...0f). (40)

s



Since the Pauli strings form an orthonormal basis of the
operator Hilbert space, (40) defines the super-operator
completely. Now, |O(¢)) lives in the space of symmetric
operators (invariant under site permutations). An or-
thonormal basis of this subspace are thus made of sym-
metrized sums of Pauli strings. They are specified by the
numbers ¢, m,n of each type of Pauli’s ({ +m +n < N),
and defined as follows:

1€, m,n) (41)
_1
N 2
— x x Yy Y z z
'_<€mn E oy, 0,08 .0f of ok )
) ) . .
i< <ig
J1<<jm
k1< on

where the sum Y_* is over indices such that {iy,... i},
{1,y Jm}, {k1,...,kn} are mutually disjoint. There
are thus (Z fr\f n) terms, hence the normalization factor.

By definition, |¢,m,n) has fixed operator size, so
Qtm,n) = (C+m+nlemn).  (42)

Next, we express [¢,m,n) in terms of the collective
variables S,. Note that, |¢,m,n) are in general not pro-
portional to SfESZ“SQ. For example, we can check explic-

itly that S2 = %|0,0,0) + %D,0,0). In finite systems,
the relation between |£,m,n) and S, is rather involved.
However, in the large N limit, we have a simple result:

6, m,m) V2 xe(S0)xm (Sy)xm(S2)  (43)

where x,(x) are Hermite polynomials which we define as
satisfying the following orthonormal relations:

/ m(x)m(x)ewzfﬂ . (44)

Eq. (43) is shown in Appendices D and E. The gist of
the proof can be understood by considering the opera-
tors |¢,0,0). They can be obtained by applying Gram-
Schmidt to the sequence (S%), since S’ is a linear com-
bination of |¢,0,0), as well as |[¢/,0,0) with ¢ < {. Now,
recall that in the N — oo limit, S, behaves as a centered
Gaussian of variance 1/4, so that

USlo(S2) = [ Taatore

Comparing to (44), we see that the Gram-Schmidt pro-
cess will yield nothing but the Hermite polynomials of
S., and hence |£,0,0) = x¢(S;). It remains to make sure
that the “interference” between different Pauli species is
vanishing at large N, as we do in Appendices D and E.
As a consequence of (42) and (43), we can express the
action of Q as a differential operator acting on the clas-
sical variables {s,}. This is possible thanks to the dif-
ferential equation satisfied by the Hermite polynomials,
which is equivalent to the time-independent Shrodinger

equation satisfied by the energy eigen-wavefunctions of
the harmonic oscillator (see Appendix E):

(—02/4 4 202) xn(x) = nixn (). (45)

Combining with (42), we obtain

Qlg({sa})) = Dg), D= (=02 /4 +s40s,),  (46)

a

for any function g. Equipped with this phase-space rep-
resentation of the super-operator QQ, we are ready to eval-
uate the OTOC (39). Using the definition of the inner
product (15) and the phase-space representation of the
ensemble average (10), we have

c=c [ fopro][e s, @D

where C' = (7/2)7%/2, and f(t) = f({sa(t)}) with s.(t)
being the time-evolved classical variables according to
(11). We can bring (47) to a more pleasant form by
defining

f(t) = ft)e™ (48)

(recall r* = Y~ s2), in terms of which

c(t) = C/f(t)(—A/4+r2)f(t)dsa. (49)

Now, the term proportional to 72 is time-independent,
since both r? and the phase space volume are conserved
by the classical dynamics (11). We can therefore write

C(t) :Cl/\Vf(t)\2dsa+C2, (50)

where Cy = C/4 and Cy = C [, f(0)?r? are both time-
independent constants. Eq. (50) is the advocated phase-
space representation of the deep Hilbert space OTOC,
and the main result of this section. It shows that the DHS
OTOC measures the L? squared norm of the gradient of
the time-evolved operator, represented as a function of
phase space. Thus, it is very similar to the phase space
representation of the OTOC in the T'SS. The latter, in the
infinite-temperature ensemble of the TSS for example, is
an integral on the two-sphere S? = {3~ s2 =1}

Cass(t)x [ 1VFOF. 61)

where f(t) is the time-evolved operator O(t) represented
as a function of phase space.

Tt is now useful to contrast the DHS OTOC (50) with
the TSS OTOC (51). In both cases, the gradient’s
squared norm probes the sensibility of the classical tra-
jectories to an initial perturbation. The only difference is
that the phase space is R? in the DHS case, and the two-
sphere in the TSS case. This difference has significant
consequences, as we shall see next.



C. Super-exponential scrambling

We now apply the phase-space representation (50) to
show that the deep Hilbert space OTOC can grow super-
exponentially. For the sake of concreteness, we will fo-
cus again on the LMG model (26). The scrambling of
this model (as well as its kicked variants) has been well
studied in the TSS. In particular, it is an example of
“saddle-dominated” scrambling [62]: the OTOC grows
exponentially solely due to a saddle point in the phase
space.

The DHS OTOC growth is also saddle-dominated, be-
cause it has a similar phase space representation (50).
More concretely, the classical dynamics (11) given by the
LMG Hamiltonian (26), h = s, + Js2/2, is such that
the point (sg,sy,s.) = (r,0,0) is a fixed point. The lin-
earized dynamics around it is

S.y:(lfjr)szWL-”75.z:75y' (52)

Therefore, for all » > 1/J, we have a saddle point, with
the following instability exponent:

A =VJr—1. (53)

More precisely, §; = A\psy + ... with sy = A\ ts, + s..
Now we can adopt the “saddle-dominated scrambling”
argument [62] to estimate the DHS OTOC. The lin-
earized dynamics s (t) = e**s, is a good approxima-
tion of the true dynamics provided we start close enough
to the saddle, i.e., in the region

N = {Jse] <8 |s | <832 =r2r > 117}

(where s_ and sy form a local coordinate system of a
neighborhood of (r,0,0) of the sphere of radius 7). Then
the OTOC is dominated by this region of the phase space,
and we have

C(t) ~ /N V)P

o 2
- / o~ Arto2Ant =207 .
1/J

~ exp(ct?), a = 1 (LMG). (54)

3
In the second line, we wrote the three-dimensional inte-
gral as one over the radii. The factor e=** comes from
the exponentially small width of A/ at radius 7, and the
e?*rt comes from the gradient squared applied to the fast
changing function s, (t) = e* s, ; finally we performed a
saddle point approximation of the r-integral (c = 2.J 3).
This is the promised main result of this section: the deep
Hilbert space OTOC grows super-exponentially. As we
can see from the above analysis, the parametrically fast
dynamics at large r is the origin of this anomaly, in a way
similar to the explosive growth of the K-complexity. We
should note that super-exponential OTOC growth has

been reported in a kicked non-linear Schrodinger system,
due to a different, non-equilibrium mechanism [74].

The exponent 4/3 in (54) is specific to the LMG model.
Yet, the above method can be readily adapted to find the
exponent of other models. For example, the Euler top
with unequal couplings has saddle points ? with A\, = wr,
and therefore

C(t) N/ ewrt—2r2dr
0

~exp(ct®), a=2 (Euler top) (55)

A few remarks are in order. The super-exponential
OTOC growth does not require saddle-dominated scram-
bling (we considered such examples for simplicity). In
fact, kicked/Floquet variants of LMG or Euler tops can
display genuine classical chaos. In that case, we expect
the Lyapunov exponent to increase as a power law of
r (r is still conserved by the classical dynamics), so the
OTOC will grow super-exponentially as well if it is chaos-
dominated.

The super-exponential growth of OTOCs is consistent
with the bound [36] relating K-complexity and OTOC
growth: as we just saw, the K-complexity grows qual-
itatively faster (explosively) in all-to-all systems in the
DHS. Thus, these systems are far from saturating the “K-
complexity > OTOC” bound 3, unlike the SYK models
(in the ¢ — oo limit).

Finally let us point out that in a k-local all-to-all sys-
tem with & > 2, the analogue of the r-integral of (55)
may have an integrand ~ e t=2" that diverges at
r — o0o. This may result in a formally explosive OTOC
growth which would only be regularized by finite N. We
shall refrain from pursuing this possibility in the present
work; as we shall see, the finite N effect is already quite
involved for k = 2.

D. Finite N: pre-saturation and slow scrambling

In a finite system, the operator size cannot exceed the
system size N, so the OTOC that measures it cannot
grow indefinitely and must saturate. This saturation
is usually characterized by a time scale tg (sometimes
known as the scrambling time or Ehrenfest time), de-
fined as the moment where the OTOC attains a finite
fraction of its maximal value, C(tg) ~ N. We can how-
ever consider another time scale, t,, the “pre-saturation”

2 The saddle points lie on the axis corresponding to the “mid-
dle” coupling constant; for example, if J, < Jy < J,, then
(0,4£r,0) is a saddle point for any » > 0. In that case,
w= (J’y —Jz)(Jz — Jy)

3 We recall from [36] that the “K-complexity > OTOC” bound
does not directly apply to the OTOC in the TSS (33); one can
only prove a relaxed version thereof. Meanwhile, the DHS OTOC
does rigorously obey the usual bound, since it is a measure of
operator size.
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FIG. 3. Numerical simulation of the DHS OTOC (31) growth
in the Euler top model H = 37, (J.S7Sk + J,S7Sy +
J.S;57)/(2V/N) with J, =0, J, = —1,J. = 1/2. The evolv-
ing operator is O = S, = N~1/2 >-;Sj- See Appendix D
for methods. Main. The time-dependence of the OTOC for
different system sizes N is compared to the super-exponential
growth prediction (55) with ¢ = 0.26 (fit). For each system
size, a range for the estimated pre-saturation time scale t, is
indicated by an orange interval; its extremities are the maxi-
mum of 9 In C(t) and the minimum of 87 In C(t), respectively.
C(t) becomes significantly N-dependent for ¢ 2> t,, invalidat-
ing the semiclassical theory. Inset. The pre-saturation value
C(tp) (the error bar results from the width of the interval) as
a function of N, compared to the power law N~°7% (57).

time, as when the finite-N OTOC deviates significantly
from the large N limit (see caption of Fig. 3 for a precise
definition of ¢,). The “normal” scenario of a finite size
OTOC is one in which ¢, and tg coincide. The value of
the OTOC at ¢, is a nonzero fraction of N (as N — oo):

C(tp) ~ N  (normal scenario) . (56)
In other words, the finite-N OTOC growth coincides with
the N — oo limit until it stops. The normal scenario is

rather ubiquitous, and has been observed in SYK models
as well as in semiclassical settings.

By contrast, the DHS OTOC in finite systems is
anomalous: it violates (56). We show this by exact nu-
merical calculation of C(t) in systems of various sizes (see
Appendix D for methods). In both LMG and Euler top,
it is visible that the finite-N OTOC continues growing
after it deviates from the N — oo limit and becomes
N-dependent. This qualitative observation already indi-
cates that the normal scenario is not taking place in the
DHS.

We now present two pieces of quantitative evidence
to back up this statement. The first is a quantitative
violation of (56) in the Euler top. In this model, the
initial super-exponential growth regime C(t) ~ exp(ct?)
is well established, so that we can identify the time scale
t, and measure C(t,) (see Caption of Figure 3 for the
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FIG. 4. The DHS OTOC (31) with O = 8. = N~'/*3_ 57
in the LMG model H = Y, S7 + N~"/?J 3, 5757 /2 with
J = 1. Main. The eventual saturation of the OTOC. We
plot C(t)/N as a function of t/N%?  collapsing the data with
different system sizes, except the initial growth regime. This
confirms the saturation time scaling ts ~ N°® (58). The
intermediate-time growth is compared to the power law ¢!,
predicted by (59) (with b = 0.75). Inset. The same data
plotted without rescaling, and restricted to ¢t < 10. The initial
fast growth is consistent with the prediction (54) with a fitted
constant ¢ = 0.16.

practical method to do this). As a result, we find that
C(ty)/N ~ N7 b=0.75, (57)

in contradiction with the normal scenario (56). As shown
below, we obtained a result compatible with (57) for the
LMG model as well.

Next, we measure directly the scrambling time tg in
the LMG model (with O = S,), and find that it is sur-
prisingly long. The long-time collapse in Figure 4 indi-
cates that

tg ~ NO-3 (58)

We found the same scrambling time scaling for the Euler
top 4. A power-law-in-N scrambling time is incompati-
ble with the normal scenario. Indeed, if the OTOC were
to grow super-exponentially ~ exp(ct®) until C(t) ~ N
according to the normal scenario, the scrambling time
would be tg ~ (InN)Y®, much shorter than we ob-
served (58).

In summary, the numerical results unambiguously rule
out the normal scenario for finite-system OTOC growth
in the DHS. Instead, they indicate the following two-

4 Except for operators whose autocorrelation function decays
slowly, such as S, when J. is the minimal/maximal coupling.
We observed numerically that these operators have a more in-
volved, and slower, OTOC saturation.



stage growth

exp(ct®) t<t, ~ ((1—0)/clnN)'/e
NI=02b <t <tg~ N2 (59)
N t>tg.

Ct) ~

Here we postulated (motivated by simplicity and numer-
ical observation) that the intermediate time regime is de-
scribed by a simple power law. Assuming this, one finds
that the power of ¢ has to be 2b in order to match (57),
(58), and C(tg) ~ N. Indeed, (57) implies that ¢, is pro-
portional to (In N)'/¢, and grows more slowly than any
power law of V. Thus, we may approximate it by 1 when
matching with the intermediate regime, which involves a
much longer time scale (power-law in V). Namely, up to
log corrections, C(t) grows from N'~° to N as t goes from
1 to N2, This fixes the exponent of ¢ to be 2b. (The
value of b itself is not fixed by this argument.) In Fig-
ure 4, we compared the numerical data of the LMG model
with a power law 2 corresponding to b = 0.75 (54), and
find a reasonable agreement.

We speculate that the following mechanism could
be behind the precocious end of the super-exponential
growth regime. Recall that in that regime, the OTOC
can be calculated as an integral over the phase space ra-
dial coordinate [see (54) and (55) above]:

C(t) ~ / e~ Ay (60)

This integral is dominated by the neighborhood of a sad-
dle point r, that depends on ¢ but not on N. Now,
here is the crucial heuristic input: the phase space
spheres with radius ~ 7, correspond to a quantum spin
s = V/Nr, < N, so we expect the OTOC contribution
from r ~ 7, to be < N as well. Since the total OTOC
is dominated by that region, this explains qualitatively
why the N — oo prediction fails when the OTOC is still
< N. Quantitatively, our numerical data suggests that
the r ~ 7, contribution saturates at N'=% = N0-25 (57)
in both Euler top and LMG models. To predict the value
of the exponent would require a proper understanding of
the quantization (finite-N effect) of the DHS phase space.
This is also necessary to describe theoretically the inter-
mediate time regime, and is left to future work.

To conclude our study on scrambling in the deep
Hilbert space, let us emphasize the following: despite the
super-exponential initial OTOC growth, all-to-all mod-
els in the deep Hilbert space are not super-fast scram-
blers. In fact they do not even qualify as “regular” fast
scramblers, where by definition ¢tg ~ In IV, despite their
super-extensive many-body spectrum [75].

V. SLOW ENTANGLEMENT GROWTH IN THE
DHS

In this section, we consider the entanglement growth
in a quantum quench from a product state in the DHS.
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This is a quite different quantity compared to those we
studied so far, which are all essentially few point corre-
lations in the infinite-temperature ensemble. So we will
follow a different theoretical approach (in Sections VB
through V D), which we preview here. Using the replica
trick and a Hubbard-Stratonovich decoupling, we shall
write the the n-th Renyi entanglement entropy as a path
integral representation with an action proportional to V.
We will contrast the case of an initial product state in the
TSS with the case of an initial product state in the DHS,
and it will become clear why the 1/N normalization (1)
is the correct one for computing entanglement entropy
in both cases. We then evaluate the path integral using
the Gaussian/semi-classical approximation, which is con-
trolled by large N. This will be done by reverse engineer-
ing an effective free boson system that gives rise to the
same path integral (up to quadratic approximation). For
a TSS initial condition, the fictitious free boson system
can be chosen to describe exactly the linearized dynam-
ics along the classical phase-space trajectory, connecting
our approach to the established ones in the literature [29—
31, 76]. In particular, exponential instabilities give rise
to linear-in-time entanglement entropy growth. On the
other hand, DHS initial conditions typically lead to ef-
fective bosonic systems with only algebraic instabilities.
As a result, we have a slow, logarithmic-in-time growth
of entanglement entropy.

A. Product state in the DHS

Before studying entanglement, we shall characterize
the initial state of our quench setup, which is a prod-
uct state:

N

o) =[] Isy)- (61)

j=1

Here, |s;) is a spin-1/2 corresponding to the pointer s; €
S? on the Bloch sphere, such that

(s|25%|s) = 54 (62)

(|s;) is defined up to a phase, bur the phase ambiguity
will not affect the entanglement entropy). To have a well-
defined N — oo limit, we require that the set of pointers
{s;}iL, tends to alimiting distribution P(s) on the Bloch
sphere:

1 N
NZ5(S —s;) — P(s). (63)

We shall consider two types of initial conditions. The
first is those in the TSS, for which all s; = s are equal;
in that case the distribution is a delta peak. This case
has been well studied in the literature and we will cover
it as a “control group”.



The second type is those in the DHS, for which P(s)
is a smooth distribution, i.e., not a discrete set of delta
peaks, whose centre of mass is at the origin:

N

> s;=0 (DHS). (64)

Jj=1

Examples include the uniform distribution on the Bloch
sphere, and that on a great circle thereof. We should
note that this product state is somewhat atypical within
the DHS since a typical state in the DHS would be Haar-
random and thus have volume law entanglement (with
respect to any bipartition). However, our product state
does indeed lie in the DHS according to our earlier defini-
tion based on the expectation value of collective variables
(3), as we now show:

Proposition. With respect to the state (61) under the
condition (64), the DHS collective spins S, behave as
Gaussian variables with vanishing mean and the following
covariance:

oo 1 .
(WolSaSy[Wo) "= T (0w —5a5),  (69)
where here and below,
f(s) == [ P(s)f(s)ds (66)

S2

denotes an average over the distribution P(s).

The above proposition is proved in Appendix F. To
interpret it, recall that S, behave also as Gaussian ran-
dom variables in the infinite-temperature po, of the DHS.
Thus, (65) shows that the quantum fluctuations of S, in
the DHS product state are of the same order of magni-
tude (smaller by a factor of order 1) as their quantum-
statistical fluctuation in p... By contrast, if a product
state defined by (61) violates the condition (64), some of
the DHS collective variables would acquire large expec-
tation values ~ v N , while the TSS ones S, have order
one expectation values. In this sense, the product state
| o) (Ty| satisfying the condition (64) is more similar to
the DHS ensemble p,, than to a T'SS state, and it is rea-
sonable to call it a “DHS product state”. In particular,
an OTOC evaluated on the state |¥) (| (in lieu of poo)
will also grow super-exponentially until pre-saturation,
by the same argument of the previous section.

B. Path integral for entanglement

We consider the bipartite entanglement of the time-
evolved state |¥;) = e | ¥y). More concretely, we
split the spins-1/2’s into two groups {1,...,N} = AUB
of comparable size: |A| = zN,|B| = (1 — x)N, with
z € (0,1) fixed as N — oo. For simplicity, we shall
assume that the distribution {s;,j € A} and {s;,j € B}
tend both to P(s) as N — oo; one could think of the
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bi-partition as being randomly chosen, independently of
s;. Recall that the n-th Renyi entropy S, is defined as °:

1

:lfn

Sn In (Tr[p4]) , (67)
where p 4 is the reduced density of the subsystem A, ps =
Trp|P:)(P;|. The von Neumann entanglement entropy is
given by the n — 1 limit of the Renyi one.

In the rest of this section, we derive an exact path
integral representation of the Renyi entropy for n =
1,2,3,.... For concreteness, we shall focus on the LMG
model, although our method applies to any Hamiltonian
that is at most quadratic in the collective variables S,
e.g. the Euler Top (see Sec. VE). The basic idea is to
apply the Hubbard-Stratonovich decoupling to the in-
finitesimal time evolution operator

pFiHdt _ eq:iS(Sm+JSf/2)dt
— /[«D@]e$i3(7%w2+82¢+$z)dt

_ /[D@]eiiS%Lfdt He:Fi(S;LerSf)dt (68)
J

Here, the integral measure is [Dy] =
(+i27J/(Sdt))~'/2dp and the integral contour of
©’s is suitably chosen so that the Gaussian integral con-
verges. In the third line, we recall that S, = >, 5%/S.
As a result, we get a factorized operator for ffxed .
Applying the same decoupling to all the infinitesimal
time evolution factors involved in the density matrix at
t, we obtain

p= W) (¥ Z/['Dgpi(t)]eis Js 27 (@7 =92 )dt
N
% [T Uy (£.0)1s;) (55U, _(0,1))  (69)
7j=1

where
Uy (u,v) = Te ? Ju Holw)dw (70)

is the time-evolution operator on a single qubit, under a
time-dependent Hamiltonian

Hy(w) = p(w)S* + 57 . (71)

controlled by the field ¢. Note that we have introduced
w4+ and @_ for the evolution of the ket and bra, respec-
tively, which is common practice in (non-equilibrium)
Keldysh field theory [77].

To compute the Renyi entropy, we need n replicas of
p, and contract the ket at site j of the a-th replica with

5 The index n is reserved for the Renyi index and replica number,
so Sy should not be confused with a spin.



the bra of the same replica if j € B, and of the (a + 1)-
th replica otherwise (n +1 = 1). See Figure 5 for an
illustration. This will give rise to a path integral over
replicated fields pq, as follows:

Tr[p%4] :/[Dcpai (t)]eis Jo Za 57 (02 —@2 )dt

X H H F[SDOHrv‘pa*aSj]
jEBa=1
n
X H H F[‘ﬂa-‘rv@(cﬂrl)fvsj} (72)

jeEA a=1

where

F[(er,gD,,S] = <S|U§97

Now, in the large N limit, we can turn the products into
the exponential of N = 25 times an average over the
distribution P(s). Thus, we finally obtain a path integral
representation of Tr[p"] with a large S action:

(0,8)Us (¢, 0)]s) - (73)

Tely] = / DA A= Ag+ A, (74)
where
1/t )
Mgl =55 [ 4 Z A -G W], (1)

'Al [90] = 27’(1 - :L‘)IIIF[QDQ+7 Pa—; S]O

—2izIn Flpat, Pat1)— 8] -

where we recall that = |A|/N is the relative size of the
subsystem A.

Eq. (75) is derived for the LMG model. However, the
method can be adapted to a general Hamiltonian that
is quadratic in S,: it suffices to make the field ¢ multi-
component in order to decouple the quadratic form. For
instance, for the Euler top (see Section VE below), the
path integral will be over the field ¢%,, a = z,y, 2. The
first term of the action (75) will sum over a with J — J,,
and (71) will become ) ¢*S®. A general quadratic form
in &, can be diagonalized and then treated in the same
way. In what follows, we will focus on the LMG case
(75).

Before proceeding, we remark that using the 1/N nor-
malization (1) is crucial to obtain a large S action; had
we used the 1/v/N one (7), the action would have had
a part proportional to S and the other to v/N. This
is the formal way to see that the 1/N normalization is
the correct one to study the entanglement growth from
a product state, both in and away from the TSS.

C. Semiclassical analysis

We now proceed to a semiclassical analysis of the path
integral above, i.e., we approximate the latter as a Gaus-
sian integral over a particular saddle point of the action
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FIG. 5. Hlustration of the path integral contour with replica
number n = 3. The forward contours (o = +, the time u
increases from 0 to t) start from the right, and are connected
to the backward contours (¢ = —, u decreases from ¢ to 0)
which end at the left. In the subsystem A (and not B), a
cyclic permutation is applied when connecting the forward
and backward contours, as indicated by the dashed lines.

(in field-theory jargon we evaluate the path integral up
to one-loop). The semiclassical expansion is controlled in
the large S limit, for fixed ¢. Thus, our analysis aims to
capture the time regime where the entanglement growth
has not yet saturated due to finite S (we will numerically
study the saturation, see below).

1. Classical equation of motion

We start by looking at the classical equation of mo-
tion of (75). We will analyze this under an assumption
(to be justified below; see (85)) — namely, we will evalu-
ate the functional derivative on configurations with equal
components:

Pat = Pa— = ‘Pd- (76)

A consequence of (76) is that functional derivatives of
F (73) are essentially equal to correlation functions on a
Keldysh contour. In particular, one can check that:

61HF[<,0+,<,0_78] — i (S (u
e el MR U

where

()= (s]...]s), S*(u) :=

That is, the first functional derivative is the expectation
value (one-point function) of S#, under the evolution of
H,. Therefore, by (75), the classical equation of motion
reads:

U, (0,u)S*U, (u,0). (78)

e(w)/J = (255 (w), . (79)



This equation has a simple interpretation in terms of
“mean-field” classical spin dynamics. Since H, is lin-
ear in the spins, the evolution of the spin-1/2 is given by
the following classical dynamics of its pointer s on the
Bloch sphere:

OuSa(t) = {8z + 5,0, Sq(u)}p.B. - (80)

Then (79) identifies the classical solution to the average
z-component of the time-evolved pointer distribution:

S

pl(t)) ] = s:(1) (81)

For an initial state in the TSS, the distribution is con-
centrated on a simple pointer s, which evolves under (80).
Combined with (81), we have

$a(t) = {82 + 5.0, 54 (t) }p.B.
= {Sm + JS?/Q, Sa(t)}p_B. ; (82)

that is, the pointer evolves under the classical dynam-
ics (11) given by the LMG Hamiltonian. In particular, if
the initial condition s = (1,0, 0) is the fixed point of the
LMG classical dynamics, the solution has simply

el (t) =0, TSS, s = (1,0,0). (83)

This case will be of interest since the dynamical insta-
bility around the fixed point leads to a linear growth in
entanglement entropy, see below.

For an initial state in the DHS satisfying (64), (80) and
(81) are solved by

el(t)=0 (DHS). (84)

Indeed, this implies that classical Hamiltonian is s,,
which rotates the distribution of the pointers, and keeps
the center of mass at zero.

In all cases, it is straightforward to check that the ac-
tion (75) vanishes at the above classical saddle point:

Alp] = 0. (85)

Indeed, a sufficient condition for this is the assump-
tion (76), which guarantees that In F = 0 and the for-
ward and backward contribution to A cancel each other.
Therefore, to compute the Renyi entropy, we shall inte-
grate over fluctuations around the saddle point (this is
the subject of the next section.) The vanishing of the sad-
dle action ensures that the resulting Renyi entropy will
approach 0 as t — 0, which it should be. It is thus highly
unlikely for other saddle points to contribute, except for
an amount that is exponentially small in N. This jus-
tifies our assumption (76): the classical saddle ¢! with
identical values on all Keldysh folds gives the dominant
contribution to Tr[p”%] in the large N limit for fixed ¢.
Physically, this amounts to saying that the entanglement
entropy growth before its finite N saturation is given
by quantum fluctuations around the classical dynamics,
which, as we see above, is captured by ¢°.
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2. One-loop determinant

We now evaluate the path integral by approximating
the action up to quadratic order in ¢ — . This gives
us a ratio of determinants:

: det(Ho)?
/{Dw]ezSA[w] ~ i‘))f _ (86)

det(H)=

Here, A is the Hessian of the action (75):
52 A

H= . 87
T (0)0902r 12) a
It is a matrix with indices a1 2 =1,...,n, 012 € {+,—}

and t12 € [0,¢] (to simplify notation, we will suppress
these indices in H,Ho and K below). H° is the Hessian
of Ap, and is equal to:

Ho = i;a(tl — £3)0 0100 0.0 - (88)

This is because the integration measure was chosen such
that the path integral of the quadratic part is one, see

(68) above.
To further evaluate (86), we write
det(HO) . —1

H,o is diagonal (88), and simple to invert. Combined with
the definition of the Renyi entropy, we find

(n—1)8, = %lndet (I-1iJK), (90)

where

K= ((1 - $)5017&2 + x501+1,a2)G0102 (t17t2)02 ) (91)

S

02In Flp4, p—, 8]
55001 (t1)6<p02(t2) i+ =¢pc! .

Go—lgz (tl, tg) =2 (92)
Here K is the nontrivial part of the determinant (result-
ing from the entangling interaction), and is essentially
built from the Green function G. Indeed, the latter is an-
other functional derivative of F', whose calculation is sim-
plified when evaluated on configurations with ¢, = ¢_.
We obtain the connected time-ordered two-point correla-
tor (averaged over s),

G0102(t17t2) (93)
=2 ((To,02 57 ()57 (12)), — (5 (), (5 (12)),)

where the time ordering 7,,,, is done on the Keldysh
contour, that is,

To—A(t1)B(t2) = B(t2) A(t1) (94a)
T A(t1)B(ts) = A(t))B(ts) (94b)
T A B(1) = {gggﬁg; ST o)
. A(tl)B(tQ) t1 <12
T-—A(t1)B(t2) = {B(tz)A(tl) ty < 1 (94d)



These correlation functions depend on the classical con-
figuration ¢°!. In general they do not have a simple ex-
pressions. In what follows, we shall focus on a few in-
stances where ¢° = 0, such that explicit calculation can
be done simply. In all cases, we have H, = 5%, so

S%(u) = 5% cos(u) + SY sin(u) . (95)

Then it is straightforward to compute (93) by applying
the time-ordering rules and averaging over s. As a result,
we find

2G4 = c12 +1|812|T — c1¢222 — 5182y — s12UZ  (96a

(96a)
2G__ = c1a — i|s12|T — c1022% — s180y% — 5127Z  (96D)
2G_ 1 = 12 + 1812 — c192% — 515292 — 51272 (96¢)

)

2G+_ = C12 — 1812° — 6162; — 8182? — S12YZ (96d
where we used the shorthand notations ¢19 = cos(t; —t2),
s12 = sin(ty — t2), ¢; = costj, s; = cost;, x,Yy,z =
N N ]S These results hold for any dis-
tribution P(s). Let us specify a few examples that we
will focus on in what follows:

1. For the TSS initial state with the pointer located
at the fixed point s; = (1,0, 0) of the LMG classical
dynamics, we have T =1, 22 = y2 =5z = 0, and
therefore

e’i‘t12‘ eit12

G++ = Gi7 == T7 G7+ = G*+7 = T (97)

where % denotes the complex conjugate.

2. When s is uniformly distributed on the Bloch
sphere, we have T = 0, 22 = y? = %,ﬁ = 0.

So
1
Goyioy(t1,t2) = 3 cos(t12) , (98)

for any o1, 05.

3. Another simple example (that is more convenient
in finite size numerics) is one where s is uniformly
distributed on the great circle with = 0. This is
similar to the previous example, except that 22 =
y? = 3. Thus

1
Goioy(t1,t2) = 1 cos(t12) , (99)

for any o1, 05.

D. Effective Hamiltonian

The determinant expression (90) has an obvious draw-
back: we cannot read off the qualitative entanglement
growth behavior — for example, whether the growth is
linear or logarithmic in t — directly from the kernel K.
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In this section, we shall do this analytically by solv-
ing a “reverse-engineering” problem. That is, we find
a quench setup in a few-body bosonic system with a
quadratic Hamiltonian (which we call the effective Hamil-
tonian) and a Gaussian initial state. We shall apply a
similar field-theoretical treatment as above to the bosonic
Hamiltonian to calculate the Renyi entanglement entropy
of the boson setup in terms of a determinant, and show
that its bipartite entanglement entropy is exactly given
by the RHS of (90), as long as the effective Hamiltonian
is appropriately chosen.

By finding an effective bosonic Hamiltonian, we reduce
the problem to the solved one of calculating entangle-
ment in a free boson model [29, 31]. This is a known in-
stance where a Zurek-Paz type relation holds . Namely,
the asymptotic entanglement growth behavior can be ob-
tained simply from the stability of the linear dynamics,
which is described by a dynamical matrix. When the
latter has eigenvalues (local Lyapunov exponents) with
positive real part, the entanglement grows linearly, with
a rate given by the sum of positive Lyapunov exponents.
When the dynamical matrix is not diagonalizable and has
Jordan blocks (of size larger than 1), there will be loga-
rithmic corrections [19, 31]. These turn out to dominate
the the entanglement growth from the DHS initial states
that we shall consider.

In what follows, we shall first illustrate the method for
example 1 (TSS at a fixed point), as a benchmark. Then
we apply it to the DHS examples 2 and 3, for which the
results are new.

1. TSS (warm-up) example

In the case of the TSS state corresponding to s =
(1,0,0), the effective Hamiltonian can be guessed by the
Holstein—Primakoff transformation, together with some
consideration to account for the bi-partition. As a result,
we propose the following effective Hamiltonian acting on
two degrees of freedom:

J
H = Hoa + Hop + 5 (Vapa + V1 —app)*,  (100)

1 1
Hoa = —=(¢4 + %), Hop = —=(¢% +p%).  (101)

2 2
Here, ga,p4 and gp,pp are two independent canonical
position-momemtum pairs:

[9a,p4]l =i, laB,pB] =i (102)

We also recall that € (0,1) is the relative size of the
subsystem A in the original quench setup. In our effec-
tive problem, the initial state will be the ground state

6 We stress that the reduction of the DHS entanglement calcula-
tion to a free boson model does not imply a Zurek-Paz relation
in the DHS. Because the DHS OTOC growth is not related to
the same free boson model and its Lyapunov exponents.



of —Hypa — Hog. We will consider the evolution of the
Renyi entanglement entropy with respect to the biparti-
tion A Ul B; note that the initial state is factorized:

[Wo) = 10)4]0)5 - (103)

We argue that the Renyi entropy is exactly given by the
determinant (90), supplemented with (91), (96) and (97).
For this, we apply the Hubbard-Stratonovich transform
to the term proportional to J in (100). Following almost
the same steps as before, we may obtain the same path
integral representation (74), except that the interacting
action becomes

Aile] ==Y (0 Falpat: Pa-] + In FalPat: P(at1)-])

a=1
Falp+, -] = (041UZ (0,0)U, (£,0)[04),

Usf(v,u) — Te~t/J Hy (w)dw

1
—5 (a4 + %)+ Vapay, (104)

A _
H@— 5

and similarly with A — B, x — 1 — z. Then, we check
that ¢! = 0 is a classical saddle point of the total action
[this matches (83) above], and evaluate the path integral
by a semiclassical (Gaussian) approximation around it.
Since we are dealing with free bosons, the approximation
is exact. It is not hard to check that (90), (91) are still
correct if we change (93) to

GUle(tlﬂtQ) = <0|7:7102p(t1)p(t2)‘0> 3

where p(u) = pcos(u) 4+ psin(u) evolves under Hy =
—2(q*+p?) (since ¢ = ¢ = 0). An elementary harmonic
oscillator calculation shows that the Green functions ex-
actly coincide with (97). This concludes the demonstra-
tion that the effective Hamiltonian (100) and the initial
state (103) is semiclassically equivalent to the TSS setup
(case 1 in Section V C2).

Equipped with this equivalence, we can readily under-
stand the entanglement growth using known results [29-
31, 76], which states that the entanglement entropy grows
linearly if the quadratic Hamiltonian is dynamically un-
stable, i.e., it is an inverted harmonic oscillator in some
direction. One may check that this is equivalent to J > 1,
i.e., to the fixed point (1,0, 0) being a saddle in the LMG
model. To do this, a useful trick is to consider the rota-
tion

(105)

qc = Vrqa+ V1 —zqp (106)
qp = V1 — 294 — gz (107)

and similarly for p. Then we find that the Hamiltonian
acts on C' and D independently, as follows:

J
H = —Hop — He, He = Hoc — 542 (108)

Namely, the D subsystem is always a trivial oscillator,
and the C-subsystem becomes an inverted oscillator iff
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J > 1. A similar rotation A, B — C, D will be used in
the DHS examples below.

It is worth remarking the structure of the effective
Hamiltonian (100) and (101): it is a sum of Hyp, with two
copies of the same Hamiltonian acting on the two subsys-
tems, and a term coupling them, o< (1/tO4++v/1 — 20p),
where O 4 is an operator whose Green functions under the
time evolution of Hy 4 match G of section V C2.

2. DHS examples

Having illustrated the method in a wellstudied exam-
ple, we come to examples 2 and 3 of section V C2, which
are in the DHS. In fact, their reverse-engineering prob-
lem admits a similar solution to the previous section. The
main difference is that we need two degrees of freedom
per subsystem:

J
H = Hos + Hop + 5(WZOA +v1—-20p)%, (109)

1
Ho= (g +p}— a6 —p3), O = Velg1 + @),

5 (110)

where x will be determined later and where the A or B
index is implicit in the second line. The initial state will
be the ground state of

Gia+Pia+dia+r3a+ (A= B).

Then, following the same steps as in the previous section,
we are brought to calculate the Green function of O (on
the Keldysh contour):

(0]T5,6,0(t1)O(t2)]0) = K cos(ti2) , (111)
independently of oy, 02. This must match (98) and (99)
for example 2 and 3 respectively, fix the value of k

(112)
1/4 Example 3.

{1 /3 Example 2
R =

Now we can analyze the dynamical stability of H using
the same rotation method as above [see (106)-(108)]. The
nontrivial C-subsystem Hamiltonian is

1 K
He= (g +pi — 6 —p3) + —

5 5 (113)

(1 +q2)*.
where we dropped the subscript C on the right hand side.
One can check that, for any xJ, the dynamical matrix as
in

@ 0 10 0 @
d |I'm _|-1+rJ O wJ O D1 (114)
dt | ¢ 0 0 0 -1 q2

2 KkJ 014+xJ O P2

has two Jordan blocks of size 2 with eigenvalues +i. So
there are no Lyapunov exponents with positive real part.



This implies the absence of exponential growth. Yet, the
Jordan blocks implies that the phase space distribution
(associated with the bosonic Gaussian state) is elongated
linearly in ¢ in two independent directions. Therefore we
expect a logarithmic growth of entanglement entropy (see
[29, 31] for detailed explanation):

Sp ~2Int (115)

for both DHS examples. Note that this holds for any
nonzero value of J, regardless of the existence or not of a
saddle point in the TSS phase space. This is in contrast
with the T'SS example, where the saddle point results in
a linear entanglement growth.

It is amusing to remark that our approach reduced the
difference between DHS and TSS initial product states to
an innocent looking modification of the effective Hamilto-
nian [compare (100) and (109)], which however leads to a
qualitative change in the entanglement growth behavior.
Also, the TSS effective Hamiltonian has a physical inter-
pretation: it describes the linearized dynamics around
the semiclassical trajectory. However, we cannot find an
analogous interpretation for the DHS effective Hamilto-
nian (to begin with, there is no semiclassical trajectory).

E. The Euler top

So far we have focused on the LMG model for con-
creteness. However, the approach we used applies to any
Hamiltonian at most quadratic in the collective spin vari-
ables §®. To illustrate, we shall briefly sketch how to
apply the approach to the Euler top, H = S, J,S2/2,
where J, > 0 for all a. Instead of repeating every step in
detail, we shall highlight the main differences with LMG.

To start, the path integral will involve a field with
three components ¢ — ., a = z,y, z (in addition to the
replica and forward /backward indices), in order to decou-
ple the J,82/2 in the Euler top Hamiltonian. Now, the
Euler top Hamiltonian has no term linear in S,. There-
fore, the decoupled one-site Hamiltonian H, = >, ©4.Sq
vanishes when evaluated at ¢S = 0 (which one checks
is still a classical saddle point). As a consequence, the
Green functions that appear in the determinant are par-
ticularly simple:

2(To10,8°(t1) S (t2)), — (S°(t1)),, (S°(t2)),

1
:i(aab - Sasbs) =:Jab

(116)

for any o1, 09, t1, to. Therefore, the effective Hamilto-
nian will have the form similar to (109). It will act on
three boson modes per half system, with positions and
momenta ¢4 z,p% g, @ = %,y, 2. The initial state is the
ground state of Y (¢%)?+ (p%)?+ (4 — B). To recreate
the covariance matrix g5, we shall find {p,} which are
linear combinations of {p,} such that

(0Papb|0) = gab (117)
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Then the effective Hamiltonian is given by

H=3 (o + VT aph)?. (1)

It follows then that the dynamical matrix [analogue of
(114)] will have 3 Jordan blocks of size 2 eigenvalue 1
(representing 0;G, X Pa, OtDa = 0,, where g, are the
canonical conjugate of p,). As a consequence, we have

Sp ~mlnt (119)

where m is the number of nonzero J,’s. Note that it is
not important whether the J,’s are distinct; in particular,
even if J, are all equal (and nonzero), we still have S,, ~
31lnt, although the dynamics is trivial in every sector
of fixed total spin. This is in stark contrast with the
OTOC, which depends qualitatively on (and only on) the
difference between J,’s. In particular, when J, = J, =
J. # 0, the entanglement entropy grows but no OTOC
does since O(¢) = O has trivial time evolution.

We observe that in all DHS examples considered so far,
the entanglement growth is (at most) logarithmic in time.
We surmise that the logarithmic growth of entanglement
is generic in uniform all-to-all models starting from a
DHS product state. This conjecture will be in more detail
studied elsewhere.

F. Finite N numerics

The semiclassical theory developed so far is exact in
the limit of N — oo with ¢ fixed. However, for finite
N, the (Renyi or von Neumann) entanglement entropy
is bounded, and its growth must thus saturate at a time
parametrically long in N. In this section, we study nu-
merically this saturation process.

For a quench from a TSS initial state, the entangle-
ment entropy is bounded by the log of the T'SS dimen-
sion: S, < In N. Numerical study has observed that this
bound is often asymptotically saturated [31, 67]. The en-
tanglement entropy growth thus follows the semiclassical
prediction, until saturating at a value & In N.

By contrast, for a quench in the DHS, the entangle-
ment entropy is a priori only bounded by the log of the
Hilbert space dimension of the subsystem: S,, < N, and
we would naively expect this bound to be asymptotically
saturated. However, our numerical results indicate the
contrary.

We simulated directly (see Appendix G for methods)
two of the quantum quenches studied above, and com-
puted the n = 2 Renyi entanglement entropy in systems
with V < 26. For the sake of numerical efficiency, we sim-
ulated trotterized (kicked) variants of the Hamiltonians,
see (122) below. The results are shown in Figure 6. As a
check, we compared them to the semiclassical prediction,
calculated as the one-loop determinant (90) discretized
in time. As expected, for fixed ¢, the numerical result
converges to the semiclassical prediction as N increases;
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FIG. 6. Entanglement entropy (Renyi, n = 2, equal

bi-partition) in a quantum quench from a DHS product
state (61), with s1 = sn/241,52 = Snj242,-.. equally spaced
on the great circle {x = 0} of the Bloch sphere (example 3
in Section V C2). The two panels correspond to two Hamil-
tonians. (a) LMG model H = 7,57 + J >, 575:/(2S),
where S = N/2 and J = 2. Note that we need to use
the “1/N normalization” (1). (b) The isotropic Euler top
H = 3% ,57Si/(2S). Main. the finite N numerical data
(obtained from direct simulation) are compared to semiclassi-
cal prediction (obtained from the one-loop determinant (90)
discretized in time), as well as to the asymptotic logarithmic
growth prediction S ~ clnt (115), (119), respectively. For
each N, we measure the saturation value S2 max as the first
local maximum of Sy (indicated by a star). Inset. The N
dependence of S2 max, compared to §In N (120). The simu-
lated time evolution is Trotterized (kicked) with ¢ = 0.5, see
(122) and Appendix G. The semiclassical prediction has the
same time discretization, and should thus match exactly the
Trotterized numerics in the large N limit.

the clnt growths predicted in Section VD are also ob-
served, with the correct pre-factor. We then turn our
interest to the saturation regime, and extracted the sat-
uration value Spax as the first (in time) local maximum
of the the entanglement entropy. We observed in both
cases that

SmaxwglnN,chlnt. (120)
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As a result, the entanglement saturation time scale is

tont ~ N2 . (121)

We simulated the dynamics for longer times and did not
see any further growth beyond ey (in the parlance of
Section IV D, the entanglement growth follows a “normal
scenario”).

The precocious saturation of entanglement growth
from a DHS product state is intriguing, and worth a few
remarks. The saturation does not rely on the absence
of chaos in the (TSS) phase space dynamics. Indeed,
we simulated kicked deformations of the above models;
for LMG for example, the time evolution by dt can be
described by a Floquet unitary

U=ec 2 Sf&tefi% >k SiSkot (122)
As one increases 6t, the TSS phase space dynamics be-
comes (partially) chaotic, yet (120) still holds. In fact,
the field theory method above can be readily adapted to
treat the kicked Hamiltonians. It suffices to replace con-
tinuous time integrals by discrete sums (which is done
in the numerics). The effective free boson Hamiltonian
also becomes the kicked variant (constructed similarly
as that of the original Hamiltonian), and one can check
that the dynamical matrix has an identical Jordan block
structure (with stable eigenvalues) in all cases studied
above. On the other hand, the uniform all-to-all interac-
tion seems crucial to maintaining the low-entanglement.
For example, we observed that adding spatial disorder or
space-time noise (of any nonzero amplitude) to the >, 57
term in (122) makes the entanglement grow eventually to
a volume law.

The main lesson of this section is that the entangle-
ment dynamics from a DHS product state has nothing
to do with that of the OTOCs and autocorrelation func-
tions: they are governed by different time scales, and
have distinct large N descriptions. This is less surprising
than it sounds. The OTOC involves time-evolved few-
body operators. Meanwhile, the Renyi entanglement en-
tropy is equal to the expectation value of the partial swap
operator, which acts on O(N) sites at once. The dynam-
ics of such an operator is not described by the large NV
phase space method which we used to calculate OTOC
and auto-correlation function, and which is only valid
when the operator size is much smaller than N. Hence,
there is generically no reason to expect a close relation
between entanglement growth and OTOC (of few-body
operators). In this regard, the situation in the TSS is
rather exceptional. There, it is possible to identify a
Lyapunov spectrum, which governs both OTOC and en-
tanglement entropy. If such a theory were to exist in the
DHS, it must be of a distinct form.

VI. CONCLUSION

The Hilbert space of spin systems with uniform all-to-
all interaction is fragmented into sectors of various con-



served total spin. The totally symmetric space (TSS)
has maximal total spin S = N/2 and a well studied
semiclassical N — oo limit. Here, we unveiled remark-
able properties of the all-to-all quantum dynamics in the
deep Hilbert space, characterized by S = O(v/N). The
growth of local operators (as measured by OTOC and
K-complexity) and that of entanglement from a product
state have parametrically separated time scales. The ini-
tial stage of both can be described by large N theories,
each of which modifies the TSS semiclassical theory in a
distinct way. In paradigmatic examples, the OTOC has a
super-exponential initial growth followed by a slow satu-
ration, so the uniform all-to-all models in the DHS are not
fast scramblers. The entanglement dynamics generically
exhibits a logarithmic in time growth (even in the pres-
ence of classical chaos), and saturates at a value which
is logarithmic in system size, without reaching a volume
law. These results are summarized in Table I (with the
example of the Euler top model), and compared to the
TSS analogues.

These findings paint the DHS as a rather exotic world,
much different from the TSS. How can this be possible,
considering that all the sectors of the Hilbert space are
just like the TSS except with different total spin? The
crux is that the decomposition into spin sectors has a
complex relation with spatial locality (or the tensor prod-
uct structure of the Hilbert space), except for the TSS.
Therefore, physical observables away from the TSS typ-
ically involve several sectors, and it is not obvious to
isolate their respective contributions. For instance, the
entanglement growth from a DHS product state cannot
be symmetry resolved [78-81].

This being said, the early saturation of the entangle-
ment growth suggests that the DHS is sill fragmented in
some more intricate way. In particular, a DHS product
state and a Haar-random state belong to different dis-
connected fragments of the DHS: no all-to-all dynamics
can transform one to the other. In fact, the DHS product
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states are “half-deep”: they have a DHS OTOC behavior,
but resemble rather the TSS ones in terms of entangle-
ment. On the other extreme, there are a large set of
spin singlet (S = 0) states that do not evolve at all, and
thus are disconnected from everything else. Are there
other fragments? Characterizing the inner structure of
the DHS is an interesting problem.

How generic is the deep Hilbert space physics? Al-
though we have focused on uniform all-to-all models in
this work, we expect most of our results to apply to sys-
tems with sufficiently long-range interactions [19, 20] or
sufficiently weak randomness [21, 22]. (A plausible excep-
tion will be the long-time entanglement saturation at a
sub-volume law, see above.) We remark also that models
that resemble SYK could have deep Hilbert space phe-
nomena as well. In fact, it may be possible to interpo-
late between models with a DHS and those with maximal
chaos and a holographic dual, for example by considering
the “low-rank” SYK model [13].

Thus, there seems to be a broad class of “weakly
chaotic” long-range interacting systems hosting a deep
Hilbert space, where the co-existence of disparate time
scales can dramatically affect the many-body quantum
dynamics. We hope to further explore these deep Hilbert
spaces in future work.
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Appendix A: Reminder on the recursion method
and K-complexity

For the reader’s convenience, we recall some facts of
the recursion method used in Section IIIB and IITC on
K-complexity. See also [36, 43].

We first recall the Lanczos algorithm. Its input is the
Liouvillian, I. = [H, - - -], the inner product of the oper-
ator space, e.g., (A|B) = Tr[poATB] (15), and an ini-
tial operator Og. We assume that O is Hermitian and
normalized (Oy|Op) = 1. The output is a sequence of
Lanczos coefficients b,,.

One starts by computing A; := LOy and by :=
v/ (A1]A7). We normalize A; and define O; := bl_lAl.

The rest of the Lanczos coefficients and Krylov basis el-
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ements can be iteratively defined as:

An = ILdOn—l - bn—lon—Z
by = (An|An)

On=0b'4,,n>2. (A1)
The algorithm halts when b, = 0 for some n. The re-
sulting Krylov basis {O,} is orthonormal: (O,|0,,) =
0nm. Furthermore, the Liouvillian super-operator is tri-
diagonal in this basis, with the diagonal entries being
zero and the subdiagonal entries the Lanczos coefficients:
(On|L|Om> = bn(sn,mfl + bm(sn,erl-

The asymptotic behavior of the Lanczos coefficients are
related to the high-frequency tail of the spectral density
p(w) through its moments defined as

dw
pan = [ ol0) 57

. (A2)

A saddle point approximation of the w integral then
shows that
2n
p(w) ~ exp(—clw|*) = pon ~n'e exp(c’n). (A3)

Meanwhile, it is also known that [43, 56], if the Lanczos
coeflicients have a power-law asymptotics,

o ~ b2 b2eCT (A4)
Combining (A3) and (A4), we obtain a dictionary
p(w) ~ exp(—clw|®) < by ~nw . (A5)

The equivalence is not rigorous and depends on techni-
cal conditions on b, [56]. But it is still useful to obtain
predictions on the growth rate of b, from the spectral
density. In the models considered here, the predictions
are checked to be correct, see for example Figure 2.

Appendix B: K-complexity of the LMG model in the
TSS

The K-complexity growth rate wy for the LMG model
h = x + Jz?/2 in the TSS has been explicitly com-
puted in Ref. [37]. In fact, that work considered the
micro-canonical ensemble with an energy E € (—1, (J +
1/J)/2), and showed that

VVIZ—2EJ +1+EJ—1
22K (1_EJ+\/J2TEJ+1>

wo(J, E) = (B1)

1-EJ—+/J2-2EJ+1

where K is the complete elliptic integral of first kind [see
Eq. (4.5) thereof; note that the model in that work is
parametrized a bit differently as x + J2?] The TSS K-
complexity growth rate is obtained by maximizing with
regard to . To find the asymptotics at large J, let us
write E = kJ, so that k € (—1,1/2+ O(1/J)). Then
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the numerator of (B1) ~ v/kJ. For the denominator, the
argument of K tends to 1 as 1 —¢/J + O(1/J?) with ¢ =
2v1 —2k/k, and K(1 + 2) ~ —3 Inx is a log singularity.
Therefore we have

J
JkJ) ~ — . B2
o, )~ (B2)
Hence, K-complexity growth rate in the TSS behaves as
wo ~ J/InJ at large J. In the DHS context of the main
text, J =1, so wo(r) ~r/lnr.

Appendix C: Phase space representation of Si(¢)

In the main text we focused on the time evolution of
a DHS collective spin variable under an all-to-all Hamil-
tonian with 1/ /N normalization. In the large N limit,
this can be described semiclassically, in terms of a func-
tion on the phase space R3. Here, we discuss the time
evolution of a single-site operator, S¢(t), under the same
Hamiltonian. Such an operator appears in the “stan-
dard” definition of the OTOC, see (37). Our goal here
is to show (38) that is used to argue that the standard
OTOC is no much different from the one we focus on.

The time evolution of S¢(t) is generated by the appli-
cation of the “Liouvillian” i[H, -] where H = v/Nh(S,).
Now, observe that the single-spin operators behave simi-
larly as the collective ones with respect to the commuta-
tion with collective spins:

VN[Sa, 5?] = i€apeSE, VN|[Sa, Sp] = i€apeSe. -

Therefore, we can treat Si' as classical variables that
evolve under the Poisson bracket just like S,. There-
fore, the time evolution S¢(t) will be just like that of
S.(t), except that if we view the latter as a power series
in the collective spins, exactly one factor in each term is
“marked”, i.e., replaced by the corresponding single site
operator S, — S?. Now, it is not hard to see that the
operation of “marking” a factor can be achieved by the
differential operator Y-, S?0s,. Hence, we have

qu(t) = Z SibaSbSa(t) ’
b

which is (38) in the main text. One may think of the
phase space representation of S¢(t) as a vector field on
the phase space, with components Jg,S,(t), b = z,y, 2.
In this sense it is more involved object than a time
evolved collective spin, which is a scalar function on the
phase space.

Appendix D: Operator numerics in the DHS

In this Appendix we detail the numerical method used
to calculate Lanzcos coefficients and OTOCs in the DHS,
first in finite NV systems and then in the N — oo limit.



We will use the latter to make connection with Hermite
polynomials in the next Appendix.

We first consider a system of finite V. The main idea
is to represent the evolving operator |O(t)) as a vector
in the space of symmetric operators, using the computa-
tional basis of symmetrised Pauli strings (41):

¢, m,n) (D1)
N\ <
::(emr) S okt ol ok, 00,).,
’ ’ ?;1<"'<7;Z
J1<-<Jm
ki1<...kn
+m+n<N (D2)

where the sum Y is over indices such that {iy,... iz},
{1,y dm}, {k1,..., kn} are mutually disjoint. The di-
mension of the operator space is (N + 1)(N + 2)(N +
3)/6. The computational basis is orthonormal under the
infinite-temperature inner product (A|B) = Tr[ps AT B,
and its elements have definite operator size. Therefore,
computing the inner product and the OTOC are straight-
forward tasks.

It remains to see how to apply the Liouvillian L :=
[H,...], which is needed to implement the Lanczos algo-
rithm and calculate the time evolution. Since H is an all-
to-all Hamiltonian in the form of (7) (with the 1/\/N nor-
malization), it suffices to implement the commutator and
the anticommutator with respect to S, = N~1/2 Zj 53

L,O :=VN|[S,,0], M,0 := {S,,0}. (D3)

(Here {A, B} = AB + BA denotes the anticommutator,

not to be confused with the Poisson bracket {-,-}p5..)

Indeed, the commutator with respect to a two-body term

can be obtained by composition, for example:

[VNS2, 0] = M,L,O. (D4)

Note that v/ NS2 follows the 1/v/N normalization of the
Hamiltonian (7).

We now describe L, and M, in the computation basis.
For definiteness, we focus on a = x (the other cases follow
from cyclic permutation). We claim that:

L.|¢,m,n) =iv/m(n+1)[{,m—1,n+1)

—iy/mn+1)[¢,m+1,n—1) (D5)
gty m,m) =/ o1, )
N
TR TR (D6)
where
h=N-{—m—-n (D7)

is the number of sites occupied by identity. The above
results can be checked by an explicit calculation following
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the definitions of S, (2), and of |[¢,m,n) (D1). We may
also understand them (in particular the square roots) by
viewing |[¢, m,n) as a Fock state in a fictitious bosonic sys-
tem of four flavors x, y, z, I, which correspond to the three
Pauli’s and the identity and are occupied by ¢, m,n,h
bosons, respectively. The Bose statistics come from the
symmetrization in (D1). In this regard, L, acts as a
hopping operator between y and z flavors, and v NM,
between z and I. Both follow directly from Pauli alge-
bra. The square roots in (D5) and (D6) arise naturally
from boson algebra.

Now, we can readily take the N — oo limit. Indeed,
observe that all the matrix elements of (D5) and (D6)
have a N — oo limit (with ¢,m,n fixed): those of L,
does not depend on N, and

M |¢,m,n) /| 10+ 1,m,n) + V|0 —1,m,n).
(DS)
Therefore, to calculate the operator dynamics in the large
N limit amounts essentially to replacing (D6) by (D8).
Another change is that the space of symmetric opera-
tor becomes infinite-dimensional, spanned by all |¢, m, n),
£, m,n > 0. In practice, we apply a numerical truncation,
{4+m~+n < M when implementing the Lanczos algorithm,
so that the first M — 1 Lanczos coefficients are exact (as-
suming that the Hamiltonian involves at most two-body
interaction and the initial operator is one-body). The
OTOC numerics is always implemented at finite V.

Appendix E: Relating to Hermite polynomials

In this appendix we establish the connection between
the symmetric operators in the DHS and Hermite polyno-
mials. For this, we first gather some relevant facts about
the Hermite polynomials, or equivalently, basic quantum
mechanics of the harmonic oscillator. We define the Her-
mite polynomials x,(z) as polynomials of degree n sat-
isfying the orthonormality relation

dz
/2

/ Ko@) (@)e ™~ — 6, (E1)

These conditions uniquely define x,, which can be ob-
tained by a Gram-Schmidt process (or Lanczos algo-
rithm). In other words,

Un(x) := xn(z)e™" (E2)

is the wave-function of the n-th eigenstate of a quantum
harmonic oscillator with Hamiltonian

1 1
H= 5(—33; +42%) =2 <aTa + 2) : (E3)
such that

Hi,(z) = 2n+ 1)pp(x) . (E4)



[We note in passing that the last equation is equivalent
to the differential equation (45) satisfied by the Hermite
polynomials.] The ladder operators are given by a =
40, /2 and a' = -0, /2, so that 2 = a+a'. The usual
boson algebra then implies the three-term recurrence of
the Hermite polynomials:

21'Xn(x) =vn+1l Xn+1(x) + \/ﬁanl(x) '

This equation is to be compared with (D8): their similar-
ity allows us to relate the symmetric operators |¢,m,n)
to Hermite polynomials. Indeed, consider the action of
the anticommutator M, (D3) on x¢(Sz)xm(Sy)xn(Sz2)
in the large N limit. There, we can consider the opera-
tors S, to commute with each other [their commutator
is O(1/v/N)]. So the action of M, is simply multiplying
by 2S,, and we have

M, [XZ(SI)Xm(Sy)Xn(Sy)]
:2SmX€<Sz)Xm(Sy)Xn(Sy)
=(Vl+ 1 xe+1(Sz) + VExe-1(S2))

X Xm(Sy)Xn(Sy)

and similarly for M, and M,. Comparing to (D8), we
conclude that |¢,m,n) satisfy the same recurrent rela-
tions as X¢(Sz)Xm(Sy)xn(S:). Moreover, since xo(z) =
1, the “initial conditions” are the same [0,0,0) =
X0(Sz)x0(Sy)x0(S:). So one can readily show by induc-
tion that the two sequences of operators must be identi-
cal:

(E5)

[£;m,m) = |xe(S2)xm(Sy)xn(Sz2)) (E6)

as we claimed in (43).

Appendix F: Generating function of DHS collective
variables

Derivation of (14). We use the fact that both po, and
e%eSa factorize, hence

N
M({uq}) = Tr[poo [ [ 5] = <<He“asa/m>> 7

(F1)
where ([...]) stands for the infinite-temperature on a sin-
gle site, on which S,’s act. In the large N limit, we
should expand up to second order in 1/ V'N. Recalling
that (S,) = 0 and (S,Sp) = 0ap/4, we have:

<Heua5a/\/ﬁ>

—1+—Z Ug S,

_1+—Zu +o(1/N). (F2)

% ij (aupSaSy) + 0(1/N)
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Plugging this back into (F1), we obtain (14).
Derivation of Proposition in Section V A. We con-
sider the similar generating function

v({ua}) = (¥ H eS| W) (F3)

with respect to the product state (61)
N
=T]1si), (silS51s;) = s4/2.
j=1

satisfying Zjvzl s; = 0. Again, the calculation factorizes,
and we can write:

o) = esp | S (T[e) | r

J
where ([...]); = (s;[[...][s;). Expand the log up to sec-

ond order in 1/v/N [recall In(1+ ) = 2 — 22 /2 + O(2%)],
we find

In <H e““s‘l/\/ﬁ>
a

J

1 1
= /fN“a <Sa>] + N %ua%(@asbb - <Sa>j <Sb>j)
1 1 "
:ﬁua (Sa>j + N %}: UqUp(Sab — 8§ si’) . (F5)

Plugging this back into (F4) give us

v ({ug}) —exp< Zuaub( b — 8% )) ,  (F6)

where we recall that f(s) = limy_e + >, f(s5) de-
notes an average over the s;’s. The term proportional to
1/+/N does not contribute to (F6) because of the condi-
tion >, s; = 0. Eq. (F6) implies that S, behave indeed
as centred g}aussian variables with the covariance matrix
(6ap — %8s ) /4 (65), as we claimed in the main text.

Appendix G: Entanglement numerical methods

We outline the numerical methods used to directly sim-
ulate the state time evolution under the (kicked) LMG
and Euler top models. The “kicking” essentially means
that we trotterize the Hamiltonian, but with rather large
time steps, see (122) for example; so it is more conve-
nient numerically. They are used to generate Figure 6
in Section VF, where the time step is 6t = 0.5. Ac-
cordingly, the semiclassical prediction is calculated with
a time-discretized version of the determinant (90), with
the the same dt. One can show that this gives the exact



prediction for the kicked model, so we expect the semi-
classical curve to match the numerical data perfectly as
N — oo with t fixed.

We represent the state ¥ exactly as a vector of size
2N in the computational basis, where S7 act diagonally.
Thus, the time-evolution operator

T (u) = ™ 87)° (G1)

can be applied straightforwardly, for any u. We com-
pute its action (a phase) on each basis vector once and
store the results (as a 2V vector), and a time-evolution
|¥) — T.(u)|¥) is implemented by a vector-vector mul-
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tiplication. Next, a spin rotation

Ra(u) = ™% 57 = [ e (G2)
J

where a = x,y is implemented by acting on each site in
turn. The computation on each site is a matrix multi-
plication between a 2 x 2 matrix (the exponential of a
Pauli) and a 2 x 2V~! matrix (a reshape of ¥ with the
first index representing the site being acted on). Finally,
combining T, with suitable spin rotations, we implement
T, and T,. Thus, we are able to implement all the time
evolution parts involved in the kicked LMG or Euler top
model, in a matrix free manner. The memory cost is
O(2Y) and the time cost is O(2V N) for each time evolu-
tion step. The data of Figure 6 are obtained on a laptop.
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