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(Dated: July 10, 2023)

Cell adhesion proteins are transmembrane proteins that bind cells to their environment. These
proteins typically cluster into disk-shaped or linear structures. Here we show that such cluster-
ing patterns spontaneously emerge when the protein sense the membrane deformation gradient, for
example by reaching a lower-energy conformation when the membrane is tilted relative to the un-
derlying binding substrate. Increasing the strength of the membrane gradient-sensing mechanism
first yields isolated disk-shaped clusters and then long linear structures. Our theory is coherent
with experimental estimates, suggesting that a tilt-induced clustering mechanism is relevant in the
context of cell adhesion proteins.

Introduction – Cell adhesion is mediated by transmem-
brane proteins, called cell adhesion proteins. These bind
cells to one another, e.g. cadherins, or to the extracel-
lular matrix, e.g. integrins. Cell adhesion proteins are
known to play a central role in several processes critical
in the development and maintenance of tissues and or-
gans, such as homeostasis, immune response, and wound
healing [1–5]. These proteins perform these various func-
tions by triggering cell signalling through conformational
changes [6], first at the level of individual proteins –
through activation events – but also at the collective,
supramolecular level – through the formation of large-
scale structures, such as integrin-based focal adhesions
and cadherin-based desmosomes [7–12].

In this article, we propose a generic model for the clus-
tering of cell adhesion proteins upon interactions with a
flat substrate. Our approach is in the same spirit as the
pioneering work of Bruinsma and Sackmann [13], but we
take an explicit account of the conformation of binding
proteins with respect to the membrane. Indeed, these
may not strictly be orthogonal to the cell membrane; for
instance, integrins have been shown to develop a mean
tilt with respect to the local normal to the membrane
surface [14–20].

Considering such a tilt effect, we show that a charac-
teristic cluster size emerges and that no ripening takes
place. This contrasts with previous work on the subject
[10, 21], which considered the problem of clustering from
the point of view of nucleation theory, i.e. determining
the problem of reaching a critical size beyond which clus-
ters grow.

Our results also agree with a set of recent experiments
on spreading cells [22–24], which show that, at the lead-
ing edge, integrins form stable, circular, clusters with a
well-defined ≈ 100 nm diameter. These clusters form
within 3 min, a time short compared to their lifetime.

Our theoretical analysis shows that the tilt effect of cell
adhesion proteins yields an effectively negative surface
tension that underlies the formation of stable adhesion
clusters. Our numerical simulations validate our analyt-
ical bounds for cluster formation and further predict a
variety of stable clustering patterns, including the exper-
imentally observed circular patches and long linear struc-
tures, as well as curved lines, rings, Turing-like patterns,
or cross-linked networks, depending on the tilt-induced
negative surface tension and the chemical potential of
protein-substrate binding.

Model – Our model is defined in terms of two fields:
φ (x) ∈ (0, 1), the fraction of bound cell adhesion proteins
among other molecules, and e (x) measure the height of
the membrane with respect to the substrate, with e → 0
for a fully adhered membrane (φ → 1), and e → e0 for a
fully de-adhered one (φ → 0), see Figs. 1(a,b).

We will consider a total free energy for the membrane–
protein–substrate system in the form: F [e, φ] = FFH[φ]+
FHel[e] +Fint[e, φ], where FFH accounts for an entropy of
mixing (which depends on φ only), FHel for the mechan-
ical energy of membrane deformation (which depends on
e only), and Fint[e, φ] for interactions (which will couple
the φ and e fields).

More specifically, we derive the following expres-
sion for the entropy associated with protein bind-
ing: FFH =

∫

d2x{(kBT/a) [φ lnφ+ (1− φ) ln(1− φ)] +

Dφ (∇φ)
2
/2} (see Supplemental Material [25], Sec. I),

where kBT is the thermal energy (as in Flory-Huggins
theory [26, 27]), a is the inverse areal density of binders,
and Dφ is a gradient energy coefficient that controls
the width of the interface of the bound proteins clus-
ters [28]. We model the membrane through the classical
Helfrich free energy [29, 30], FHel =

∫

d2x[σ(∇e)2/2 +

κ
(

∇2e− c0
)2

/2], where σ is surface tension, κ the bend-
ing stiffness, and c0 the spontaneous curvature of the

http://arxiv.org/abs/2307.03670v1
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FIG. 1. Model sketch. (a) Sketch of the membrane (blue),
cell adhesion proteins (green and cyan), ligands (brown), and
substrate (grey) model system. (b) Zoom on the cell adhesion
protein at rest, displaying two arms (mimicking the α and β
arms of integrins). (c) Zoom on two protein conformations
that are equivalent in the case of a flat membrane. (d) Zoom
on two protein conformations; in general, these are not to be
expected to be equivalent in the presence of membrane height
gradient; here, a positive preferred tilt corresponds to the
right-hand-side conformation to be favored. (e) The adhesion
energy Fadh (see Eq. (1)), as a function of e in the case
hφ > hcr,3

φ . A black arrow indicates a shift from an unbound

state (φ = 0) to a bound state (φ = 1). (f) The tilt free
energy, Ftilt (see Eq. (2)), as a function of the tilt angle, θ,
at given values of ∇e (1D case).

membrane.

We now consider interactions between the membrane
and density fields, through molecular adhesion and
molecular tilt: Fint = Fadh + Ftilt.

Adhesion Following established literature, we expect
the conformation of bound proteins to be coupled to the
membrane height. Adhesion molecules typically pin the
membrane at a relatively short distance (∼ 10 nm), as
compared to the free membrane (∼ 100 nm), which, in
cells, interacts with the substrate due to glycocalyx steric
interactions [21]. Building upon ref. [21], we propose the
following generic free energy for such adhesion-mediated
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FIG. 2. Sketch of the free energy profiles (F − Fmin)/(kBT )
as a function of φ at different values of hφ, for the low tem-
perature case (T < T cr). Here we assume φ(x) = φ and
e(x) = e0(1 − φ); Fmin = min

φ∈(0,1)
{F (φ)}. (a) Low chemi-

cal potential case (hφ < hcr,3
φ ), which corresponds to a dilute

phase. (b) High chemical potential case (hφ > hcr,3
φ ), which

corresponds to a dense phase. See also Movie S1. For the
high temperature case (T > T cr), see Fig. S3.

interaction between the membrane and a flat substrate

Fadh =

∫

d2x

{

1

2
k(φ)e2 − k(φ)e0(φ)e − h(φ)

}

, (1)

where e0 stands for the membrane rest-length height (as
measured from the attached height), k for the mem-
brane elastic constant, and h for the chemical potential
of protein-substrate binding. These parameters are ex-
pected to be functions of φ. In the context of integrins,
we expect e0(φ) to be a decreasing function of φ [21].
Here, we focus on the case of a constant k(φ) = k0, and
linear relations e0(φ) = e0(1 − φ) and h(φ) = hφφ, see
Fig. 1(e). We refer to hφ as a chemical potential; increas-
ing hφ shifts the energy minima from φ ≈ 0 to φ ≈ 1 (Fig.
2 and Fig. S3; Movie S1).

Tilt We propose that the conformation of bound pro-
teins is also affected by the local gradient in the mem-
brane height. We focus on a minimal and generic de-
scription that encompasses the onset of a local orienta-
tion order, called tilt and denoted ~θ(~x), and a decrease of
the total free energy in the presence of a height gradient.

Our generic approach is amenable to describing bound
integrins, which anchor in the membrane through two
separate arms (denoted α and β) of unequal length, see
Figs. 1(a,b). In this context, we define the deviation

angle ~θi between the overall β arm derivation and the
local membrane normal, see Figs. 1(b-d), and define the

local orientation order through local averages ~θ(~x) = 〈~θi〉.

In the case of a flat membrane, we expect the global
tilt vector to average to zero among all adhesion proteins,
based on symmetry, i.e. ~θ(~x) = 〈~θi〉 = 0.

In contrast, the presence of a height gradient breaks
the symmetry and allows for the emergence of an average
tilt vector ~θ(~x) ≈ ~θopt 6= 0 (Fig. 1(d)). Generically, the
statistics of such an average tilt vector can be described
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through the following free energy

Ftilt =

∫

d2xφ(x)
[

µ~θ · ~∇e+
ν

2
~θ2
]

, (2)

where µ and ν define the average tilt angle minimizing
the free energy:

~θopt = −
µ

ν
~∇e, (3)

as represented in Fig. 1(f). Minimizing the tilt free en-
ergy density Eq. (2), the tilt effect of cell adhesion pro-
teins results in the following free energy:

Ftilt =

∫

d2x

[

−
1

2
σaφ (∇e)

2

]

, (4)

where σa = µ2/ν quantifies the tilt intensity. Equa-
tion (4) suggests that the tilt effect of cell adhesion pro-
teins effectively contributes to a negative surface tension
σtilt = −σaφ < 0. When the sum of the passive and nega-
tive surface tension cancels, we expect to see the features
of Lifshitz points [31].
The phenomenological parameters µ and ν can be de-

duced from a specific microscopic model. For example,
assuming that the protein tilt follows a two-state statis-
tics θi = ±θ0, and that the conformational protein energy
is Ei = K(θi + ∇e)2/2, the Boltzmann-average protein

tilt simply reads ~θopt =
[

(Kθ20)/(kBT )
]

~∇e (see Supple-
mental Material [25], Sec. II).
Results – We are interested in the minimum energy

state of the system. We first consider the stability of
homogeneous steady states, denoted (ē, φ̄). Solving for
the condition δF/δφ = 0, we find that, the number of
homogeneous states depends on the chemical potential
hφ and a non-dimensional parameter,

ζ =
ak0e

2
0

kBT
, (5)

which quantifies the ratio of the membrane-substrate re-
pulsion energy (∼ ak0e

2
0) to the entropic energy (∼ kBT ).

For a high temperature or weak binding elasticity, that is,
ζ < ζcr with ζcr = 4, there exists one and only one homo-
geneous state, regardless of the value of hφ (Supplemental
Material [25], Sec. III). In such a state, the fraction φ is
neither close to 0 nor 1; indeed, the entropy dominates
over the enthalpy contribution k0e

2
0, which corresponds

to the energy needed to overcome the repulsive interac-
tions when bringing an unbound membrane close to the
substrate.
For a lower temperature or a stronger binding elas-

ticity, i.e., ζ > ζcr, the situation depends on the value
of hφ; a single homogeneous phase exists for either

hφ < hcr,1
φ (corresponding to a dilute phase, i.e. with

φ ≈ exp
[

a
(

hφ − k0e
2
0

)

/(kBT )
]

≈ 0 and e ≈ e0) and

for hφ > hcr,2
φ (corresponding to a dense phase, with

φ ≈ 1− exp [−ahφ/(kBT )] ≈ 1 and e ≈ 0).

We find that hcr,1
φ and hcr,2

φ depend on ζ and k0e
2
0 (the

membrane deformation energy cost) with

hcr,1
φ = k0e

2
0g(ζ), and hcr,2

φ = k0e
2
0[1 − g(ζ)], (6)

where g(ζ) is a dimensionless function of ζ, with values
between by 0 and 1; in the low-temperature limit ζ ≫ ζcr,
we find that g ≃ (1 + ln ζ) /ζ → 0 (see Supplemental
Material [25], Sec. III).
For intermediate values, hcr,1

φ < hφ < hcr,2
φ , three ho-

mogeneous states exist (Fig. 2), with a local maxima
(emed, φmed) and two local minima, i.e. the dilute and
dense states, denoted (emax, φmin) and (emin, φmax), re-
spectively. The free energy densities of these two en-
ergy minimum states are f (emax;φmin) ≈ −k0e

2
0/2 and

f (emin;φmax) ≈ −hφ, respectively. Comparison of these
two free energy densities leads to the definition of a third
critical chemical potential,

hcr,3
φ =

k0e
2
0

2
, (7)

such that, for weak chemical potentials hφ < hcr,3
φ , cell

adhesion proteins tend to detach from the substrate,
while for strong chemical potentials hφ > hcr,3

φ , cell ad-
hesion proteins tend to attach to the substrate.
Such behavior follows Landau’s phenomenology of

phase transitions. At low temperatures T < T cr with
T cr defined in terms of ζcr, i.e., T cr = ak0e

2
0/(kBζ

cr) =
(1/4)ak0e

2
0/kB, an increase in hφ leads to a first-order

transition from a dilute (gas-like) phase to a dense
(liquid-like) state (Fig. 2). Beyond the critical temper-
ature T cr the system transitions to a disordered (gas-
like) state (Figs. S3 and S4; Movie S2). Such liquid/gas
paradigm is mentioned for cell adhesion binders in refs.
[13, 32].
We next consider the dynamic stability of the homoge-

neous state
(

ē, φ̄
)

, by examining the second-order varia-
tion of the total free energy, δ2F , expressed in the Fourier
space as: δ2F =

∫

d2qΦ̂(q) · J(q) · Φ(q)/(2π)2, with q

being the wave vector (for details, see Supplemental Ma-
terial [25], Sec. III). The eigenvalues λ±(q) (λ− < λ+)
of the Jacobian matrix J (q) determine the dynamic sta-
bility of the homogeneous state, with Re(λ±) > 0 for a
stable homogeneous state.
Using this method, we find that the homogeneous di-

lute state (emax, φmin) is stable for all wave vectors q; in
contrast, near the homogeneous dense state (emin, φmax),
the smaller eigenvalue reads λ− ≃ e20[k0 + (σ − σa) q

2 +
κq4]; the minimum of such expression reads minq{λ−} =

k0 > 0 for σa < σ, and minq{λ−} = k0 − (σa − σ)
2
/(4κ)

for σa > σ. This leads to the following condition for
instabilities to occur,

σcr
a = σ + 2

√

k0κ, for hφ > hcr,3
φ . (8)

In the regime of σa > σcr
a , the most unstable wave num-

ber is qmin =
√

(σa − σ)/(2κ). In particular, at the criti-
cal point, σa = σcr

a , the most unstable wave number reads
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FIG. 3. (a) Diagram of the fraction of cell adhesion proteins averaged over the whole space (dark, 〈φ〉 = 0; light magenta,
〈φ〉 = 1), as a function of hφ/(k0e

2
0) (i.e. the chemical potential to membrane deformation energy cost ratio), and (σa−σ)/

√
k0κ

(i.e. the tilt to attachment-induced bending surface tension ratio). The cyan dashed line represents the critical transition
(hφ = hcr,3

φ ; see Eq. (7)) from an unbound state to a bound state in the absence of the tilt effect. The yellow dashed line

represents the critical transition (σa = σcr
a ; see Eq. (8)) from a fully bound pattern to a cross-linked pattern at a high chemical

potential regime, hφ > hcr,3
φ . (b-i) Typical patterns of cell adhesion proteins clustering, where the color code corresponds to

the fraction φ(x) of cell adhesion proteins at the position x. Simulation domain size = L× L with L = 16e0 = 1280 nm. See
Table S1 in Supplemental Material [25] for parameter values.

qcr = (k0/κ)
1/4, corresponding to the characteristic size

of cluster formation,

ℓcr = 2π

(

κ

k0

)
1

4

. (9)

The analytical expressions of Eqs. (8) and (9) ac-
curately predict the transitions in patterns observed
through gradient-descent simulations, see Fig. 3(a) and
Fig. S5. We briefly sketch our numerical method (see
Supplemental Material [25], Sec. III for details). To
converge to the energy minimum, we considered an an-
nealing dynamics, whereby φ̇ = −δF/δφ, and ė =
−δF/δe+η(x, t), with a noise term η (x, t) whose ampli-
tude decays with time [33]. We simulate such dynamics
within the spectral method framework on a 256 × 256
two-dimensional lattice, under periodic boundary condi-
tions. We point out that the total number of adhesion
molecules is not conserved through such an energy mini-
mization process. We systematically check that the final
steady state does not depend on the initial states.

In simulations with no tilt coupling (σa = 0), increas-
ing the chemical potential hφ leads to a first-order-like
transition from the dilute to dense homogeneous phases,
but does not result in stable cluster formation, as ex-
pected (Fig. 2; Movie S1). For hφ > hcr,3

φ , upon in-
creasing σa beyond the value of σcr

a predicted by Eq.
(8), dilute (φ ≈ 0) circular patches arise within the oth-
erwise fully adherent state (φ ≈ 1). In contrast, for
hφ < hcr,3

φ , dense circular patches (modeling clusters)
emerge for σa > σcr

a , where σcr
a now depends approxi-

mately linear on hφ (Fig. 3). This results in the following

overall expression for the critical tilt intensity

σcr
a = σ + 2

√

k0κ+ ω
(

hcr,3
φ − hφ

)

1(hφ < hcr,3
φ ), (10)

with ω ≈ 6
√

κ/k0/e
2
0, as obtained by numerical estimate,

and 1 is the indicative function. Above the critical σa

value, the circular patches (dense or dilute, depending
on the value of hφ) locally arrange according to a hexag-
onal pattern. At higher σa values, the number of circular
patches decreases due to the onset of long linear struc-
tures (sometimes ring-shaped); at even larger σa values,
these linear structures connect into domain-size, Turing-
like patterns (Fig. S6).
The transition from hexagonally-arranged circular

clusters to linear structures resembles the behavior ob-
served in the Swift-Hohenberg equation with a quadratic
term [34]. Detailed connections between these models are
provided in the Supplemental Material [25].
We also find that increasing the membrane tension

leads to the disappearance of patterns, either in fa-
vor of the homogeneous dilute and detached state, for
hφ < hcr,3

φ , or to the homogeneous dense and adhered

state for hφ > hcr,3
φ , see Fig. 3 and Fig. S7; such a

transition is echoed by experimental observations [35].
Experimental relevance – We consider a typical dis-

tance between binders d = 10 nm (a = 100 nm2) [22];
a typical binding energy k0e

2
0a ∼ 10 kBT [10, 21]; a

typical height difference e0 = 80 nm. With these val-
ues, we find that the ratio of the adhesion energy to
the entropic energy k0e

2
0/(kBT/a) ∼ 10, hence satis-

fying ζ > ζcr (i.e. low temperature case T < T cr).
These estimates also fix the substrate binding stiffness
at k0 ∼ 10kBT/(e

2
0a) ∼ 10−5 kBT · nm−4; the effective
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stiffness, k0a ∼ 10−3 kBT · nm−2, is consistent with one
provided in ref. [21] (the parameter λ therein). Further,
we consider Dφ = kBT .

Considering a typical cell membrane tension σ = 2 ×
10−5 J ·m−2 ≈ 0.005 kBT ·nm−2 [28, 36] and membrane
bending rigidity κ = 10 kBT [28, 30, 37], we find that
adhesion is the dominant contribution to the critical tilt
strength, with σcr

a ≈ 7σ ≈ 0.03 kBT · nm−2.

Such critical tilt energy is accessible. Indeed, a 1 kBT
gain in conformational energy due the tilt then corre-
sponds to σa ≈ 0.1 kBT ·nm−2 ≈ 3σcr

a , with a height gra-
dient of order 1 (for integrins, estimations for the mem-
brane height are in the range 100 nm in the de-adhered
state, 30 nm in the adhered state [21], while a typical
cluster diameter is ℓ ∼ 100 nm [22].

The estimate of the cluster length discussed in Eq. (9)
corresponds to ℓcr ≈ 160 nm; by construction, such value
is an upper bound estimate. In our simulations, we rather
observe clusters that are ℓsim ≈ 100 nm in diameter, as
observed in experiments [22].

Robustness and generalization – We checked that our
results are robust to various changes in parameters. Simi-
lar results are obtained for a φ-dependent elastic constant
k(φ) in Eq. (1) (see Supplemental Material [25], Sec. IV;
Fig. S8). Our framework could also be rephrased to
describe the case of identical and opposite membrane de-
formations, hence addressing the case of cadherin bind-
ing opposing membranes. In addition, one could con-
sider the effect of transient changes in integrin confor-
mation occurring during the activation and deactivation
processes [38]. Since activation mediates a larger spacing
between the two transmembrane domains of integrins[38],
we expect activation events to modulate the membrane-
gradient sensing term σa. We leave these aspects to fur-
ther studies.

Conclusion – Recent development in polarization im-
agery techniques allows us to infer the conformation of
proteins within biological membranes [39]. Anticipating
the application of such a technique to cell adhesion com-
plexes, here we proposed a new paradigm for the rela-
tionship between molecular structure and the formation
of supramolecular assemblies.
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Nature Cell Biology 21, 25 (2019).
[5] M. Janiszewska, M. C. Primi, and T. Izard,

Journal of Biological Chemistry 295, 2495 (2020).
[6] R. Changede and M. Sheetz, BioEssays 39, 1 (2017).
[7] D. Riveline, E. Zamir, N. Q. Balaban, U. S. Schwarz,

T. Ishizaki, S. Narumiya, Z. Kam, B. Geiger, and A. D.
Bershadsky, Journal of Cell Biology 153, 1175 (2001).

[8] G. Maheshwari, G. Brown, D. A. Lauf-
fenburger, A. Wells, and L. G. Griffith,
Journal of Cell Science 113, 1677 (2000).

[9] K. H. Biswas, K. L. Hartman, C. han Yu, O. J. Har-
rison, H. Song, A. W. Smith, W. Y. C. Huang, W.-C.
Lin, Z. Guo, A. Padmanabhan, S. M. Troyanovsky, M. L.
Dustin, L. Shapiro, B. Honig, R. Zaidel-Bar, and J. T.
Groves, PNAS 112, 10932 (2015).

[10] T. Bihr, U. Seifert, and A.-S. Smith,
New Journal of Physics 17, 083016 (2015).

[11] J. Z. Kechagia, J. Ivaska, and P. Roca-Cusachs,
Nature Reviews Molecular Cell Biology 20, 457 (2019).

[12] A. Mamidi, C. Prawiro, P. A. Seymour, K. H.
de Lichtenberg, A. Jackson, P. Serup, and H. Semb,
Nature 564, 114 (2018).

[13] R. Bruinsma and E. Sackmann,
Comptes Rendus de l’Académie des Sciences 2, 803 (2001).

[14] T. J. Boggon, J. Murray, S. Chappuis-Flament,
E. Wong, B. M. Gumbiner, and L. Shapiro,
Science 296, 1308 (2002).

[15] Y. Wu, X. Jin, O. Harrison, L. Shapiro, B. H. Honig, and
A. Ben-Shaul, PNAS 107, 17592 (2010).

[16] X.-P. Xu, E. Kim, M. Swift, J. Smith, N. Volkmann, and
D. Hanein, Biophysical Journal 110, 798 (2016).

[17] H. Tang, H. Chang, Y. Dong, L. Guo, X. Shi, Y. Wu,
Y. Huang, and Y. He, PNAS 115, 9246 (2018).

[18] T. I. Moore, J. Aaron, T.-L. Chew, and T. A. Springer,
Cell Reports 22, 1903 (2018).

[19] P. Kanchanawong and D. A. Calderwood,
Nature Reviews Molecular Cell Biology 24, 142 (2023).

[20] S. F. Fenz, T. Bihr, D. Schmidt, R. Merkel,
U. Seifert, K. Sengupta, and A.-S. Smith,
Nature Physics 13, 906 (2017).

[21] T. Bihr, U. Seifert, and A.-S. Smith,
Physical Review Letters 109, 258101 (2012).

[22] R. Changede, X. Xu, F. Margadant, and M. Sheetz,
Developmental Cell 35, 614 (2015).

[23] C.-h. Yu, N. B. M. Rafiq, F. Cao, Y. Zhou,
A. Krishnasamy, K. H. Biswas, A. Ravasio,
Z. Chen, Y.-H. Wang, K. Kawauchi, et al.,
Nature Communications 6, 8672 (2015).

[24] R. Changede, H. Cai, S. J. Wind, and M. P. Sheetz,
Nature Materials 18, 1366 (2019).

[25] The Supplemental Material at [URL] provides further de-
tails of the theoretical model, analytical calculations, and
numerical simulations.

mailto:jacques.prost@curie.fr
mailto:jean-francois.rupprecht@univ-amu.fr
https://doi.org/10.1016/S0092-8674(00)81279-9
https://doi.org/10.1088/0034-4885/75/11/116601
https://doi.org/10.1103/RevModPhys.85.1327
https://doi.org/10.1038/s41556-018-0234-9
https://doi.org/10.1074/jbc.REV119.007759
https://doi.org/10.1002/bies.201600123
http://www.jcb.org/cgi/content/full/153/6/1175
https://doi.org/10.1242/jcs.113.10.1677
https://doi.org/10.1073/pnas.1513775112
https://doi.org/10.1088/1367-2630/17/8/083016
https://doi.org/10.1038/s41580-019-0134-2
https://doi.org/10.1038/s41586-018-0762-2
https://doi.org/https://doi.org/10.1016/S1296-2147(01)01225-2
https://doi.org/10.1126/science.1071559
https://doi.org/10.1073/pnas.1011247107
https://doi.org/https://doi.org/10.1016/j.bpj.2016.01.016
https://doi.org/10.1073/pnas.1801810115
https://doi.org/https://doi.org/10.1016/j.celrep.2018.01.062
https://doi.org/10.1038/s41580-022-00531-5
https://doi.org/10.1038/nphys4138
https://doi.org/10.1103/PhysRevLett.109.258101
https://doi.org/10.1016/j.devcel.2015.11.001
https://doi.org/10.1038/ncomms9672
https://doi.org/10.1038/s41563-019-0460-y


6

[26] M. L. Huggins, The Journal of Chemical Physics 9, 440 (1941).
[27] P. J. Flory, The Journal of Chemical Physics 9, 660 (1941).
[28] I. Raote, M. Chabanon, N. Walani, M. Arroyo,

M. F. Garcia-Parajo, V. Malhotra, and F. Campelo,
eLife 9, e59426 (2020).

[29] W. Helfrich, Zeitschrift für Naturforschung C 28, 693 (1973).
[30] T. R.Weikl, Annual Review of Physical Chemistry 69, 521 (2018).
[31] R. M. Hornreich, M. Luban, and S. Shtrikman,

Physical Review Letters 35, 1678 (1975).
[32] F. Brochard-Wyart and P. G. de Gennes,

PNAS 99, 7854 (2002).
[33] P. J. M. van Laarhoven and E. H. L. Aarts,

Simulated Annealing: Theory and Applications
(Springer, 1987).

[34] J. Swift and P. C. Hohenberg,
Physical Review A 15, 319 (1977).

[35] H. D. Ayari, R. A. Kurdi, M. Vallade, D. Gulino-Debrac,
and D. Riveline, PNAS 101, 2229 (2004).

[36] M. M. Kozlov and L. V. Chernomordik,
Current Opinion in Structural Biology 33, 61 (2015).

[37] J. Steinkühler, E. Sezgin, I. Urbančič, C. Eggeling, and
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