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A B S T R A C T 

Diagnostic diagrams of emission-line ratios have been used e xtensiv ely to categorize extragalactic emission regions; ho we ver, 
these diagnostics are occasionally at odds with each other due to differing definitions. In this work, we study the applicability of 
supervised machine-learning techniques to systematically classify emission-line regions from the ratios of certain emission lines. 
Using the Million Mexican Model database, which contains information from grids of photoionization models using cloudy , 
and from shock models, we develop training and test sets of emission line fluxes for three key diagnostic ratios. The sets are 
created for three classifications: classic H II regions, planetary nebulae, and supernova remnants. We train a neural network to 

classify a region as one of the three classes defined abo v e giv en three ke y line ratios that are present both in the SITELLE and 

MUSE instruments’ band-passes: [O III ] λ5007/H β, [N II ] λ6583/H α, ([S II ] λ6717 + [S II ] λ6731)/H α. We also tested the impact 
of the addition of the [O II ] λ3726, 3729/[O III ] λ5007 line ratio when available for the classification. A maximum luminosity 

limit is introduced to impro v e the classification of the planetary nebulae. Furthermore, the network is applied to SITELLE 

observations of a prominent field of M33. We discuss where the network succeeds and why it fails in certain cases. Our results 
provide a framework for the use of machine learning as a tool for the classification of extragalactic emission regions. Further 
work is needed to build more comprehensive training sets and adapt the method to additional observational constraints. 

Key words: Machine Learning – Data Methods – Planetary Nebulae – Supernova Remnants – Galactic H II regions. 
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 I N T RO D U C T I O N  

xtragalactic emission line re gions hav e been e xtensiv ely studied
 v er the last hundred years. These studies highlight the different
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eedback mechanisms responsible for injecting significant amounts 
f energy in the interstellar medium (ISM) and for ionizing it (i.e.
eilleux & Osterbrock 1987 ; Osterbrock & Ferland 1989 ). Presently,
 vast number of optical observations of extragalactic ionized gas 
n emission-line regions are available for which we have accurate 
easurements of the intensity of strong emission lines such as 
 α, H β, [N II ] λ6583, [S II ] λ6717, [S II ] λ6731, [O III ] λ5007, and

O II ] λ3726, 3729 (e.g. Baldwin et al. 1981 ; MacAlpine & Williams
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981 ; Ivezic et al. 2002 ; K e wley & Dopita 2002 ; Salzer et al.
005 ; Moustakas et al. 2010 ; K e wley et al. 2019 ). These regions
re generally categorized based on their morphological features (e.g.
ompact or extended, slope of the luminosity profile, general shape,
tc.) or excitation mechanisms (radiative or mechanic). These can
e se gre gated into three main classes for the most common bright
mission line regions: H II regions photoionized by young hot stars or
tar clusters (e.g. Viallefond 1985 ; Melnick et al. 1987 ), supernova
emnants and other shock induced emission regions (e.g. Danziger
 Dennefeld 1976 ; Fesen et al. 1985 ), and planetary nebulae (e.g.
serbrock 1964 ; Miller 1974 ). We do not consider acti v ate galactic
uclei since this work is aimed at spatially resolved observations. 
Initially categorized in S ́ersic ( 1960 ) as luminous extragalactic

mission, H II regions represent an important class of objects (e.g.
 ennicutt 1984 ; K ennicutt et al. 1989 ). These regions emerge from
iant molecular clouds where a young stellar cluster containing at
east one ionizing O or B star is formed through the gravitational
ollapse of the cloud (e.g. Osterbrock & Ferland 1989 ). Depending
n the properties of the ionizing sources, the region can vary
ignificantly in size, luminosity, and morphology. Recombination
ines from hydrogen and helium are predominant in the nebula’s
ptical spectra. Numerous collisionally excited lines, CELs, emitted
y different ions of metals such as oxygen, sulphur, and nitrogen are
lso present (e.g. Baldwin et al. 1981 ; K e wley et al. 2001 ; K e wley
t al. 2006 ). 

Meanwhile, planetary nebulae (PNe) are relatively compact ob-
ects formed by the gaseous ejecta (stellar envelope) from an evolving
ow-mass star which is later ionized by the star as it evolves to
igher temperatures. Similar to classic H II regions, their optical
pectra are dominated by strong recombination and collision lines
e.g. Oserbrock 1964 ; Miller 1974 ; Osterbrock & Ferland 1989 ).
upernovae remnants (SNRs) are formed from the gaseous debris
cattered following the e xplosiv e death of a massive star (e.g. Fesen
t al. 1985 ) or thermonuclear runaway in a white dwarf (Iben &
utuko v 1984 ). The y are ionized both by high-v elocity shocks in

he ISM and the stellar remnant. Their size, surface brightness, and
orphology evolve quickly through time until they blend with the

urrounding diffuse ionized gas medium of their host galaxy (e.g.
oltjer 1972 ; Smith et al. 1993 ; Moumen et al. 2019 ). 
The differing ionization mechanisms and underlying physics of

hese three main classes of emission-line regions manifest themselves
istinctly in the relative intensity of the lines of their optical spectra.
lthough the original Baldwin–Phillips–Terlevich (BPT; Baldwin

t al. 1981 ) diagnostic diagrams have been revised sev eral times, the y
ontinue to represent the main emission mechanism characterization
ools (e.g. Veilleux & Osterbrock 1987 ; K e wley et al. 2013 ). Several
rominent theoretical diagnostic lines for these diagrams exist; the
ost notable are the K e wley et al. ( 2001 ) and Kauffmann et al.

 2003 ) diagnostics. Using these diagnostic line formulas, observers
re able to classify excitation mechanisms. Ho we ver, discrepancies
etween the two diagnostic lines, along with issues se gre gating
hocked gas emission from AGN emission, have led to the creation
f new classification schemes (Constantin & Vogeley 2006 ; K e wley
t al. 2006 ; de Souza et al. 2017 ; D’Agostino et al. 2019 ). Moreo v er,
he data used to create the diagnostic lines were determined from
ntegrated spectra of galaxies rather than resolved, parsec-scale
bjects. 
New integral field units (IFUs) are revolutionizing the way in

hich extragalactic emission-line regions are studied by providing
oth the spectral and spatial information at the same time (e.g.
 ́enault et al. 2003 ; Kreckel et al. 2017 ; Della Bruna et al. 2020 ;
cLeod et al. 2021 ). Using these instruments, se veral observ atories
ASTAI 2, 345–359 (2023) 
re deploying large le gac y surv e ys; SIGNALS is the Star formation,
onized Gas, and Nebular Abundances Le gac y Surv e y currently
eing conducted at the Canada–France–Hawaii Telescope (CFHT;
ousseau-Nepton et al. 2019 ). The program uses o v er 350 h of
bserving time on the CFHT’s new imaging Fourier Transform
pectrometer, SITELLE (e.g. Baril et al. 2016 ; Martin & Drissen
017 ; Drissen et al. 2019 ). SITELLE produces spectral cubes that
ontain more than 4 million spaxels with a varying spectral resolution
 R ∼ 1–10 000). This enables a detailed study of extragalactic
mission regions in which we can resolve structures spatially and
btain tight constraints on their emission-line ratios. 
In this paper, we explore the use of artificial neural networks

ANNs) to categorize extragalactic emission-line objects into H II

egions, SNRs, and PNe. In Section 2.1 , we describe the synthetic
ata set and the neural network architecture used in our analysis. In
ection 3 , we share the results of our network and compare them
ith traditional classification techniques. We apply the network to
 SITELLE field of M33 in Section 4 . In Section 5 , we present the
onclusions of our work. 

 M E T H O D O L O G Y,  OBSERVATI ONS,  A N D  

I MULATI ONS  

.1 Methodology 

n the following section, we outline the databases and methods used
o create synthetic emission-line ratios and the machine learning
lgorithm utilized to classify the ratios into different ionization
echanisms. 

.2 Synthetic data 

n order to train and test our classification methodology, a set of
mission-line ratios labelled by the region’s type (i.e. H II , PNe, or
NR) is required. We use the Million Mexican Model Database
3MdB; Morisset et al. 2015 ; Alarie & Morisset 2019 ) and its
ncillary databases to construct the training, validation, and test
ets). 3MdB contains several grids of simulations that use the
hotoionization code Cloudy ( v.17 ) to emulate the expected
mission from different ionizing sources and their surrounding ISM
Ferland et al. 2017 ). We take the line intensity values of lines of
nterest (discussed in detail below), which are quoted in ergs/s
n the 3MdB. We use the 3MdB project entitled BOND (Asari et al.
016 ) to obtain lines ratios from classic H II regions; similarly, we
se the PNe (associated with Delgado-Inglada et al. 2014 ) project to
btain line ratios for planetary nebulae: the data can be found under
Ne 2021 in the 3MdB. Since these models were run expressly

or this project, we include a brief description here. The primary
ifference between the previous version, PNe 2020 , and the updated
ersion is that the O/H grid now covers a wider range of values (from
5.46 to −2.96) with finer sampling, and the N/O ratio was left

ree during the simulations. Together with other minor changes, the
ew models are more representative of physical planetary nebulae
xpected to be seen by the SIGNALS collaboration. We further
onstrain the planetary nebulae sample following the methodology
utlined in Delgado-Inglada et al. ( 2014 ). 
Regarding the H II regions, we only consider a subset of the entire
OND simulation set in 3MdB since the original set contains models

hat are not likely to represent H II regions that can be found in nature.
 method to select a subset of the model database, along with a
etailed discussion on the necessity to subsample the database, is
resented for the case of giant H II regions in Amayo et al. ( 2021 ).
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Figure 1. [N II ] λ6583/H α versus [O III ] λ5007/H β diagnostic plots. The 
diagnostic lines from K e wley et al. ( 2001 ) and Kauffmann et al. ( 2003 ) 
are plotted in black. Values beneath the Kauffmann et al. ( 2003 ) line are 
interpreted as photo-ionized while re gions abo v e the K e wley et al. ( 2001 ) 
line are considered as shock-ionized regions. Points that lie between the two 
curves are classified as composite regions. The points represent our training, 
validation, and test sets. Fig. B1 shows this BPT diagram broken down into 
each region. 
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Figure 2. [S II ] λ(6731 + 6716)/H α versus [O III ] λ5007/H β diagnostic plots. 
The theoretical AGN and LINER/Seyfert 2 lines are plotted in black and are 
taken from K e wley et al. ( 2006 ). The points represent our training, validation, 
and test sets. Fig. B2 shows this BPT diagram broken down into each region. 
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n this study, we created a subset of the model that remains broader,
onstraining only the physical parameters within the range expected 
n local galaxies; we retain only the completely filled geometry (i.e. 
he gas fills the entire volume), which allows us to focus on a younger
opulation of H II regions (the ages are between 1 and 6 Myr; Cedr ́es
t al. 2013 ; Stasinska et al. 2015 ; Asari et al. 2016 ). Moreo v er, we
onstrain the ionization parameter, log(U), between −3.5 and −2.5, 
he metallicity proxy, 12 + log(O/H), between 7.4 and 9.0, and the
itrogen-to-oxygen ratio, log(N/O), between −2 and 0 (Kashino & 

noue 2019 ; P ́erez-Montero et al. 2019 ; Rousseau-Nepton et al. 2019 ;
inchenko et al. 2019 ; Rhea et al. 2020 ). This selection ensured that
e kept models that could represent the space of parameters for the
iant H II regions, faint H II regions, and those lying in uncommon
nvironments. It also includes indirect regions composed of one or 
 few ionizing stars (O or B stars) since the ionizing spectrum of a
tellar population is dominated by the emission of the most massive 
tars; as the age increases, it ultimately becomes dominated by the 
ate B stars. 

The supernova remnant emission lines were taken from the 
MdBs 1 table described in Alarie & Morisset ( 2019 ). Although 
MdB is not specifically for supernova remnants, we interpret the 
imulated values as coming from such objects. We note this may 
ffect subsequent classifications of real data. Information pertaining 
o each grid can be found in the respective project’s reference paper.
he data of the subgrids are shown in Figs 1 and 2 plotted on
haracteristic BPT diagrams with diagnostic lines o v erlaid. 

Each simulation contains information for thousands of emission 
ines. This paper focuses on the emission lines available as part of the
IGNALS program. Although the classic BPT diagrams require four 

ine ratios ([O III ] λ5007/H β, [N II ] λ6583/H α, ([S II ] λ6717 + [S II ]
6731)/H α, [O I ] λ6300/H α), we excluded [O I ] λ6300/H α since
O I ] λ6300 is outside of the standard SITELLE filters (e.g. Baldwin
t al. 1981 ; K e wley et al. 2006 ; Martin & Drissen 2017 ). We thus
re left with three strong line ratios which are all attainable using the
ITELLE filters SN2 (480–520 nm) and SN3 (651–685 nm). 
 3MdB shock. 

f  

t  

s  
We retained only the models for which flux of the three strong lines
sed in classification is higher than 1 per cent that of the H α emission.
his ensures that all lines are visible in the original emission spectra
nd can be detected in the SIGNALS program (e.g. Rousseau-Nepton 
t al. 2019 ). There are 31 911 H II regions, 266 238 PNe, and 355 683
NR. We randomly sampled 30 000 models from each grid to reduce

raining time and have consistently sized samples. To avoid a bias
n the network towards data with more training set data, we have
et the number of PNe and SNR samples to be the same order of
agnitude as the H II sample; our testing revealed that 30 000 samples

s sufficient to well-classify both the PNe and SNR regions without
rtificially injecting bias. The reduction in sample size does not affect
esults since the grid sampling remains mostly uniform o v er the target
arameter space. We further tested the effect of random sampling by
erunning our analysis ten times with ten differently sampled data 
ets. 

.3 Artificial neural network 

rtificial neural networks, and their closely related counterpart, 
onvolutional neural networks, are becoming ubiquitous in astro- 
omical applications due to their versatility and speed (e.g. Bertin 
994 ; Biswas & Adlak 2018 ; Baron 2019 ; Shatskiy & Evgeniev
019 ; Uzeirbe go vic et al. 2020 ). In this paper, we explore the use
f an artificial neural network to classify extragalactic emission 
egions into H II regions, PNe, and SNRs. The ANN takes the
O III ] λ5007/H β, [N II ] λ6583/H α, ([S II ] λ6717 + [S II ] λ6731)/H α,
atios as inputs and outputs the most likely categorization and 
ts corresponding probability. Following standard methods, we use 
0 per cent of the synthetic data for the training set, 20 per cent for
he validation set, and 10 per cent for the test set (e.g. Breiman 2001 ).

The neural network was built using tensorflow (v2.4.0) 
Abadi et al. 2016 ) implemented in python (v3.6.0) . A stan-
ard grid-search algorithm to determine the number of layers and 
odes within each layer, implemented in sklearn (v0.23) , 
evealed three layers with 126, 256, and 128 nodes, respectively, 
o be optimal. In each layer, the nodes are subject to the standard
elu acti v ation function; we use the categorical cross-entropy loss

unction. We implement two dropout layers of 25 per cent in between
he first and second layers and the second and third layers. Since the
oftmax acti v ation function is used on the last layer (i.e. the output
RASTAI 2, 345–359 (2023) 
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R

Figure 3. Confusion matrices for the artificial neural networks applied to the test set using three (left-hand panel) and four (right-hand panel) line ratios as 
input parameters to distinguish between H II re gions, superno va remnants, and planetary nebulae. The left-hand side confusion matrix is based on the neural 
network trained on [O III ] λ5007/H β, [N II ] λ6583/H α, ([S II ] λ6717 + [S II ] λ6731)/H α while the right contains these three ratios and additionally the [O II ] 
λ3726, 3729/[O III ] λ5007 line ratio. 
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ayer), each node of the output layer has a final logit value associated
ith the probability of the classification being an H II region (0), a
lanetary nebula (1), or a supernova remnant (2). We also employ
he Adam optimizer algorithm described in Kingma & Ba ( 2017 ). 

Further network details can be seen in the demo code at https:
/github.com/sitelle-signals/Pamplemousse . 

 RESULTS  A N D  DISCUSSION  

.1 Confusion matrix 

ig. 3 (left-hand panel) visualizes the ability of the network to
ccurately categorize emission regions into either classic H II re-
ions, planetary nebulae, or supernova remnants using the three-
ine ratios ([O III ] λ5007/H β, [N II ] λ6583/H α, ([S II ] λ6717 + [S II ]
6731)/H α) as inputs to the network. We stress that the data used
or these line ratios (and thus the confusion matrix results) are valid
nly for data well-sampled by the test set. If, in reality, the test set
s not representative of observation, then the results are expected to
e worse than what is reported here. Each element of the confusion
atrix can be interpreted as the efficiency (percentage of accurate

lassifications) at which the neural network categorizes the emission
egion y to their true type x . For example, the first row indicates
hat the network correctly categorizes H II regions 93 per cent of the
ime but that it misclassifies H II as either PNe or SNR 5 per cent
nd 2 per cent of the time, respectively . Similarly , PNe regions are
orrectly categorized 66 per cent of the time and are misclassified as
ither H II regions or supernova remnants 30 per cent and 4 per cent
f the time, respectively . Finally , supernova remnants are correctly
lassified 95 per cent of the time and are misclassified as H II

egions and planetary nebulae 3 per cent and 2 per cent of the time,
espectively. A diagonal confusion matrix, such as we have, indicates
hat the network is correctly classifying the emission regions the
 v erwhelming majority of the time. 
Additionally, we report the confusion matrix (Fig. 3 , right-

and panel) when we incorporate a fourth line ratio, [O II ] λ3726,
729/[O III ] λ5007, into the input vector of the network. As evidenced
y the figure, the classification accuracy for planetary remnants
ncreases significantly (from 66 per cent to 83 per cent), while
he classification accuracy for the other two region types remains
onsistent. 

Ho we v er, we dra w attention to the high lev el of planetary nebulae
isclassified as H II regions; this incorrect categorization is likely due
ASTAI 2, 345–359 (2023) 
o the confusion in this restricted three parameters input space of line
atios between H II regions and planetary nebulae. A possible avenue
o solve this entanglement is integrating a luminosity threshold for
he PNe. This will be discussed further in Section 3.3 . 

.2 Portability to other instruments 

lthough the methodology described in this paper has been applied
nly to line ratios calculated from SITELLE data cubes, the algorithm
s instrument-agnostic. Since the method requires three-line ratios,
he only requirement is that the instrument captures a signal from
861 to 6731 Å. Since several instruments do not capture the [O II ]
3726/3729 lines (such as the Multi-Unit Spectroscopic Explorer,
USE, instrument; Bacon et al. 2010 ), we opted not to use them as

nputs for our classifier. None the less, we have demonstrated that
he network obtains better classification accuracies using the [O II ]
3726, 3729/[O III ] λ5007 line ratios. With this in mind, adding
dditional-rele v ant line ratios and/or other observational constraints
such as the physical relationship between luminosity and line ratios,
ize and luminosity, reducing when known the range of metallicity
f the training set, etc.) could further increase the performance of the
etwork. 

.3 Inclusion of information in the classification input vector 

n this work, we only considered the three or four-line ratios present
n standard BPT plots for our input vector; ho we ver, we note that
he efficacy of the classifications may be improved by including
ther line ratios or equi v alent widths. Since this work focuses on
mproving the existing BPT structure, we chose not to include other
ine ratios. We note, though, that work is currently being done to
se unsupervised machine learning algorithms to explore other line
atios (Moumen et al., in preparation). We note that H α luminosity
an be used as a prior to putting additional constrain on the planetary
ebulae. Although, at the moment, this is not possible with the current
arameters included in 3MdB, we propose the following avenue:
ncorporate a luminosity threshold abo v e which a region could not
e a planetary nebula. As stated by Delgado-Inglada et al. ( 2020 ), the
ust-corrected H α (or H β) maximum luminosity can be used as a
ele v ant threshold since it does not depend on the PNe metallicities.

e define the H α log-luminosity limit for the PNe at 36.0 ± 0.1,
he value derived by Delgado-Inglada et al. ( 2020 ) using a sample
f 500 extragalactic PNe covering various environments. It is also
onsistent with values reported by others in the literature, including
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Figure 4. Confusion Matrix for the artificial neural network applied to 
the test set using the three line ratios ([O III ] λ5007/H β, [N II ] λ6583/H α, 
([S II ] λ6717 + [S II ] λ6731)/H α) as input parameters to distinguish between 
only H II regions and supernova remnants. The values quoted represent the 
classification percentage. 
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artin et al. ( 2018 ) and Braun & Walterbos ( 1992 ). An y re gion with
 H α luminosity abo v e this limit cannot be a planetary nebula. If
he region is below this limit, we use the classifier that distinguishes
etween planetary nebulae, supernova remnants, and H II regions. 
therwise, we use a classifier trained only to distinguish SNRs and 
 II regions. Therefore, we train an additional network using the same

rchitecture described abo v e to distinguish only H II regions and
NR. Fig. 4 demonstrates that the network excels as distinguishing 
etween SNRs and H II regions. 

Similar cuts could be applied for supernova remnants (e.g. low 

uminosity cut in Delgado-Inglada et al. 2020 ) or high luminosity 
ut using the brightest SNR observed in the local universe. We do
ot believe a low-luminosity cut should be used since SNR fade in
ntensity with time until their luminosity passes the detection limit 
f the observational configuration. On the other hand, a maximum 

uminosity could be considered, as it is for the PNe. From the
iterature, dif ferent v alues can be found: 4.96 × 10 37 erg s −1 in

inkler et al. ( 2017 ). Nevertheless, these values are observational 
nd not theoretical; one could expect an even higher maximum 

uminosity for supernovae surrounded by a denser ISM. Since SNRs 
re not a point-like source compared to extragalactic unresolved 
Ne, their emission is often embedded in H II regions that can be
ignificantly brighter. In these cases, their estimated luminosity is 
ias towards higher values. Therefore, we decided not to use a 
aximum luminosity threshold for the SNR in this work. This 

ecision is based on the possibility of e v aluating SNR contamination
n H II regions using the method. We will see later that three of the
bserved and confirmed SNRs used to test our method are above these 
bservational thresholds and also coincide with objects embedded 
n H II regions. Additional elements regarding this aspect will be 
resent in Section 4.2 . It is also important to mention, as investigated
n Vale Asari ( 2021 ), that line widths could also be included to
elp further distinguish regions. The addition of these supplementary 
nput parameters is the subject of future work. 

.4 Addition of noise in the training set to fill in modelling gaps 

lthough the models obtained from 3MdB are e xtensiv e and include
arious scenarios, they are built on grids of model parameters. 
herefore, gaps may exist in the distribution of parameters; these 
aps can be seen in Figs 2 and 1 . In order to explore the effect of
hese gaps on our results, we add random noise to the synthetic data.
n doing so, we draw the line ratio values randomly from a Gaussian
istribution centred on the line ratio value from 3MdB with sigma
alues of 1 per cent, 2 per cent, and 5 per cent the line ratio value.
pon retraining the algorithm for each level of noise, we obtain

imilar accuracy values for each category. 

.5 Application to diffuse ionized gas 

n addition to classical H II re gions, superno va remnants, and plan-
tary nebula, diffuse ionized gas (DIG) is an important feature 
f the ISM in many galaxies (e.g. Reynolds 1984 ; Walterbos &
raun 1994 ; Haffner et al. 2009 ). Therefore, we constructed a fourth
lassification set based on DIG simulations from 3MdB using the 
ame methodology discussed in Section 2.2 . We use the DIG HR
atabase and filter out H II regions by only retaining regions for which
hi OB < 4.5. 2 We retrain the artificial neural network developed in
ection 2.3 with DIG regions as a fourth classification. We provide

he confusion matrix in Fig. 5 ; the figure reveals that the network re-
ains its accuracy of determining H II regions, planetary nebulae, and
upernova remnants while achieving an accuracy of over 70 per cent
n classifying DIGs. Incorrectly classified DIGs are equally split 
etween supernova remnant and H II region classifications. While 
his level of accuracy is acceptable for many cases, we do not use
his network in future sections. The authors also note that e xtensiv e
ork has been done to successfully distinguish DIG regions from H II

egions using the equi v alent width of the H α emission (e.g. Lacerda
t al. 2018 ). Additionally, we supply users with a decision tree (see
ig. 6 ), which can be applied to determine which network to use. 

 APPLI CATI ON  TO  M 3 3  

n order to test the method with observations, we use a field from the
ITELLE instrument on the galaxy M33. These observations were 
onducted for the SIGNALS program and are ideal for this study
ince previous identification of SNR and PNe sources abounds in the
iterature and the high spatial resolution enables a precise selection 
f the emission area of the candidates. 

.1 The data 

e extracted the PNe and SNR sources from the Ciardullo ( 2004 )
nd Long et al. ( 2018 ) catalogues, respectively. In order to also
RASTAI 2, 345–359 (2023) 
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R

Figure 6. Tree diagram representing the possible classification routes based 
on the region’s luminosity and the chosen classification scheme. 
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nclude a significant fraction of the H II regions visible in the
eld, we used a combination of the information provided from an
mission map produced by adding all emission line maps together
nd the known position of the PNe and SNR. Using the ds9 tools,
e handpicked a large fraction of the H II regions while keeping
nly the good candidates, excluding regions with not well-defined
ontours or obvious contamination. Fig. 7 shows all regions selected
n the final test set. Some H II regions harbour a small o v erlap with
 previously identified SNR. We tried to minimize the impact of
hese o v erlaps and a v oid selecting H II regions that were particularly
ell blended with the SNRs. It is also important to note that

he SNR radii were selected using the visible morphology of the
NR optical component (expanding shell). Nevertheless, we did not
xclude known SNRs that are embedded in H II regions emission.
e will discuss later in this section the impact of this inherent

ontamination. 
Our literature re vie w re vealed 84 H II regions, 6 planetary nebulae,

nd 24 supernova remnants (see Fig. 7 ). Ho we ver, upon further
nvestigation of the spectra captured by SITELLE of these re-
ions, we rejected eight H II regions, four planetary nebulae, and
wo supernova remnants as having insufficient signal-to-noise 3 to
roperly fit the emission lines. In order to extract the line ratios
or these regions, we used the spectral analysis software LUCI .
sing SN1 ( R ∼ 1800), SN2 ( R ∼ 1800), and SN3 ( R ∼ 5000)
bservations of the M33 field (PI: Laurie Rousseau-Nepton), we fit
he following strong emission-lines using a sincgauss function:
 α, H β, [N II ] λ6583, [S II ] λ6717, [S II ] λ6731, [O III ] λ5007,

O III ] λ4959, [O II ] λ3726, and [O II ] λ3729. After calculating
he flux of each line, we applied deredenning by calculating the
almer decrement and using it in conjunction with a deredenning
ASTAI 2, 345–359 (2023) 

 A signal-to-noise as calculated by LUCI below 2 is considered insufficient. 

s  

o  

b  

c  
aw. 

 0 ,λ = F obs ,λ e τλ = F obs ,λ e τV q λ , (1) 

here F obs, λ is the observed flux, τλ is the optical depth at a given
avelength, τV is the optical depth in the V -band, and the shape of

he dust attenuation curve is parametrized by q λ ≡ τλ/ τV . 
We use the Cardelli, Clayton & Mathis ( 1989 ) attenuation law

ith R V = 3.1. We use the Balmer decrement, defined as B d =
 obs, H α/ F obs, H β , to calculate τV : 

V = 

1 

q Hβ − q Hα

ln 
B d 

B d, in 
, (2) 

here B d , in is the intrinsic Balmer decrement which is assumed to
e 2.87. 

.2 The results 

n order to demonstrate the applicability of our tw o netw ork frame-
orks described previously, we first apply the threshold on planetary
ebulae luminosities derived above – log( L H α

) = 36.0 ± 0.1. Regions
ith an H α luminosity below this threshold were passed to the NN

ncluding planetary nebula as an output classification; regions with
 higher value were passed the NN restricted to H II regions and
upernova remnants. There were 93 regions above this cut and 7
elow. After experimentation, we found that on real data it is best to
se all four input parameters if we have three classification options
nd only three input parameters (i.e. we do not use O II ] λ3726,
729/[O III ] λ5007) if we have two classification options. 
Fig. 8 shows the confusion matrix after running the network

eveloped in Section 2.1 on the 100 zones in Field 7 of M33.
s illustrated in the figure, the network excels at categorizing
 II regions – as expected by the results reported in Section 3.1 .
he confusion matrix reveals that one planetary nebula is correctly
ategorized while the other is categorized as a supernova remnant;
he spectra for these PNe are shown in Fig. C2 . Furthermore, the
etwork correctly classifies supernova remnants for approximately
5 per cent of the regions (i.e. 14 regions of 22 total regions).
he remaining supernova remnants are incorrectly classified as H II

e gions. Therefore, we e xplore in detail the reasoning behind the
etwork’s miscategorizations of the supernova remnants. 
Figs 9 and 10 show the placement of the M33 emission regions

n standard BPT diagrams. From the figures, it is clear that the
upernova remnants lie within the same regions as the H II regions
n these diagrams. More importantly, by comparing Figs 9 and 10
ith 1 and 2 , we note that the supernova remnants in M33 do not fall
ithin the same regions of line-ratio space as the training set; this

xplains why the network does a poor job of accurately classifying
hese regions. Fig. 11 shows similarly the placements of the regions
dentified using a network trained with the four input parameters o v er
he [O II ] λ3726, 3729/H β versus [S II ] λ6717/H α diagram. We note
hat the H II regions with a high [S II ] λ6717/H α ratio are wrongfully
dentified as SNR, and the SNR with a high [O II ] λ3726, 3729/H β

atio are also generally wrongfully identified as H II regions. 
Recent studies show that the parameter space indicated by the
33 supernovae may in fact be spanned by old supernova remnants

e.g. Moumen et al. 2019 ). Fig. 7 shows the location of the
upernova remnants in cyan, the planetary nebulae in green, and
he H II regions in yellow. As we can see, the regions identified as
upernova remnants in the literature do not correspond with regions
f strong emission; rather, they correspond with regions that would
e considered as diffuse H II emission which is how our network
lassifies them. Therefore, we conclude that the misclassification
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Figure 7. SITELLE Field 7 of M33. This image is a combination of the SN1 deep frame (blue), the SN2 deep frame (green), and the SN3 deep frame (red). 
Here, we can see the location and size (corresponding to the circle size) of H II regions (yellow), planetary nebulae (green), and supernova remnants (cyan). This 
figure was made by using the make lupton rgb function implemented in astropy (Lupton et al. 2004 ; Robitaille et al. 2013 ). 

Figure 8. Confusion matrix for M33 Field 7 using a neural network trained 
with three input parameters: [O III ] λ5007/H β, [N II ] λ6583/H α, ([S II ] 
λ6717 + [S II ] λ6731)/H α. Values quoted are the number of regions. We only 
retained regions for which the spectra in all three filters were adequate. 
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f SNRs is either due to contamination from nearby H II regions
r DIGs (e.g. Cid Fernandes et al. 2021 ; see appendices E and
1 for an in-depth discussion), misclassification of these regions 

n the literature, or possibly an incomplete training set for supernova
emnants (i.e. since our training set is a grid of shock models instead
f supernova remnant models). We stress that the most likely culprit
or the misclassification is the contamination from surrounding 
egions or incorrect classifications in the literature. Ho we ver, a more
omprehensive suite of SNR simulations under these conditions 
ould be useful in improving the accuracy of the network on real
ata. Additionally, comparing the true and false classifications in 
hese plots reveals that the network is automatically learning similar 
iagnostics as the ones presented by K e wley et al. ( 2001 ). 
As noted in Section 3.4 , there exist gaps in the supernova remnant

ata owing to the metallicity grid employed when creating the data
et. Coincidentally, sev eral misclassified superno va remnants lie in 
hese gaps. Therefore, in order to ensure that these misclassifications 
re not due to the gaps in the training set, we interpolate the grid
n metallicity in order to construct a new data set that does not
resent gaps (see appendix F2 ). Using this complete data set, we
econstruct our training, validation, and test sets. We then retrain our
etwork and apply it to the M33 sample. The results indicate that
RASTAI 2, 345–359 (2023) 
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R

Figure 9. The BPT diagram of log([N II ]/H α) versus log([O III ]/H β) for the regions identified in a SITELLE field of M33. The dashed and solid lines represent 
the standard K e wley et al. ( 2001 ) and Kauffmann et al. ( 2003 ) delineations. The emission region type is designated by differing colours. Additionally, the correct 
and incorrect classification (True and False in the legend) are indicated by circles and crosses, respectively. The points’ opacity corresponds to the probability 
of the classification. The lowest probability value is approximately 60 per cent. We stress that this plot is not to be taken as a comparison between the standard 
BPT diagnostic cuts and our methodology. 

Figure 10. The BPT diagram of log([S II ]/H α) versus log([O III ]/H β) for the regions identified in a SITELLE field of M33. The dashed and solid lines represent 
the standard AGN and LINER delineations. The emission region type is designated by differing colours. Additionally, the correct and incorrect classification 
(True and False in the legend) are indicated by circles and crosses, respectively. The points’ opacity corresponds to the probability of the classification. The 
lowest probability value is approximately 60 per cent. We stress that this plot is not to be taken as a comparison between the standard BPT diagnostic cuts and 
our methodology. 
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hile supernova remnant classification slightly increases, several H II

egions are now misclassified as supernova remnants. These results
ighlight the importance of the training set when applying machine
earning algorithms to real data. 
ASTAI 2, 345–359 (2023) 
 C O N C L U S I O N S  

n this work, we have demonstrated the feasibility of using a
opular machine learning paradigm, artificial neural networks, to
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Figure 11. The line ratio diagram of log([O II ]/H β) versus log([S II ]/H α) for the regions identified in a SITELLE field of M33. The emission region type 
is designated by differing colours. Additionally, the correct and incorrect classification (True and False in the legend) are indicated by circles and crosses, 
respectively. Note these classifications were made with the network taking four input variables instead of three. The points’ opacity corresponds to the probability 
of the classification. The lowest probability value is approximately 60 per cent. 
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lassify extragalactic emission regions into three categories: classic 
 II regions, planetary nebulae, and supernova remnants. Synthetic 

ine ratios for each emission type are generated using line ampli- 
udes taken from 3MdB. We train, validate, and test our network 
n approximately 90 000 synthetic data containing three key line 
atios: ([O III ] λ5007/H β, [N II ] λ6583/H α, ([S II ] λ6717 + [S II ]
6731)/H α. We also test the addition of a fourth line ratio: [O II ]
3726/H β. We demonstrate the observational identification effi- 
iency of this method by applying it to the Southwest field of M33;
ur results corroborate with existing literature with the exception 
f supernova remnants. We stress that these results are either due 
o an inconsistency between the training set and the real data, 
 common occurrence in supervised machine learning problems, 
ncorrect identifications in the literature, or contamination from 

urrounding H II or DIG. In order to resolve this inconsistency, a
raining set that explores the same region of parameter space for
NRs is required; we note this currently does not exist. Although 

he method was created with SITELLE in mind, the results can 
eadily be ported to other instruments as long as the line fluxes are
eco v ered. 

Additionally, this work highlights an important caveat that must 
e taken into account when applying machine learning algorithms 
o real astronomical data: without rigorous testing on real data, the 
esults of the algorithm should be taken lightly. That is to say that it
s inadvisable to use a machine learning algorithm that has not been
erified thoroughly on real data to a new data set. As demonstrated
ere, even though the network does an excellent job (95 per cent)
lassifying supernova remnants, it fails to do so correctly in real data
ue to the issues described abo v e. 
Moreo v er, this work serv es to e xpand the usage of machine

earning in astronomy for classification purposes. Although we 
ocused on three ke y cate gories of e xtragalactic emission line regions,
his work can be extended to classify other objects in large catalogues
f emission line regions (see Fig. 6 ). 
Another important conclusion of this work remains the inherent 
ependence of our method to the photoionization models’ ability to 
eproduce properly the natural properties and physics of the PNe, 
NR, and H II regions. The photoionization conditions, including the 
ide varieties of ionizing sources, the morphology and character- 

stics of their surrounding ISM, and the accurate modelling of the
hysical interactions between them, need to be fully understood while 
onstraining their space of parameters co v ered in Nature. Surv e ys of
onized regions in all conditions and at a high spatial resolution that
nclude a good characterization of ionizing sources can help us to
onstrain the parameters while testing the photoionization models’ 
erformances. 
Moreo v er, these large surv e ys, such as SIGNALS (Rousseau-

epton et al. 2019 ) will enable us to amass a large quantity of well-
esolved H II and supernova remnants. Since we will have an adequate
pectral resolution from these surv e ys, precise flux measurements can 
e made. Ov erall, these surv e ys will enable the creation of a training
et based on real observations instead of simulations. Although bias 
ill al w ays remain in any training set, whether with simulated or

eal data, this approach is expected to yield more accurate results.
urthermore, combining these large surv e ys with multiwav elength 
bservations can ensure the correct classification of regions. 
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PPENDI X  A :  C R I T E R I O N  F O R  FI LTERING  

ATA  

n this section, we describe the filters applied to the 3MdB data set
or reproducibility’s sake. The python application of these filters can 
e found in the notebook entitled generating data.ipynb . 
o filter the H II regions, we keep lU mean values equal to
2.5, −3.0, and −3.5. We only retain fr == 3.0 . We only keep
b 0 values between −5.4 and −3.0. The only additional filter-

ng we apply on the PNe data set is com6 == 1 . For the shock
odels, we only take emis VI.model type = ’shock’ and 
bundances.name = ’Allen2008 Solar’ . 

PPENDI X  B:  DI AG NOSTI C  PLOTS  O F  TEST  

ET  

n this section, we present the diagnostic plots of the test set data (as
hown in Figs 1 and 2 ) broken into each type. 
RASTAI 2, 345–359 (2023) 

 plot broken down by emission region type. 

 plot broken down by emission region type. 
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PPENDIX  C :  FIT  PLOTS  

his section contains three plots families (Figs C1 , C2 , and C3 ).
ach family consists of the SN1, SN2, and SN3 fits of a emission
ASTAI 2, 345–359 (2023) 

Figure C1. SN1, SN2, and SN3 of co
egion type (i.e. H II , PNe, or SNR). Additionally, each family is
urther broken into the spectra which we correctly categorized and
hose incorrectly categorized. 
rrectly categorized H II regions. 
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RASTAI 2, 345–359 (2023) 

Figure C2. SN1, SN2, and SN3 of the correctly and incorrectly categorized PNe regions. The region incorrectly classified was classified as a supernova 
remnant. 

Figure C3. SN1, SN2, and SN3 of correctly and incorrectly categorized SNR regions. The region incorrectly classified was classified as an H II region. 
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Table D1 – continued 

Region ID RA DEC Radius 

73 1:33:00.9989 + 30:34:00.400 5 .126 arcsec 
74 1:33:00.5310 + 30:33:55.223 1 .825 arcsec 
75 1:33:04.4752 + 30:34:21.100 3 .567 arcsec 
PPENDIX  D :  LIST  O F  R E G I O N S  

his section contains a table (Table D1 ) documenting the regions of
33 used in this study. The table includes the region type, the RA,

he DEC, and radius. The table only reports regions that were not
ejected on the basis of insufficient signal-to-noise of their spectra. 
ASTAI 2, 345–359 (2023) 

Table D1. Table of regions, their RA, DEC, and radius in arcseconds. 
The regions are shown in Fig. 7 . 

Region ID RA DEC Radius 

0 1:33:14.9493 + 30:32:29.863 10 .440 arcsec 
2 1:33:12.2492 + 30:30:24.375 5 .606 arcsec 
3 1:33:11.9795 + 30:30:11.208 8 .822 arcsec 
4 1:33:13.8888 + 30:29:45.757 5 .438 arcsec 
5 1:33:11.2340 + 30:29:52.776 3 .603 arcsec 
6 1:33:09.6747 + 30:29:45.723 8 .170 arcsec 
7 1:33:10.0807 + 30:29:54.507 4 .545 arcsec 
8 1:33:12.4954 + 30:34:08.952 10 .957 arcsec 
9 1:33:11.7219 + 30:38:56.571 34 .026 arcsec 
10 1:33:13.5530 + 30:39:32.587 2 .502 arcsec 
11 1:33:13.6216 + 30:39:28.201 2 .947 arcsec 
15 1:33:06.1099 + 30:31:02.774 2 .000 arcsec 
16 1:33:08.5500 + 30:34:38.500 2 .000 arcsec 
22 1:33:11.0818 + 30:34:22.629 16 .226 arcsec 
24 1:33:12.4386 + 30:38:43.268 10 .000 arcsec 
25 1:33:14.1437 + 30:39:48.311 12 .684 arcsec 
26 1:32:31.4769 + 30:35:32.901 13 .528 arcsec 
27 1:32:46.7300 + 30:34:37.800 7 .099 arcsec 
29 1:32:53.3331 + 30:37:56.037 7 .449 arcsec 
30 1:32:57.6721 + 30:39:27.962 6 .705 arcsec 
31 1:33:00.1500 + 30:30:46.200 11 .272 arcsec 
32 1:33:00.6700 + 30:30:59.300 6 .911 arcsec 
33 1:33:01.5100 + 30:30:47.874 3 .977 arcsec 
34 1:33:02.9300 + 30:32:28.737 8 .102 arcsec 
35 1:33:03.5700 + 30:31:20.037 5 .971 arcsec 
36 1:33:04.0971 + 30:39:58.016 8 .697 arcsec 
37 1:33:09.9369 + 30:39:34.899 12 .389 arcsec 
38 1:33:11.1669 + 30:39:43.699 12 .952 arcsec 
39 1:32:27.6494 + 30:35:44.598 13 .786 arcsec 
40 1:32:35.4269 + 30:35:19.800 15 .386 arcsec 
41 1:32:40.8064 + 30:31:51.099 16 .877 arcsec 
42 1:32:42.7100 + 30:36:19.237 9 .503 arcsec 
43 1:32:52.9336 + 30:31:32.474 12 .540 arcsec 
44 1:32:56.0532 + 30:33:30.400 12 .923 arcsec 
45 1:32:57.2469 + 30:39:14.700 7 .378 arcsec 
54 1:32:45.6879 + 30:38:55.637 22 .822 arcsec 
55 1:32:43.4136 + 30:38:53.039 8 .238 arcsec 
56 1:32:56.9272 + 30:40:18.512 8 .238 arcsec 
57 1:33:02.3461 + 30:39:53.458 4 .602 arcsec 
58 1:33:01.4757 + 30:39:29.292 4 .602 arcsec 
59 1:33:00.2709 + 30:39:02.536 5 .676 arcsec 
60 1:33:07.2179 + 30:35:12.876 5 .583 arcsec 
61 1:33:07.8867 + 30:35:18.914 4 .481 arcsec 
62 1:32:58.6626 + 30:36:37.518 5 .583 arcsec 
63 1:32:52.3103 + 30:37:14.648 4 .428 arcsec 
64 1:32:54.1829 + 30:37:28.459 2 .852 arcsec 
65 1:32:57.9253 + 30:34:50.479 5 .583 arcsec 
66 1:32:57.7246 + 30:34:41.847 5 .583 arcsec 
67 1:32:58.1255 + 30:34:34.077 3 .210 arcsec 
68 1:32:52.7781 + 30:34:55.667 11 .849 arcsec 
69 1:32:56.5215 + 30:34:51.346 5 .276 arcsec 
70 1:32:52.9121 + 30:36:36.665 31 .885 arcsec 
71 1:32:59.5295 + 30:34:43.568 8 .761 arcsec 
72 1:33:00.8657 + 30:34:18.529 11 .849 arcsec 

76 1:33:03.8734 + 30:34:15.061 3 .567 arcsec 
77 1:33:04.4747 + 30:34:07.288 6 .463 arcsec 
78 1:33:02.6696 + 30:33:50.897 3 .567 arcsec 
79 1:33:03.4707 + 30:33:22.406 6 .862 arcsec 
80 1:33:05.0067 + 30:32:54.773 10 .142 arcsec 
81 1:33:02.8685 + 30:32:58.238 6 .560 arcsec 
82 1:32:56.9878 + 30:32:54.808 6 .862 arcsec 
83 1:32:51.7755 + 30:33:04.309 6 .553 arcsec 
84 1:32:55.7178 + 30:32:26.324 8 .094 arcsec 
86 1:33:04.7373 + 30:31:55.212 5 .268 arcsec 
87 1:33:06.2730 + 30:31:31.894 3 .843 arcsec 
88 1:33:06.6737 + 30:31:27.575 2 .922 arcsec 
90 1:33:07.6752 + 30:31:14.620 2 .922 arcsec 
91 1:33:07.6076 + 30:30:57.355 4 .015 arcsec 
92 1:33:06.8067 + 30:31:14.626 4 .015 arcsec 
93 1:33:04.8019 + 30:30:56.511 3 .832 arcsec 

94 1:33:04.5342 + 30:30:42.701 2 .770 arcsec 
95 1:33:08.2056 + 30:29:50.051 14 .323 arcsec 
96 1:32:52.2431 + 30:29:37.996 37 .088 arcsec 
97 1:32:45.3615 + 30:31:56.103 4 .646 arcsec 
98 1:32:38.6850 + 30:29:47.449 4 .646 arcsec 
99 1:32:34.6761 + 30:30:21.086 11 .742 arcsec 
101 1:32:29.9250 + 30:32:36.569 11 .742 arcsec 
102 1:32:31.5290 + 30:32:32.269 5 .541 arcsec 
103 1:32:46.6289 + 30:34:07.319 10 .078 arcsec 
104 1:32:44.5559 + 30:34:53.927 7 .709 arcsec 
105 1:32:44.4886 + 30:35:16.371 3 .318 arcsec 
106 1:32:43.5526 + 30:35:16.367 3 .341 arcsec 
107 1:32:44.8228 + 30:35:17.235 2 .441 arcsec 
109 1:32:44.2201 + 30:36:02.985 7 .709 arcsec 
110 1:32:41.6795 + 30:36:01.247 4 .735 arcsec 
112 1:32:29.5105 + 30:36:08.058 18 .767 arcsec 
113 1:32:31.1856 + 30:35:07.648 31 .644 arcsec 
115 1:32:42.5477 + 30:36:34.918 3 .341 arcsec 
116 1:32:42.0797 + 30:36:34.916 3 .341 arcsec 
117 1:32:55.7223 + 30:39:30.173 3 .590 arcsec 
118 1:32:55.2541 + 30:39:34.490 4 .428 arcsec 
119 1:32:47.0250 + 30:39:47.435 2 .393 arcsec 
120 1:32:44.5502 + 30:39:20.667 2 .166 arcsec 
123 1:32:53.1800 + 30:38:55.646 2 .517 arcsec 
124 1:32:33.2680 + 30:32:01.209 3 .485 arcsec 
125 1:32:28.4494 + 30:33:59.424 2 .922 arcsec 
126 1:32:37.7140 + 30:39:54.586 29 .031 arcsec 
128 1:33:00.9338 + 30:35:05.144 17 .306 arcsec 
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PPENDI X  E:  T H E  S T R A N G E  CASE  O F  ID  2 7  

egion 27, the supernova remnant, was misclassified despite the
act that the combined SITELLE deep image clearly shows an
NR. While the other misclassifications of supernova remnants
re attributable to other causes (see discussion in Section 4 ), the
eason for this incorrect categorization is not clear without examining
he spectrum in SN3; the [S II ] doublet and H α emission clearly
emonstrate the presence of multiple components. Thus, the fluxes
or these lines are incorrectly estimated which leads the network to
lassify it as an H II region. The presence of multiple lines is likely
ue to contamination from the surrounding DIG or H II region. We
o not see these multiple components in the other filters since their
pectral resolution is insufficient to resolve them. Although an in
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Figure E1. Zoom-in on the SN3 spectrum of region 27. We have noted the 
location of the double components with green arrows. 
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Figure F1. Line-ratio parameter space showing the initial data (in red) and 
the interpolated data (in blue). 
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epth examination of this region is beyond the scope of this paper,
e have attempted to quantify this effect in the following manner: 

1) we fit two H α and [S II ] lines and (2) we artificially reduce the
pectral resolution to 3000 (Fig. E1 ). Although we do not repeat
his process for the seven incorrectly categorized SNRs that exhibit 

ultiple components, region 27 serves as an example. 
In fitting the two H α components and two [S II ] doublet com-

onents, we were able to distinguish emission lines from each 
omponent. We note that the flux of the first component of the [S II ]
oublet and H α emission line is less than the second component. 
oreo v er, the combined flux of the first [S II ] doublet component

s greater than the H α emission line which indicates component 1 
epresents the SNR emission while component 2 represents the H II 

egion emission. This finding confirms our hypothesis that H II region 
r DIG contamination is responsible for the misclassifications. 
In artificially reducing the spectral resolution to 3000, we smear the 

ouble components into a single component. Although this clearly 
gnores the underlying astrophysics of the region, it allows for a 

ore succinct fit of the region. We apply the network assuming these
pdated values for the SN3 emission lines; ho we ver, the network
till classifies the region as an H II region. This fortifies our position
hat contaminant emission from an o v erlapping H II region or DIG is
ausing a misclassification of the supernova remnant. 

The careful re vie w of our results can help appreciate the level of
ontamination of the emission line spectra in galaxies even in the case 
here spatial resolution enables us to identify the complex structures 

n the ISM. Moreo v er, it demonstrates that the decontamination of
pectra is not trivial and using dynamical properties such as Full 

idth Half Maximum (FWHM) and decomposition of the different 
elocity components of the ionized gas offer a new avenue to identify
he well blended SNR emission nebulae. 

PPENDIX  F:  SNR  MISCLASSIFICATIONS  

1 Explanation of misclassifications 

n addition to misclassifications of supernova remnants due to H II or
IG contamination, a careful examination of their spectra revealed 
dditional reasons for the incorrect classifications. Two SN2 spectra 
IDs 102 and 125) demonstrate a high level of noise not present in the
N3 filter (where our signal-to-noise ratio threshold was applied); 

he misclassifications are likely due to the poor constraints on [O III ]
nd H β due to the noise. An additional three SN2 spectra (IDs 58,
5, and 98) reveal a complete lack of [O III ] λ5007 emission; again,
his explains the misclassification by the network. Therefore, if we 
pply an additional signal-to-noise threshold to SN1 and SN2, we 
ave only three misclassified supernova remnants instead of 8. This 
rings the accuracy from 64 per cent to 82 per cent. Similarly, the
isclassified planetary nebula would be remo v ed. 

2 Interpolating over the SNR grid 

s discussed in Section 4 , the SNR grid from the 3MdB shock
xtension has gaps in the line-ratio parameter space. In Fig. F1 , we
how the initial data (in red) and the interpolated data (in blue).
he top two figures juxtapose the data initially collected from the
MdB shock extension in red and the interpolated data in blue
n the two standard BPT diagrams. The bottom panels show only
he interpolated data points. The figure demonstrates that our linear 
nterpolation scheme co v ers the entire parameter space. 
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