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Abstract

Let Ĝ ⊆ G be complex reductive algebraic groups. The branching problem that aims
to study G-modules as Ĝ-modules is encoded by a collection of branching multiplicities
parameterised by pairs of dominant weights. The branching algebra Br(G, Ĝ) is a graded
algebra whose dimension of homogeneous components are precisely the branching multi-
plicities. Here, we endow Br(G, Ĝ) with the structure of a graded upper cluster algebra,
for some pair of groups. Our result holds if Ĝ is a Levi subgroup of G or in the tensor
product case, that is when Ĝ is the diagonal in G = Ĝ× Ĝ, assuming that G is semisimple
and simply connected. This sharpens J.Fei’s result who got the same statement for Ĝ = T
a maximal torus of G and for G ⊆ G × G, assuming G simple, simply laced and simply
connected. To prove our result we develop a new geometric and compbinatorial technique
called minimal monomial lifting.

Let Y be a complex scheme with cluster structure, T be a complex torus and X be
a suitable partial compactification of T × Y . The minimal monomial lifting produces a
canonically graded upper cluster algebra A inside OX(X) which is, in a precise sense, the
best candidate to give a cluster structure on X compatible with the one on Y . We develop
some geometric criteria to prove the equality between A and OX(X), which doesn’t always
hold and has some remarkable consequences. This technique is very flexible and will be
used elsewhere to endow other classical algebras with the structure of a graded upper
cluster algebra.
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1 Introduction

This is the first step in a project which aims to study branching problems in representation
theory, through the use of cluster algebras.

The branching problem

Let Ĝ be a complex, connected, reductive algebraic subgroup of the connected reductive
group G. The branching problem in representation theory asks to understand how, irreducible
representations of G, decompose under the natural Ĝ-action.

Fix maximal tori T̂ ⊆ T and Borel subgroups B ⊇ T and B̂ ⊇ T̂ of G and Ĝ respectively.
Let X(T ) denote the group of characters of T and let X(T )+ denote the set of dominant
characters. For λ ∈ X(T )+, V (λ) denotes the irreducible representation of highest weight λ.
Similarly, we use the notation X(T̂ ), X(T̂ )+, V (λ̂) relatively to Ĝ. For any λ ∈ X(T )+, there
is a natural Ĝ-equivariant isomorphism:⊕

λ̂∈X(T̂ )+

Hom(V (λ̂), V (λ))Ĝ ⊗ V (λ̂) −→ V (λ)

f ⊗ v 7−→ f(v).

Hence the multiplicity of V (λ̂) in V (λ) is cλ̂λ = dimHom(V (λ̂), V (λ))G. A result one would
like to achieve, in solving the branching problem is the following.
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Objective 1.0.1. For the pair (G, Ĝ), construct a positive combinatorial model for the mul-
tiplicities.

Examples of such models are given by the Littlewood-Ricardson rule, Gelfand-Tseltlin’s
patterns, Littelmann’s paths [Lit95], Sundaram’s dominos [Sun90] and the celebrated Knutson-
Tao’s hive model [KT99]. The last one is the essential tool for the proof of the saturation
conjecture by Buch [Buc00], after [KT99].

Though for some specific pairs (G, Ĝ) such a model exists, no general technique for con-
structing those models, uniformly for some families of pairs, is known. To the author best
knowledge, the only remarkable exceptions for which a positive model for multiplicities can be
constructed in families, are the following.

1. The Levi case: Ĝ is a Levi subgroup of G.

2. The tensor product case: Ĝ is diagonally embedded in G = Ĝ×Ĝ, for which the branch-
ing problem amounts to decompose the tensor product of irreducible representations of
Ĝ.

A breakthrough has been realised by Berenstein and Zelevisnky [BZ01]. They constructed,
under the assumption that G is semisimple and simply connected, (many) polyhedral models
for multiplicities, for any branching problem belonging to the previous list. Their proof is
actually quite involved. It uses deep results and objects, such as: the canonical basis and
the Lusztig’s parametrizations [Lus10], its relation to total positivity and double Bruhat cells
[Lus94] [FZ99] and tropicalisation. We refer to [Zel02] for a beautiful survey on the proof.
One of the reasons why it is difficult to generalise Berenstein-Zelevinsky approach to other
pairs Ĝ ⊆ G is because the previous objects are very specific of the Levi and the tensor
product case. One key ingredient to link all these objects are the detereminantal identientities
[FZ99][Theorem 1.16,1.17], which also stand at the very base of all the known cluster algebra
structures on the ring of varieties related to G. Among such varieties: double Bruhat cells
[BFZ05] and certain T -stable subgroups of the unipotent radical of B [GLS11], [GY21].

A more evident link between cluster algebras and branching problems has been recently
realised by Magee [Mag15] [Mag20], building on the work of Gross, Hacking, Keel, Kontsevich
[GHKK18] and Fock, Goncharov [FG06] (see also [GHKK18][Corollary 0.20, 0.21]). Magee
constructs (many) polyhedral models for the weight space decomposition (which corresponds
to branching to a maximal torus) and for the tensor product decomposition of SLn, using
cluster algebras. Moreover, one of Magee’s models is unimodular to the Knutson-Tao’s hive
model. Fei obtained the same results [Fei21][Theorem 8.1, 9.2] for any simple, simply laced
and simply connected algebraic group.

For a pair Ĝ ⊆ G, all the information for the associated branching problem is contained
in a X(T )×X(T̂ ) graded algebra Br(G, Ĝ) called branching algebra. Indeed, we have natural
isomorphisms

Br(G, Ĝ)
λ,λ̂
≃ Hom(V (λ̂), V (λ))Ĝ if (λ, λ̂) ∈ X(T )+ ×X(T̂ )+

Br(G, Ĝ)
λ,λ̂

= 0 otherwise,
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where, for (λ, λ̂) ∈ X(T )×X(T̂ ), Br(G, Ĝ)
λ,λ̂

denotes the homogeneous component of degree

(λ, λ̂) of Br(G, Ĝ). A fundamental step for the results of Magee, Gross, Hacking Keel, Kontse-
vich and Fei previously discussed is the identification of Br(G, Ĝ), for the corresponding groups
Ĝ ⊆ G, with a graded upper cluster algebra with non-invertible frozen variables. This allows
the authors to use cluster theory to construct homogeneous bases of the branching algebra.
Combinatorial analysis of such bases ultimately leads to the birth of combinatorial models for
multiplicities. The main result of this paper is the following theorem.

Theorem 1.0.2. In the following two cases:

1. G is simple, simply connected and Ĝ is a Levi subgroup of G.

2. Ĝ is semisimple, simply connected and diagonally embedded in G = Ĝ× Ĝ.

The branching algebra Br(G, Ĝ) is a graded upper cluster algebra, of geometric type, with
non-invertible frozen variables.

In the setting of Theorem 1.0.2, our present work doesn’t yield combinatorial models for
multiplicities or homogeneous bases of the upper cluster algebra Br(G, Ĝ). Obviously, this can
be interpreted as a weakness regarding Objective 1.0.1 and other authors’ results previously
mentioned.

On the contrary, we believe that this is due to great simplifications comparing to other
proves and constructions, especially Fei’s ones. Simultaneously, we reach a great generali-
sation of the hypothesis in which Theorem 1.0.2 holds, matching the same generality of the
work of Berenstein and Zelevinsky on the i-trails models. Moreover, Theorem 1.0.2 allows
to rephrase Objective 1.0.1 in the setting of cluster algebras, which is a much more suitable
context regarding this objective. Notably, the results of [GHKK18] and [Qin22], give some
explicit combinatorial criteria for constructing homogeneous bases of upper cluster algebras
and corresponding parametrizations. These criteria should apply to the upper cluster algebras
of Theorem 1.0.2. The combinatorial models described in [Mag20] arise precisely in this way.

Thus, Theorem 1.0.2 ultimately sheds light on a precise path that could lead to the realisa-
tion of Objective 1.0.1. Simultaneously, we hope that the previously discussed Berenstein and
Zelevinsky’s result, which is currently maximum in generality, can be surpassed. Indeed, the
minimal monomial lifting, which is the technique we develop to identify the branching alge-
bra with a graded upper cluster algebra is flexible and applies to several branching problems.
Thus, we hope to generalise Theorem 1.0.2 to other pairs Ĝ ⊆ G.

Cluster algebras in brief

Starting from a combinatorial data called seed, usually denoted by t, and an iterative procedure
called mutation, one can define the cluster algebra A(t) and the upper cluster algebra A(t). In
general one has A(t) ⊆ A(t). The cluster algebra is more combinatorial in nature, while the
upper cluster algebra is more geometric. Thanks to a huge effort due to many authors, there’s
nowadays a quite well developed structural theory of cluster algebras.

To explain some features of this theory, we recall that part of the defining data of a seed
t is the vertex set I, which has a partition I = Iuf ⊔ If into unfrozen (or mutable) and frozen
vertices. Each seed also posses a distinguished set of cluster variables x = (xi)i∈I , indexed
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by the vertex set, which are elements of the cluster algebra A(t). Defining the degree of the
cluster variables of the seed t, under some constraints arising from the mutation process, gives a
global graduation on both A(t) and A(t) to which we refer as a cluster graduation. In this case,
the collection of the degrees (which have value in an abelian group) of the cluster variables
of t is called degree configuration. There’s a well developed theory for constructing special
bases, called good bases, of A(t) [Dup11], [Qin17], [GHKK18], [Qin22]. If we allow some frozen
variables not to be invertible in A(t), some results are still conjectural. Nevertheless, under
some technical assumption on the seed t, good bases exist and have many parametrizations by
rational points into polyhedral cones which are related by invertible piece-wise linear maps.

We say that a scheme X has cluster structure if OX(X) = A(t) for a certain seed t.

Monomial liftings and minimal monomial lifting

In this paper we introduce the notion of lifting configuration on a seed t. Let I be the vertex
set of t and D be a finite set. By little abuse, a lifting configuration ν, on t, is a matrix
ν ∈ ZD×I . Given a lifting configuration ν, on t, we introduce a seed called monomial lifting
of t associated to ν, which is denoted by ↿t. The vertex set ↿I of ↿t consists of I (the vertex
set of t) and D, the latter being a subset of the frozen vertex set. In particular, t and ↿t have
the same set of mutable variables. Moreover, for every d ∈ D, the associated frozen cluster
variable of ↿t is denoted by ↿xd.

We prove that the mutation of a monomial lifting is again a monomial lifting. Formally,
for any mutable vertex k ∈ Iuf , we introduce the notion of mutation of lifting configurations
at k, and prove the following properties.

Proposition 1.0.3. Let ν ∈ ZD×I be a lifting configuration on t.

1. Lifting a seed commutes with mutation.

2. For every seed t′ mutation equivalent to t, through the mutation process, we can associate
a well defined lifting configuration ν ′ on t′.

3. A(↿t) = A(t)[↿x±1
d ]d.

4. If t is of maximal rank, A(↿t) = A(t)[↿x±1
d ]d.

Moreover, if the seed t is graded by a degree configuration σ, we produce a degree config-
uration ↿σ, on ↿t, called the lifting of the degree configuration σ. Since every seed t is trivially
graded, the cluster algebra A(↿t) is canonically ZD-graded by the lifting of the trivial degree
configuration on t, which is denoted by ↿0.

Suppose from now on that t is of maximal rank and that ↿t is the monomial lifting with
respect to a lifting configuration ν. If we allow the frozen variables ↿xd for d ∈ D to vanish,
that is if we consider an upper cluster algebra with non-invertible frozen variables indexed by
D, we get the algebra A(↿tD). This is the object we are most interested in. Suppose for a
moment that A(↿tD) is of finite type, then A(t) also is. Let

X = Spec(A(↿tD)) and Y = Spec(A(t)).
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By Proposition 1.0.3, we have an open embedding ϕν : GD
m×Y −→X whose image is the non-

vanishing locus of the variables ↿xd for d ∈ D, which is canonically identified with Spec(A(↿t)).
It’s easy to verify the following statement.

Proposition 1.0.4. The triple (X, ϕν , ↿x = (↿xd)d∈D) satisfies the following properties:

1. The scheme X is noetherian, normal and integral.

2. For each d ∈ D, the zero locus V (↿xd) of ↿xd in X is irreducible. If CVd : C(X)−→Z∪{∞}
is the valuation associated to the divisor V (↿xd), then

CVd1(↿xd2) = δd1,d2 .

3. The map ϕν : GD
m×Y −→X \∪dV (↿xd) is an isomorphism such that ϕ∗ν(↿xd) = (xd⊗ 1),

where the collection of xd is a base of the character group X
(
GD
m

)
of the torus GD

m.
Moreover, Y is an irreducible C-scheme.

For d ∈ D, the valuation CVd is called cluster valuation. We can identify ZD with X
(
GD
m

)
by means of the base (xd)d∈D. Then, the graduation on A(↿tD) induced by the degree config-
uration ↿0 on ↿t, corresponds to an action of GD

m on X with respect to which ϕν is equivariant.
The geometry of X allows to trace the lifting configuration ν, indeed:

CVd(1⊗ xi) = −νd,i for any d ∈ D, i ∈ I

where, with little abuse 1⊗xi denotes ϕν,∗(1⊗xi) ∈ C(X). Also, ν•,i = (νd,i)d∈D is the degree
of the cluster variable ↿xi with respect to the GD

m action on X.

Based on the previous discussion, we consider a triple (X, ϕ,X) where X is a non-necessarily
affine complex scheme, ϕ : GD

m × Y −→X is an open embedding (here Y is an irreducible
complex scheme) and X = (Xd)d∈D ∈ OX(X)

D is a collection of regular functions. Consider
analogues of the three statements of Proposition 1.0.4, relative to the triple (X, ϕ,X). For
d ∈ D, we denote by Vd the valuation corresponding to the divisor V (Xd). Up to some details,
we say that the triple (X, ϕ,X) is suitable for lifting is these three statements hold. For such a
triple, we identify GD

m× Y with an open subset of X via ϕ. We have that, a non-zero function
f ∈ OY (Y ), can be "homogenised" to a global regular function on X by multiplying for a
Laurent monomial in the Xd whose exponent is given by the integers −Vd(1⊗ f).

If OY (Y ) = A(t), the matrix ν ∈ ZD×I defined by νd,i = −CVd(1 ⊗ xi) is called the
minimal lifting matrix of the seed t with respect to (X, ϕ,X). The monomial lifting ↿tD (with
non-invertible frozen variables indexed by D) of t with respect to ν is the minimal monomial
lifting of t with respect to (X, ϕ,X). The seed ↿tD is the best possible candidate to give X a
cluster structure compatible with the one on Y , in the sense of Theorem 4.0.10. In particular
we have the following theorem.

Theorem 1.0.5. We have a natural inclusion A(↿tD) ⊆ OX(X). This inclusion is an isomor-
phism over GD

m × Y , meaning that A(↿tD)∏
d↿xd

= A(↿t) = OX(GD
m × Y ). Moreover, if a seed t̃

is compatible with t in the sense of Theorem 4.0.10, and A(t̃) = OX(X), then t̃ =↿tD.
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The inclusion between A(↿tD) and OX(X) may be strict. Ultimately, the difference between
A(↿tD) and OX(X), depends on the behaviour of ↿tD along the divisors of X in the complement
of GD

m × Y . Thus, the question if A(↿tD) equals OX(X) can be studied geometrically. For
example, we have the following proposition.

Proposition 1.0.6. The equality A(↿ tD) = OX(X) holds if and only if, for any d ∈ D,
CVd = Vd over OX(X).

If there exist an action of GD
m on X which makes the map ϕ GD

m-equivariant, we say that the
triple (X, ϕ,X) is homogeneously suitable for lifting. In that case, the inclusion betweenA(↿tD)
and OX(X) is of graded algebras, where A(↿tD) is graded by the trivial degree configuration
↿0 and OX(X) has a natural grading induced by the GD

m-action. In this situation, the minimal
monomial lifting is the best possible candidate to give X a cluster structure simultaneously
compatible with the one on Y and with the GD

m-action.

Theorem 1.0.7. Let t̃ be a graded seed compatible with t in the sense of Theorem 4.1.9. If
A(t̃) = OX(X) as graded algebras, then t̃ =↿t as graded seeds.

Monomial lifting for the branching scheme

Given a pair Ĝ ⊆ G of reductive groups, we consider the branching scheme X(G, Ĝ) =
Spec

(
Br(G, Ĝ)

)
with its T × T̂ action induced by the previously discussed graduation. We

prove that, whenever G is semisimple and simply connected, the scheme X(G, Ĝ) has a nat-
ural structure of homogeneously suitable for lifting scheme. Moreover, the torus GD

m can be
naturally identified with T .

Let U and Û be the unipotent radicals of B and B̂ respectively. We denote by C[U ]Û the
algebra of Û right-invariant functions on U . The scheme Y of the suitable for lifting structure
of X(G, Ĝ) is precisely Y = Spec

(
C[U ]Û

)
. Now, the interesting question is whether Y has a

meaningful cluster structure. However, this is not clear in general.
Nevertheless, it is often true that Y can be naturally identified with U(w) = U ∩w−1U−w,

for some w in the Weyl group of G. The varieties U(w) are known to have cluster structure by
[GLS11] and [GY21]. For these cluster structures, we prove that the X(T )-graduation induced
by the conjugation action of T on U(w) is a cluster graduation. Then, applying Proposition
1.0.6, we deduce the following more precise version Theorem 1.0.2.

Theorem 1.0.8. In the following two cases:

1. G is simple, simply connected and Ĝ is a Levi subgroup of G.

2. Ĝ is semisimple, simply connected and diagonally embedded in G = Ĝ× Ĝ.

If X = X(G, Ĝ), there exists a seed t constructed in [GY21], [GLS11], which is X(T̂ )-graded
by a degree configuration σ, such that A(↿tD) = OX(X) as X(T )×X(T̂ ) graded algebras. Here,
A(↿tD) is graded by the degree configuration ↿σ.

Actually, in Theorem 1.0.8 the graduation we consider on OX(X) is a twist of the previously
discussed one, but we prefer to leave this merely technical, and not relevant point out of this
introduction.
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Some further remarks

1. Schemes vs affine varieties. In this paper we apply the minimal monomial lifting
technique to schemes which are actually affine varieties. We prefer to carry out the
discussion on the minimal monomial lifting in terms of schemes in view of future ap-
plications. We also think that the language of schemes is more adapted to tackle a
geometric study of cluster algebras and its applications for many reasons. For example,
for a given seed t, the algebra A(t) may not be noetherian [GHK15], [Spe13]. Still, in
the language of Fock and Goncharov [FG09], it may be interpreted as the ring of reg-
ular functions on a (generally non-affine) locally of finite type smooth variety which is
called A-cluster variety. The A-cluster variety often has a big open subset which is of
finite type. Of course, the A-cluster variety is a more useful geometric model for A(t),
than Spec

(
A(t)

)
, if A(t) is not of finite type. Moreover, in the present paper we only

discuss A-cluster algebras. Nevertheless, it is natural to carry out similar constructions
for X -cluster algebras. Then, one has to deal with the fact that the X -cluster variety
may not be separated. [GHK15].

2. Pole filtrations and biperfect bases. Let ϕ : GD
m×Y −→X be the open embedding of

an homogeneously suitable for lifting structure on X (that is a tripe (X, ϕ,X) which is ho-
mogeneously suitable for lifting). Then, we have a restriction map s : OX(X)−→OY (Y )
defined as the pullback along the map Y −→X sending y to ϕ(e, y). The map s injects
the spaces of semi-invariants functions on X inOY (Y ), giving birth to aX

(
GD
m

)
-filtration

on OY (Y ) that we call pole filtration and which reflects, geometrically, the properties of
the natural X

(
GD
m

)
-graduation on OX(X).

This situation generalises the classical embedding of the irreducible G-representations
into the ring of functions on U , for a semisimple simply connected algebraic group G
with a maximal unipotent subgroup U . See Section 8.3 for more details.

The fact that, for a pair Ĝ ⊆ G of reductive groups with G semisimple and simply
connected, the branching scheme X(G, Ĝ) has an homogeneously suitable for lifting
structure allows to deduce the following proposition.

Proposition 1.0.9. For any (λ, λ̂) ∈ X(T )+ ×X(T̂ )+, we have an isomorphism

Hom(V (λ), V (λ̂))Ĝ−→C[U ]Û
λ,λ̂−ρ(λ)

where

C[U ]Û
λ,λ̂−ρ(λ)

= {f ∈ C[U ]Û : f(ĥ
−1
uĥ) = (λ̂− λ)(ĥ)f(u) for ĥ ∈ T̂ , u ∈ U , and

Vα(1⊗ f) ≥ −⟨λ, α∨⟩ for α ∈ D}.

IfG = Ĝ×Ĝ, we can identify C[Û×Û ]Û with C[Û ], and a base of C[Û ] which is adapted to
the subspaces appearing in the previous proposition is known as biperfect basis. Indeed,
Proposition 1.0.9 can be interpreted as a generalisation of [Zel99][Proposition 1.4], which
is the starting point for the interest in biperfect bases. These kind of bases include the
classical limit of the dual canonical basis and have arguably been one of the most used
items to study tensor product decomposition. See [Kam22] for a beautiful survey on
biperfect bases.
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3. Minimal monomial lifting and [Fei21]. In Section 8.2 we prove that Fei’s cluster
structures [Fei21] are obtained through minimal monomial lifting. It’s probable that
Fei’s structures are special cases of the ones constructed in the present text, but I’m not
capable of carrying out this comparison in detail. Finally, Example 8.2.14 and Theorem
1.0.8 partially answer to [Fei21][Conjecture 8.2] in the G2-case.

4. Other branching problems. There are several pairs Ĝ ⊆ G of reductive groups, with
G semisimple and simply connected, for which we can identify a X(T̂ )-graded cluster
structure on Spec

(
C[U ]Û

)
. However, it is not clear to the author how to identify these

pairs. From this point of view, Question 7.4.1 is of interest. When we identify a cluster
structure on Spec

(
C[U ]Û

)
, it may happen that the upper cluster cluster algebra of the

associated minimal monomial lifting is strictly contained in Br(G, Ĝ). This is the case
for Sp2n ⊆ SL2n. Nevertheless, the existence of a graded upper cluster algebra inside
Br(G, Ĝ) already has some interesting applications. Some of them are briefly discussed
in Section 7.4.

Outline of the paper

Section 2 contains the preliminaries on cluster algebras. We formalise two notions already
existing in the literature: the difference between highly-frozen and semi-frozen vertices and
define the cluster valuation CVi associated to a frozen vertex i. The cluster variable associated
to a highly-frozen vertex is not invertible, while the one associated to a semi-frozen one is.
Then, we recall the notion of graded seed and degree configuration.

In Section 3 we define and study monomial liftings. Proposition 1.0.4 is proved. In Section
3.1 we define pole filtrations and lifting graduations. This section is devoted to understand,
geometrically, the canonical ZD-graduation on A(↿t) and the kind of graduations we hope to
understand using the minimal monomial lifting technique.

Section 4 is essential for the paper. We define suitable and homogeneously suitable for
lifting schemes and develop the minimal monomial lifting. We prove some unicity results on
the minimal monomial lifting, namely Theorem 4.0.10, 4.1.9 and discuss geometric criteria to
study whether A(↿tD) equals OX(X).

Section 5 is devoted to some preliminaries on algebraic groups. We study in detail some
technical properties of generalised minors, that are crucial for the proof of Theorem 1.0.8. The
reader can skip this part at first. In Section 6, we consider an example of minimal monomial
lifting where the inclusion A(↿tD) ⊆ OX(X) is strict. We report this toy example since we
consider it instructive.

In Section 7, we discuss the general setting for applying the minimal monomial lifting to
branching problems and derive Proposition 1.0.9.

Finally, in Section 8 we prove Theorem 1.0.8 and study some relations with [Fei21].

Acknowledgements. I would like to thank Bernard Leclerc for the invitation to Caen and
the fruitful discussions and insights on cluster algebras, and Nicolas Ressayre, for introducing
me to the branching problem, for the support and the many discussions that made this work
possible.
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2 Preliminaries on cluster algebras

2.1 Cluster algebras

We give a definition of cluster algebras and upper cluster algebras of geometric type in the
spirit of [GLS13]. The only differences with the standard setting are encoded in the notions
of semi-frozen (invertible) and highly-frozen (not invertible) variables. The type of frozen
variables affects the definition of the coefficient ring of the cluster algebra. This terminology
provides a natural framework for studying functions over some partial compactifications of
cluster varieties. Note that our cluster algebras are very special cases of the ones defined in
[BMS19] and of generalized cluster algebras [GSV18].

Definition 2.1.1. Let K be a field extension of C. A seed t of K is a collection

(Iuf , Isf , Ihf , B, x)

consisting of:

– Three disjoint finite sets Iuf , Isf , Ihf . An element of I := Iuf ⊔ Isf ⊔ Ihf (resp. If :=
Ihf ⊔ Isf ) is called vertex (resp. frozen vertex). A vertex is respectively called unfrozen
(or mutable), semi-frozen, highly frozen if it belongs to Iuf , Isf , Ihf .

– The extended exchange matrix B ∈ ZI×Iuf , which is an integer matrix, such that it’s
principal part B◦ := B|Iuf×Iuf is skew-symmetrizable. That is: there exists di ∈ N>0, for
i ∈ Iuf , such that for any i, j ∈ Iuf , dibi,j = −djbj,i.

– An extended cluster x ∈ (K∗)I , consisting of a transcendence basis of K over C, whose
elements are called cluster variables. A variable is said to be unfrozen (or mutable) (resp.
semi-frozen, resp. highly-frozen, resp. frozen) if its corresponding vertex is unfrozen
(resp. semi-frozen, resp. highly frozen, resp. frozen).

If a seed is denoted by t, we implicitly assume that its defining data are denoted as in
the previous definition. If the seed is called t• (resp. t•), where • is any superscript (resp.
subscript), then we add a • superscript (resp. subscript) to all the notation. For example, we
write t′ = (I ′uf , I

′
sf , I

′
hf , B

′, x′) or ti = (Ii,uf , . . . , xi). If needed, we add the dependence on t
writing B(t), x(t) and so on.

Graphical notation for seeds. Given a seed t, the only data required to identify the
isomorphism class of the associated cluster and upper cluster algebra is the vertex set and the
extended exchange matrix. This is encoded graphically in a valued quiver Q (or Q(t) if the
dependence on t is needed) as follows.

- The vertex set of Q is I. For i ∈ I, the corresponding vertex of Q is pictured by a
symbol ⃝ (resp. □, resp. ■) if it is unfrozen (resp. semi-frozen, resp. highly frozen)
and labelled by i.

Given two vertices i and j of Q, we use the convention that bi,j = 0 if i, j are both frozen
and that bi,j = −bj,i if exactly one between i and j is frozen. Note that, in the last case,
exactly one between bi,j and bj,i is defined as a coefficient of the generalised exchange matrix,
according to which vertex is unfrozen. Then
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- There is an arrow between i and j, pointing towards j, if and only if bi,j > 0. In this
case, the arrow is labelled by: "bi,j ,−bj,i". Moreover, if bi,j = −bj,i, for low values of
bi,j , we may write bi,j distinct arrows from i to j instead of a labelled arrow.

Example 2.1.2. Let t = ({1, 2}, {3}, {4}, B, x) be a seed whose generalised exchange matrix
is

B =


0 3
−1 0
0 −2
0 1


where the rows and columns of B are labelled in the obvious way. The following two pictures
are both a graphical representation of the seed t

□3 □3

⃝1 ⃝2 ⃝1 ⃝2

■4 ■4

2,2

3,1 3,1

1,1

General notation. If b ∈ R, then

b+ := max{b, 0} b− := max{−b, 0} so that b = b+ − b−.

If J , K are finite sets and M ∈ RJ×K , then M± ∈ RJ×K≥0 is the matrix obtained applying
component-wise to M the corresponding operation. If k ∈ K, the k-th column of M is
M•,k =M|J×{k} ∈ RJ . Similarly, if M ∈ RJ×K and J1 ⊆ J , K1 ⊆ K, then MJ1×K1 =M|J1×K1

and M•,K1 =MJ×K1 .
If S is any set and we consider S-valued matrices of size J × K, that is elements of SJ×K ,
then we use analogue notations for restrictions.
Let H be an abelian group and h ∈ HJ . If m ∈ ZJ and M ∈ ZJ×K , then

hm :=
∑

mjhj while hM = (hM•,k)k∈K ∈ (H)K .

If H = K∗, then hm is a multiplicative monomial in the hj . Note that, if I is a third finite set
and N ∈ ZK×I then

hMN = (hM )N

where the product ZJ×K × ZK×I −→ZJ×I corresponds to composition of morphisms in the
canonical identification between ZJ×K and HomZ(ZK ,ZJ). The elements of the canonical basis
of ZK are denoted by ek, for k ∈ K. Finally, if n ∈ N we note

[n] = {1, . . . , n}.

Given a seed t and a mutable vertex k ∈ Iuf , we have an operation called seed mutation
at k, denoted by µk. This operation produces a new seed µk(t) = t′, of K, defined as follows.

– The vertex sets of t′ are the same of t, that is I ′uf = Iuf , I
′
sf = Isf and I ′hf = Ihf .
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– The extended exchange matrix B′ satisfies:

b′i,j =

{
−bi,j if i = k or j = k

bi,j + b+i,kb
+
k,j − b

−
i,kb

−
k,j otherwise.

(1)

– The extended cluster x′ is defined by

x′i =

{
xi if i ̸= k

x
B+

•,k−ek + x
B−

•,k−ek if i = k.
(2)

The identity

xkx
′
k = x

B+
•,k + x

B−
•,k (3)

is called exchange relation. We often denote the two monomials on the right hand side of the
exchange relation by M+

k and M−
k , in the obvious way.

Given a seed t′ of K, we say that t′ is (mutation-)equivalent to t, and write t′ ∼ t, if there
exists i1, . . . , il ∈ Iuf such that

µil ◦ · · · ◦ µi1(t) = t′.

We call ∆ the set of seeds of K equivalent to t.

From now on, we fix an equivalence class of seeds ∆ of K. Since any seed in ∆ has the
same set of frozen variables, say xi for i ∈ If , we can define the coefficient ring

Cf[∆] := C[xi]i∈Ihf [x
±1
i ]i∈Isf . (4)

Definition 2.1.3. The cluster algebra A(∆) is the Cf[∆]-algebra generated by all the cluster
variables of all the seeds in ∆.

If t ∈ ∆, we define the ring of Laurent Polynomials

L(t) := Cf[∆][x±1
i ]i∈Iuf (5)

Note that the unfrozen and semi-frozen variables of t are invertible in L(t), while the highly
frozen are not.

Definition 2.1.4. The upper cluster algebra A(∆) is

A(∆) :=
⋂
t∈∆
L(t).

Both A(∆) and A(∆) are domains, moreover A(∆) is normal since it is defined as the
intersection of normal rings. Still, both the cluster algebra and the upper cluster algebra are
not noetherian in general. Note that, the choice of the ambient field K (as the choice of the
variables x) is immaterial for the isomorphism class of the cluster algebra and the upper cluster
algebra. These choices become important when we try to identify cluster algebra structures
on a given ring. So, when we only deal with (upper) cluster algebras, we often omit to specify
the ambient field K. The following theorem can be found in [GHKK18][Corollary 0.4] or in
[LS15] for skew-symmetric seeds.
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Theorem 2.1.5 (Positivity of the Laurent phenomenon). For any t, t′ ∈ ∆ and i ∈ I,

x′i ∈ N[xj ]j∈If [x
±1
k ]k∈Iuf

In particular A(∆) ⊆ A(∆).

The weaker statement that x′i ∈ Z[xj ]j∈If [x
±1
k ]k∈Iuf , usually called Laurent phenomenon,

is much more elementary and also sufficient for most applications. It can be found in [FZ03,
Proposition 11.2]. (See also [FZ02, Theorem 3.1]).

Clearly, if t ∈ ∆, we also use the notation A(t) (resp. A(t)) to denote A(∆) (resp. A(∆)).

Definition 2.1.6. Let t ∈ ∆. For i ∈ Iuf , let ti := µi(t) and t0 := t. The upper bound U(t)
at t is

U(t) :=
⋂

i∈Iuf∪{0}

L(ti).

If the matrix B is of maximal rank, we say that t is of maximal rank. The rank of
the generalised exchange matrix is invariant under mutation by [BFZ05, Lemma 3.2]. The
following theorem is a very special case of [GSV18, Theorem 3.11]. The case with no highly
frozen vertices had already been proved in [BFZ05, Corollary 1.7].

Theorem 2.1.7. If t is of maximal rank, A(∆) = U(t).

We say that no mutable vertex of t is completely disconnected if, for any k ∈ Iuf , there
exists i ∈ I such that bi,k ̸= 0. It’s easy to see that this property is invariant under mutation.
So, we say that no mutable vertex of ∆ is completely disconnected if one, hence any, of its
seeds has this property. Note that completely disconnected mutable vertices are the ones that
produce trivial exchange relations.

Theorem 2.1.8 ([GLS13]). Suppose that no mutable vertex of ∆ is completely disconnected.
Let t, t′ ∈ ∆ and i, j ∈ Iuf ⊔ Ihf , then

1. The variable xi is irreducible in A(∆).

2. The ideals (xi) and (x′j) of A(∆) are equal if and only if xi = x′j.

3. The invertible elements of A(∆), up to scalar, are the monomials in the semi-frozen
variables.

The above theorem is proved in [GLS13, Theorem 1.3, Corollary 2.3] for the ordinary
cluster algebra under the assumption that the seed t is connected (see [GLS13, Section 1.2]).
The exact same proof also works for the upper cluster algebra and the upper bound under the
weaker assumption that no mutable vertex is completely disconnected.

2.2 Disjoint union of seeds

This section is only needed for an application in Section 6.

We introduce a notation. If M ∈ R(J1⊔J2)×(K1⊔K2), then

M =

(
M1,1 M1,2

M2,1 M2,2

)
(6)

means that MJa×Kb
=Ma,b, for a, b ∈ {1, 2}.
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Definition 2.2.1. Let t and t′ be two seeds. The disjoint union of t and t′ is the seed
t|t′ = (Juf , Jsf , Jhf , C, z) of C(xi, x′i′)i∈I,i′∈I′ defined by

- The set of vertices

Juf = Iuf ⊔ I ′uf Jsf = Isf ⊔ I ′sf Jhf = Ihf ⊔ I ′hf .

- The generalised exchange matrix

C =

(
B 0
0 B′

)
.

- The cluster z, defined by
zI = x zI′ = x′.

We identify C(xi, x′i′)i∈I,i′∈I′ with the fraction field of L(t)⊗L(t′) in the natural way. It’s
clear that L(t|t′) = L(t)⊗ L(t′). The following property is immediate to verify:

Lemma 2.2.2. Let t, t′ as above, i ∈ Iuf , i′ ∈ I ′uf , then

µi(t|t′) = µi(t)|t′ and µi′(t|t′) = t|µi(t′).

Lemma 2.2.3. If t and t′ are of maximal rank, then A(t|t′) = A(t)⊗A(t′).

Proof. Clearly t|t′ is of maximal rank. The lemma follows easily from repeated application of
Theorem 2.1.7, the previous lemma and the fact that the tensor product commutes with finite
intersections.

2.3 Cluster valuations induced by frozen variables

We introduce the notion of cluster valuation at a frozen vertex. This notion implicitly appears
in the existing literature. We develop here some technical detail because of a lack of an
appropriate reference.

If t ∈ ∆, we denote by C[t] (resp. C(t)) the polynomial ring (resp. the field of fractions)
in the cluster variables xi. By the Laurent phenomenon (Theorem 2.1.5) we have that C[t] ⊆
A(∆) and the fraction field of A(∆) is C(t), which from now on will be denoted by C(∆).

Any cluster variable xi generates a prime ideal in C[t], so we can consider the induced
discrete valuation

Vti : C(∆)−→Z ∪ {∞}.

For an element p ∈ C[t] ⊆ C(∆), the exponent of xi in the factorisation of p into irreducible
factors, in the ring C[t], is Vti (p).

Lemma 2.3.1. If i ∈ If and t ∼ t′, then Vti = Vt′i . In particular, we refer to any such
valuation as the cluster valuation at the frozen vertex i and denote it by CVi.

Proof. We can assume that t′ = µk(t), where k ∈ Iuf . Let

C[I \ {k}] := C[xj ]j∈I\{k} = C[x′j ]j∈I\{k}
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and C(I \ {k}) the fraction field of C[I \ {k}]. The valuations Vti and Vt′i obviously coincide
on C(I \ {k}). Since the fraction field of C(I \ {k})[x±1

k ] is equal to C(∆), it’s sufficient to
prove that Vti (f) = Vt

′
i (f) for any f ∈ C(I \ {k})[x±1

k ]. If

f =

N∑
n=−N

fnx
n
k (7)

with fn ∈ C(I \ {k}), we claim that

Vti (f) = min{Vti (fn) : −N ≤ n ≤ N}. (8)

To prove (8), it’s sufficient to notice that if fn ̸= 0, then

Vti (fn) = vn⇐⇒ fn = xvni
pn
qn

(9)

with pn, qn ∈ C[I \ {k}] not divisible by xi. Then, we can compute Vti (f) plugging the right
hand side of (9) into (7) and we easily obtain (8).

Using the exchange relation (3), we compute that

f =
N∑

n=−N
fn(M

+
k +M−

k )n(x′k)
−n ∈ C(I \ {k})[(x′k)±1]

But M+
k +M−

k is not divisible by xi, hence

Vti (fn) = Vti (fn(M+
k +M−

k )n) = Vt′i (fn(M+
k +M−

k )n).

The statement follows using (8) and the similar formula relative to the seed t′.

At the level of cluster varieties, the previous lemma says that the gluing maps between
cluster tori preserve the valuation defined by the frozen variables. We can strengthening
Theorem 2.1.8 in the case of highly frozen variables as follows.

Corollary 2.3.2. If i ∈ Ihf , then xi generates a prime ideal of A(∆). Moreover, A(∆)(xi) is
a discrete valuation ring whose induced valuation on C(∆) equals the cluster valuation CVi.

Proof. Fix t ∈ ∆. Take a, b ∈ A(∆) such that ab ∈ (xi). Since xi generates a prime ideal in
L(t), we can assume that a

xi
∈ L(t). Hence, Vti ( axi ) ≥ 0. By the definition of A(∆), it’s clear

that for any t′ ∈ ∆, a
xi
∈ 1

xi
L(t′) ⊆ L(t′)xi . Lemma 2.3.1 implies that Vt′i ( axi ) ≥ 0, hence

a
xi
∈ L(t′). It follows that a

xi
∈ A(∆) and the first part of the statement follows. For the

second statement, notice that we have inclusions

C[t] ⊆ A(∆) ⊆ L(t).

In particular, by the definition of L(t), localizing the above inclusions at
∏
j∈Iuf⊔Isf xj gives

a sequence of isomorphisms. Thus C[t](xi) = A(∆)(xi) = L(t)(xi).

Remark 2.3.3. One can easily prove that the cluster valuation is a tropical valuation on A(∆)
in the sense of [BFZ05, Definition 7.1]. Also, it agrees with one of the valuations constructed
in [BFZ05, Lemma 7.3].
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2.4 Highly-freezing and semi-freezing

We introduce two operations on seeds that change the nature of some frozen vertices from
highly-frozen to semi-frozen, or the other way around. The notation is designed to be coherent
with the fact that, passing from t to tF corresponds to a localisation at the level of upper cluster
algebras, while passing from t to tF is the inverse operation, as described in Lemma 2.4.2.

Definition 2.4.1. Let t be a seed.

- If F ⊆ Ihf , we define the seed

tF = (Iuf , Isf ⊔ F, Ihf \ F, B, x).

We say that tF is obtained from t by semi-freezing the vertices in F . If ∆ = ∆(t), then
we denote ∆F = ∆(tF ).

– If F ⊆ Isf , we define the seed

tF = (Iuf , Isf \ F, Ihf ⊔ F, B, x).

We say that tF is obtained from t by higly-freezing the vertices in F . If ∆ = ∆(t), then
we denote ∆F = ∆(tF ).

Lemma 2.4.2. Let t be a seed, ∆ = ∆(t), F ⊆ Ihf , G ⊆ Isf , k (resp. j) a mutable (resp.
frozen) vertex of t.

1. (tF )
F = t.

2. (tG)G = t.

3. C(∆) = C(∆F ) = C(∆G).

4. VtGj = Vtj = V
tF
j .

5. µk(tF ) = µk(t)F and µk(t
G) = µk(t)

G.

6. ∆F = {t′F : t′ ∈ ∆} and ∆G = {(t′)G : t′ ∈ ∆}.

7. If z :=
∏
i∈F (xi), the natural inclusion A(∆) ⊆ A(∆F ) induces an equality

A(∆)z = A(∆F ).

8. A(∆G) = (
⋂
i∈G CVi−1(Z≥0 ∪ {∞}))

⋂
A(∆).

Proof. The first six statements are obvious. Then it’s clear that L(tG) ⊆ L(t) ⊆ L(tF ). Using
6, we get that

A(∆G) ⊆ A(∆) ⊆ A(∆F ).

Moreover, z is invertible in A(∆F ), hence we have an inclusion A(∆)z ⊆ A(∆F ). If f ∈
A(∆F ), by Lemma 2.3.1 and the definition of upper cluster algebra, we get that

(
∏
i∈F

x
−Vt

i (f)
i )f ∈ A(∆).

This proves 7. Statement 8 also follows immediately from Lemma 2.3.1 and the definition of
upper cluster algebra.
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2.5 Graded seeds

Cluster algebras and upper cluster algebras can be graded almost as if they where polynomial
rings. In particular, defining the degree of the cluster variables of an initial seed and using
the mutation process induces, under some hypothesis, global graduations. This is formalised
by the notion of graded seed. We refer to [Gra15] for more details.

Let t be a seed.

Definition 2.5.1. Let H be an abelian group and σ ∈ HI . We say that σ is an H-degree
configuration on t if

σB
+
= σB

−
. (10)

A seed with an H-degree configuration is called H-graded seed.

We drop the dependence on H, in the notation, if the group is clear from the context or
meaningless. If we denote a graded seed by t (resp. t•, resp. t• for a certain symbol •), we
implicitly assume that its degree configuration is σ (resp. σ•, resp. σ•) and that the grading
group is H.

From now on, t is an H-graded seed. We have a notion of mutation of degree configuration.
Let k ∈ Iuf and t′ = µk(t). Then σ′ = µk(σ) is the H-degree configuration, on t′, defined by
the following formula:

σ′i =

{
σi if i ̸= k

σB
+
•,k − σk if i = k.

(11)

We say that σ′ is the mutation at k of the degree configuration σ. Any sequence of mutations
defines a degree configuration on the resulting seed, which actually only depends on the seed
and not on the sequence of mutations. Hence, any t′ ∈ ∆(t) is in a canonical way a graded
seed.

Note that the algebra L(t) is canonically H-graded by setting deg(xi) = σi. The set of
Laurent monomials is an homogeneous base of L(t).

Proposition 2.5.2. Let t∗ ∈ ∆(t). Then A(t) and A(t) are graded subalgebras of L(t∗). The
graduation defined on A(t) and A(t), by this inclusion, is independent on t∗. In particular,
A(t) and A(t) are canonically graded. Moreover, cluster variables are homogeneous.

Remark 2.5.3. Since any cluster variable is homogeneous, the construction above is compat-
ible with the operation of highly freezing or semi-freezing a set of vertices.

Note that all the basis constructed in [Qin22] consist of homogeneous elements. Finally, if
t is a not necessarily graded seed, and we identify B as an element of HomZ(ZIuf ,ZI), then
we have an universal coker(B)-graduation σ on t. This is defined by σi = ei, where ei is the
class of ei in coker(B). In particular, roughly speaking, having many frozen vertices allows to
construct fine graduations on A(t) and A(t).
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3 Monomial liftings

From now on, D denotes a finite set. We define the notion of D-lifting configuration on a
seed t. For any such configuration, we construct a seed ↿t, which is naturally graded, to which
we refer as a monomial lifting of t. The name is explained as follows. Let Y be a variety
carrying a cluster structure. Under mild assumptions on Y , any monomial lifting of t gives a
cluster structure to GD

m × Y , which extends the natural one on {e} × Y compatibly with the
GD
m-action. Conversely, any homogeneous cluster structure on GD

m× Y which extends the one
on {e} × Y is defined by a monomial lifting. We start with some definitions.

From now on, t is a seed of the field K and ∆ = ∆(t). We assume that I ∩D = ∅.

Definition 3.0.1. A D-pointed field extension of K is a field extension L/K, with a D-uple
(xd)d∈D ∈ (L∗)D of K-algebraically independent elements, such that L = K(xd)d∈D.

If we denote a D-pointed field extension of K by L, we implicitly assume that it’s defining
D-uple of elements is denoted by (xd)d. Whenever a seed t of K and a D-pointed field extension
L of K are given, we denote by

x̂ = (xj)j∈I⊔D ∈ (L∗)I⊔D. (12)

Definition 3.0.2. A D-seed extension of t is a seed t∗, of a field extension L/K, such that

- Iuf = I∗uf Isf ⊆ I∗sf Ihf ⊆ I∗hf and I∗f \ If = D.

- B∗
I×Iuf = B.

If moreover L is D-pointed and for any d ∈ D we have x∗d = xd, then we say that t∗ is a
D-pointed seed extension of t.

In the next definition, we repeatedly use the notation introduced in (6).

Definition 3.0.3 (monomial lifting). A D-lifting configuration on t is a pair (L, ν) consisting
of: a D-pointed field extension L of K and an integer matrix ν ∈ ZD×I . We call ν the D-lifting
matrix of the D-lifting configuration. The monomial lifting of t, defined by (L, ν), is the seed
↿t = (↿Iuf , ↿Isf , ↿Iuf , ↿B, ↿x) defined by:

– The set of vertices ↿Iuf = Iuf , ↿Isf = Isf ⊔D, ↿Ihf = Ihf .

– The matrix

↿B =

(
B
−νB

)
∈ Z(I⊔D)×Iuf . (13)

The coefficients of ↿B are denoted by ↿bi,j for i ∈ ↿I, j ∈ ↿Iuf .

– The cluster

↿x = x̂
ν̂ where ν̂ =

(
Id 0
ν Id

)
∈ Z(I⊔D)×(I⊔D). (14)

In this case we say that ν lifts t to ↿t and write: ↿t
ν←−− t.
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Any monomial lifting ↿t is a D-pointed seed extension of t. Recall that, x̂D = (xd)d ∈
(L∗)D. So, formula (14) means that

↿xi =

{
xi x̂

ν•,i
D

= xi
∏
d x

νd,i
d if i ∈ I

xd if i = d ∈ D.

Hence, we can think about ν as a collection of monomials, indexed by I, in the variables x̂D.
The cluster variables ↿xi, for i ∈ I, are the product of xi and the corresponding monomial.

Example 3.0.4. Let t be a seed of the field K, which is graphically described by the following
quiver

⃝1 ⃝2 ■3 .

That is: Iuf = {1, 2}, Isf = ∅, Ihf = {3} and

B =

0 −1
1 0
0 1

 .

Let D = {d}. Here d is considered as a symbol, L = K(xd) where xd is a variable and
ν = (1, 2, 3). Then, a simple matrix multiplication implies that ↿t corresponds graphically to
the quiver

■d

⃝1 ⃝2 ■3

and ↿B =


0 −1
1 0
0 1
−2 −2

 .

Moreover, from the definition, we have that

↿x1 = x1xd ↿x2 = x2x
2
d ↿x3 = x3x

3
d ↿xd = xd.

Monomial liftings can be performed in steps. In fact, suppose that D = D1⊔D2 and L is a
D-pointed field extension of K. Then the field L1 = K(xd1)d1∈D1 is a D1-pointed extension of
K and L is a D2-pointed extension of L1. The following lemma is obvious from the definitions.

Lemma 3.0.5. Let (L, ν) be a D-lifting data on t. If D = D1 ⊔ D2, and νj = νDj ,•, for
j = 1, 2, then the following diagram is commutative.

•

• t

ν1(ν2,0)

ν

We introduce the following notion of mutation of lifting configuration.

Definition 3.0.6 (mutation of lifting configuration). Let (L, ν) be a D-lifting configuration
on t, k ∈ Iuf and t′ := µk(t). Consider the D-lifting matrix ν ′ on t′ defined by

ν ′•,i =

{
ν•,i if i ̸= k

max{νB+
•,k , νB

−
•,k} − ν•,k if i = k

(15)

where the max in (15) is taken component-wise. We say that ν ′ = µk(ν) is the mutation at
k of the lifting matrix ν. Moreover, the lifting configuration (L, ν ′) = µk(L, ν), on t′, is the
mutation at k of the lifting configuration (L, ν).
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Remark 3.0.7. For any a, b ∈ R we have that max{a, b} = (a− b)+ + b. Using this formula
and the fact that b = b+ − b−, we get two alternative forms of formula (15), namely:

ν ′•,k = (νB•,k)
+ + νB−

•,k − ν•,k (16)

and
ν ′•,k = (−νB•,k)

+ + νB+
•,k − ν•,k. (17)

If the D-pointed field L is clear, we identify a lifting configuration with its lifting matrix.
From now on, we fix L and suppose that any lifting configuration has L as defining field. The
following lemma is crucial.

Lemma 3.0.8. Lifting seeds commutes with mutation. That is, for any lifting configuration
ν on t and any k ∈ Iuf , if we denote by t′ = µk(t) and ν ′ = µk(ν), then the following diagram
is commutative

↿t ↿t′

t t′

ν′

µk

ν

µk

Proof. Call t∗ = µk(↿t). We have to prove that t∗ =↿t′, where ↿t′
ν′←−− t. It’s clear that the

two seeds have the same vertices sets. To avoid possible confusion, we stress that ↿B± denotes
(↿B)± and that ↿b±i,j are the coefficients of ↿B±.

First we prove that x∗ =↿x′. Clearly, if d ∈ D, then x∗d =↿x′d = xd. If i ∈ I and i ̸= k, then
we have x∗i =↿xi =↿x′i because of (15) and (2). Finally, we can compute that:

x∗k = ↿x
↿B+

•,k−ek+ ↿x
↿B−

•,k−ek

= x̂
ν̂·↿B+

•,k−ν̂•,k + x̂
ν̂·↿B−

•,k−ν̂•,k

= x
B+

•,k−ek x̂D
ν·B+

•,k+(−ν·B•,k)
+−ν•,k + x

B−
•,k−ek x̂D

ν·B−
•,k+(−ν·B•,k)

−−ν•,k (18)

The first equality is the mutation rule (2), the second is obtained from the definition of ↿x
(14) and the third follows from the following expressions:

ν̂· ↿B+ =

(
Id 0
ν Id

)(
B+

(−νB)+

)
=

(
B+

νB+ + (−νB)+

)
ν̂· ↿B− =

(
Id 0
ν Id

)(
B−

(−νB)−

)
=

(
B−

νB− + (−νB)−

) (19)

Recall that ↿B+− ↿B− =↿B, in particular

ν̂· ↿B+ − ν̂· ↿B− =

(
Id 0
ν Id

)(
B
−νB

)
=

(
B
0

)
. (20)
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From (19) and (20) we deduce that the exponents of x̂D in the two monomials of expression
(18) are the same. Hence, using (2), we deduce from (18) that

x∗k = x′kx̂D
ν·B+

•,k+(−ν·B•,k)
+−ν•,k .

Comparing this formula to the expression of ↿x′k, we see that it’s sufficient to prove that

νB+
•,k + (−νB•,k)

+ − ν•,k = ν ′•,k.

But this is Formula (17).

Next, we consider the exchange matrices, that is we prove that B∗ =↿B′. It’s clear from
(1) and (13) that for any j ∈ I and i ∈ Iuf , b∗j,i = b′j,i =↿b′j,i. For d ∈ D, then

b∗d,k = − ↿bd,k = νd,•B•,k.

and
↿b′d,k = −ν ′d,•B′

•,k = ν ′d,•B•,k.

The equality b∗d,k =↿b′d,k follows from the fact that bk,k = 0 and the definition of ν ′ (15). Next,
if i ∈ Iuf , i ̸= k, using (1) and (13) we get that

b∗d,i = ↿bd,i+ ↿b+d,kb
+
k,i− ↿b−d,kb

−
k,i

= ↿bd,i + (−νd,•B•,k)
+b+k,i − (−νd,•B•,k)

−b−k,i.

Similarly we have that

↿b′d,i =− ν ′d,•B′
•,i

=− ν ′d,kb′k,i +
∑
j ̸=k
−νd,jb′j,i

=− νd,kbk,i +max{νd,•B+
•,k , νd,•B

−
•,k}bk,i −

∑
j∈I\{k}

νd,j(bj,i + b+j,kb
+
k,i − b

−
j,kb

−
k,i)

=− νd,•B•,i +max{νd,•B+
•,k , νd,•B

−
•,k}bk,i − νd,•B

+
•,kb

+
k,i + νd,•B

−
•,kb

−
k,i

= ↿bd,i + (−νd,•B•,k)
+bk,i + νd,•B

+
•,kbk,i − νd,•B

+
•,kb

+
k,i + νd,•B

−
•,kb

−
k,i (21)

The first equality follows from formula (13), the second, third and fourth are obtained from
formulas (1), (15) and some elementary manipulations. The last equality is a consequence
of formulas (13) and (17). Finally, using that bk,i = b+k,i − b

−
k,i in Formula (21), we obtain

immediately that ↿b′d,i = b∗d,i.

The following characterisation of monomial liftings turns out to be useful.

Proposition 3.0.9. Let t̃ be a seed of L. Suppose that there exist ν ∈ ZD×I , and λ ∈ ZD×Iuf

such that
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1. t̃ is a D-pointed seed extension of t with D ⊂ Ĩsf .

2. For any i ∈ I, x̃i = xi x̂
ν•,i
D
.

3. For any k ∈ Iuf , µk(x̃k) = µk(xk) x̂
λ•,k
D

Then t̃
ν←−− t and for any k ∈ Iuf , λ•,k = µk(ν)•,k.

Proof. Denote by ↿t the monomial lifting of t determined by (L, ν). We have to prove that
t̃ =↿ t. The first assumption implies that t̃ and ↿ t have the same vertices set. Moreover,
assumption 1 and 2 imply that x̃ =↿x. By assumption 1, B̃I,• = B =↿BI,•. So we just have to
prove that B̃D,• = −νB. Fix k ∈ Iuf . Call t′ = µk(t) and t∗ = µk(t̃). By assumption 3 and
(3), we have that

x∗kx̃k = x′kxkx̂D
ν•,k+λ•,k

= x
B+

•,k x̂D
ν•,k+λ•,k + x

B−
•,k x̂D

ν•,k+λ•,k .

Always using (3), we can compute that

x∗kx̃k = x̃
B̃+

•,k + x̃
B̃−

•,k

= x̂
ν̂B̃+

•,k + x̂
ν̂B̃−

•,k

= x
B+

•,k x̂D
νB+

•,k+B̃
+
D×k + x

B−
•,k x̂D

νB−
•,k+B̃

−
D×k .

We deduce that
νB+

•,k + B̃+
D×k = ν•,k + λ•,k = νB−

•,k + B̃−
D×k.

In particular
B̃D×k = B̃+

D×k − B̃
−
D×k = νB−

•,k − νB
+
•,k = −νB•,k.

Finally, the statement about λ can be easily deduced from the two above identities and (17).

We introduce some notation. For any finite sets J and K, then ZJ×K and (ZJ)K are
canonically identified by the map that assigns to a matrix the collection of its columns. From
now on, we make no difference between these two objects. Let M ∈ ZJ×K = (ZJ)K . Note
that if I is a third finite set and N ∈ ZK×I , then MN =MN . We write MN when we think
about M as a matrix and MN when we think about M as the collection of its columns.
If H,K are groups and h ∈ HJ , k ∈ KJ , then the notation h × k stands for the element of
(H ×K)J defined by (h× k)j = (hj , kj).

From now on, fix a lifting matrix ν ∈ ZD×I . In particular (L, ν) is a fixed D-lifting
configuration on t.

If the seed t graded, the degree configuration of t can be lifted along with t.

Definition 3.0.10 (lifting of degree configuration). Let ↿0 := (ν, Id) ∈ (ZD)I⊔D. If σ ∈ HI

is a degree configuration on t, then we define

↿σ =↿0× (σ, 0) ∈ (ZD ×H)I⊔D. (22)

In this case we say that ν lifts σ to ↿σ and write: ↿σ
ν←−− σ.
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Lemma 3.0.11. For any degree configuration σ on t, ↿σ is a degree configuration on ↿t.

Proof. Note that ↿σ
↿B

=↿0
↿B × (σ, 0)

↿B
. Moreover (σ, 0)

↿B
= σB = 0 and

↿0
↿B

= (ν, Id)

(
B
−νB

)
= 0.

Remark 3.0.12. Note that ↿t has a canonical ZD-degree configuration given by ↿0 = (ν, Id),
which is the lifting of the trivial degree configuration on t. The data of this degree configuration
is equivalent to the one of ν. As a warning, the degree configuration ↿0 depends both on t
and on ν. To avoid ambiguity, we use the convention that ↿0 is always considered as a degree
configuration on a seed which is denoted by ↿t and whose corresponding lifting matrix ν is
clear from the context. If a seed is called t• (resp. t•), for a certain symbol •, and a lifting ↿t•

(resp. ↿t•) of t• (resp. t•) is defined, then we use the notation ↿0• (resp. ↿0•).

Lemma 3.0.13. Lifting a degree configuration commutes with mutation. In particular, for
any degree configuration σ on t and any k ∈ Iuf , if σ′ = µk(σ), then we have a commutative
diagram

↿σ ↿σ′

σ σ′

ν′

µk

ν

µk

Proof. Let t′ = µk(t). From the mutation rule (11) it’s clear that µk(↿σ) = µk(↿0) × (σ′, 0).
Hence it’s sufficient to prove that µk(↿0) =↿0′. Call 0∗ = µk(↿0). For i ∈ I \ {k} and d ∈ D,
the identities

0∗i = νi = ν ′i =↿0′i and 0∗d = ed =↿0′d

follows at once from (11) and (15). From the same formulas we compute that

0∗k = ↿0
↿B+

•,k − ν•,k
= νB+

•,k + (−νB•,k)
+ − ν•,k.

Then the identity 0∗k =↿0′k follows from (17).

Corollary 3.0.14. For any k1, . . . kr ∈ Iuf and j1, . . . js ∈ Iuf such that µkr ◦ · · · ◦ µk1(t) =
µjs ◦ · · · ◦ µj1(t), then µkr ◦ · · · ◦ µk1(ν) = µjs ◦ · · · ◦ µj1(ν). In particular, any t′ ∈ ∆(t) has
a canonical lifting configuration (L, ν ′) defined by the composition of (15) along any sequence
of mutations from t to t′. Moreover, the map sending t′ to ↿t′ is a bijection between ∆(t) and
∆(↿t).

Proof. One can recover ν from ↿0. We know that µkr ◦ · · · ◦ µk1(↿0) = µjs ◦ · · · ◦ µj1(↿0), then
Lemma 3.0.13 implies that µkr ◦ · · · ◦µk1(ν) = µjs ◦ · · · ◦µj1(ν). Alternatively, the same result
can be obtained in the same way as a direct consequence of Lemma 3.0.8. By Lemma 3.0.8,
the map ∆(t)−→∆(↿t) sending t′ to ↿t′ is well defined. It is surjective since t and ↿t have the
same set of mutable vertices. Moreover, it’s clear from Definition 3.0.3 that if ↿t′ ν′←−− t′, then
↿t′ completely determines ν ′ and t′. In particular, the map is injective.
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Note that, with little abuse of notation, we can consider the xd as abstract independent
variables over K. Any t′ ∈ ∆ gives an isomorphism

K[x±1
d ]d −→ C[x±1

d ]d ⊗K

↿x′i 7−→

{
xd ⊗ 1 if i = d ∈ D
(xd)

ν′•,i
d ⊗ x′i if i ∈ I

(23)

where ν ′ is the lifting matrix on t′ determined by ν. Because of Lemma 3.0.8, the above
isomorphism doesn’t depend on t′ but only on the chosen initial lifting matrix ν on t. So,
whenever ν is clear, we identify the above two rings by the previous isomorphism. In particular,
we can think about ↿t as a seed of the fraction field of C[x±1

d ]d ⊗K. With this identification,
it’s immediate that L(↿t) = C[x±1

d ]d ⊗ L(t).

Theorem 3.0.15. We have equality

A(↿t) = A(t)[x±1
d ]d.

Moreover, if t is of maximal rank, then

A(↿t) = A(t)[x±1
d ]d.

Proof. By Corollary 3.0.14, for any t∗ ∈ ∆(↿t), there exists a unique t′ ∈ ∆(t), with a well
defined lifting configuration ν ′, such that t∗ =↿t′. The equality involving A(↿t) is then obvious
from the definition of ↿x′ and the fact that, for any d ∈ D, then x±1

d ∈ A(↿t) since D ⊆ ↿Isf .

In the following, we think about ↿t as a seed of the fraction field of C[x±1
d ]d ⊗ K. If t is

of maximal rank, so is ↿t. Then using Theorem 2.1.7 and the convention that µ0(t) = t, we
deduce that (intersections run over Iuf ∪ {0}):

A(↿t) =
⋂[

C[x±1
d ]d ⊗ L(µk(t))

]

= C[x±1
d ]d ⊗

[⋂
L(µk(t)

]
= A(t)[x±1

d ]d

where central equality follows because C[x±1
d ]d ⊗− commutes with finite intersections.

We expect the answer to the following question to be negative in general.

Question 3.0.16. Does the equality between A(↿t) and A(t)[x±1
d ]d hold without the assumption

that t is of maximal rank?

Remark 3.0.17. In the special case of tprin (the seed obtained from t by adding principal
coefficients), the second statement of the previous theorem is a consequence of [GHKK18,
Proposition 8.27]. We stress the fact that, the variables (xd)d being algebraically indepen-
dent over K, A(t)[x±1

d ]d and A(t)[x±1
d ]d are Laurent polynomial rings over A(t) and A(t)

respectively.
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Corollary 3.0.18. The deletion map s : A(↿ t)−→A(t), that is the morphism defined by
s(↿xi) = xi for i ∈ I and s(↿xd) = 1 for d ∈ D, is surjective. The kernel is the ideal generated
by ↿xd − 1, for d ∈ D.

Proof. This is obvious from Theorem 3.0.15.

Note that C[x±1
d ]⊗A(t) is a ZD graded algebra. For λ ∈ ZD, the homogeneous component

of degree λ of this graduation is (xd)
λ
d ⊗ A(t). The following is an obvious but very useful

reformulation of Proposition 3.0.9.

Corollary 3.0.19. Let t̃ be a seed of the fraction field of C[x±1
d ]d ⊗A(t) such that

1. t̃ is a D-pointed seed extension of t with D ⊂ Ĩsf .

2. For any i ∈ I, s(x̃i) = xi and x̃i is ZD-homogeneous.

3. For any k ∈ Iuf , s
(
µk(x̃k)

)
= µk(xk) and µk(x̃k) is ZD-homogeneous.

For i ∈ I, let ν•,i = deg(xi). Then t̃ =↿t
ν←−− t.

Lemma 3.0.20. Let t̃ be a D-seed extension of t such that D ⊆ Ĩsf . If Bt : ZI −→ZIuf is
surjective, there exist a lifting matrix ν ∈ ZD×I such that ↿B = B̃.

Proof. Since Bt is surjective, we can find ν such that B̃D,• = −νB.

To the author best knowledge, the next statement is new.

Corollary 3.0.21. Let t̃ be a D-seed extension of t such that D ⊆ Ĩsf . If Bt : ZI −→ZIuf
is surjective, then the deletion map s : A(t̃)−→A(t) is surjective and its kernel is the ideal
generated by x̃d − 1, for d ∈ D.

Proof. Note that the isomorphism class of an upper cluster algebra only depends on the B-
matrix and on the vertices sets of one of its seeds, and so does the desired property of s. The
statement follows from the previous lemma and Corollary 3.0.18.

If t̃ is a seed extension of t, the deletion map s : A(t̃)−→A(t) is not always surjective. An
example is given in [MM15][Section 7.1, Corollary 7.1.2]. The deletion map is always surjective
at the level of cluster algebras.

Remark 3.0.22. Let t be a seed and set D := {i′ : i ∈ I}. We identify ZD with ZI in the
obvious way. If we consider ν = Id ∈ ZI×I , then

↿B =

(
B
−B

)
.

Consider the degree transformation ψ defined in [Qin22, Definition 3.3.1]. By [Qin22, Remark
3.3.4], for any k ∈ Iuf ,

ek − ψt,µk(t)ψµk(t),t(ek) =↿BD×k.

In particular, the monomial lifting for this special ν encodes the non-trivial monodromy of
the maps ψ after one mutation. See [Qin22, Remark 3.3.4] for more details. It turns out that,
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under some hypothesis, the lifting matrix ν has an interpretation in terms of the Cox ring of
a certain partial compactification of the cluster manifold. This is part of an ongoing work.

The results of this section should also work, with the same proofs, for cluster and upper
cluster algebras defined over Z instead then over C.

Remark 3.0.23. If ν, µ ∈ ZD×I are distinct lifting matrices and ↿tν
ν←−− t, ↿tµ

µ←−− are the
respective monomial liftings, clearly ↿tν and ↿tµ are distinct. Nevertheless, they are quasi-
equivalent in the sense of [Fra16] by [Fra16, Corollary 4.5].

3.1 Pole filtration and lifting graduation

It turns out that the graduation induced by ↿0 on A(↿tD) has a nice geometric interpretation.
To explain this fact, we switch for a moment to a more general setting. This allows us to apply
the same ideas in the context of schemes which are suitable for lifting, which are introduced
in Section 4.

In this section, D is a finite set and T is a torus of rank |D|. We denote by X(T ) the
character group of T .

Definition 3.1.1. Let A be a C-algebra. An almost polynomial ring over A is a quadruple
(R,V, X, ϕ∗) where

1. R is a normal (non necessarily noetherian) C-algebra which is a domain.

2. V is a collection of discrete valuations Vd : R−→Z≥0 ∪ {∞}, indexed by d ∈ D.

3. X ⊆ RD is a collection of elements such that Vd1(Xd2) = δd1,d2 and

R =
⋂
d∈D
Vd−1(Z≥0 ∪ {∞})

⋂
R∏

Xd
.

4. ϕ∗ : R∏
Xd
−→C[T ] ⊗ A is an isomorphism such that ϕ∗(Xd) = xd ⊗ 1, where the

collection (xd)d is a basis of X(T ).

When V, X and ϕ∗ are clear, we just write that R is an almost polynomial ring over A.
If an almost polynomial ring is called R, we implicitly assume that the rest of the data is
denoted by V, X, ϕ∗ and that R is almost polynomial over A. Moreover, R∏

Xd
is canonically

identified with C[T ]⊗A via ϕ∗. In particular, we write Xd = xd ⊗ 1.

Example 3.1.2. Let t be a seed of maximal rank, ν a D-lifting matrix and ↿t
ν←−− t. Then

we have an almost polynomial ring over A(t):

(A(↿tD), CV, ↿xD, ϕ∗).

Recall that ↿xd = xd and A(↿tD)∏
d xd

= A(↿t) because of Lemma 2.4.2. Moreover, the map
ϕ∗ : A(↿t)−→C[x±1

d ]d ⊗A(t) defined by formula (23) is an isomorphism because of Theorem
3.0.15. The third axiom of Definition 3.1.1 holds by statement 8 of Lemma 2.4.2. The other
axioms are trivial to check.

We refer to this as the standard quasi polynomial structure of A(↿ tD). Of course, we
consider (xd)d as base of characters of the torus Spec(C[x±1

d ])d.
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Form now on, we fix an almost polynomial ring R over A. Let s : R−→A be the morphism
induced by the map C[T ]⊗A−→A sending p⊗a to p(1)a. Note that, if R = A(↿tD), considered
with its standard quasi-polynomial structure, then s is the deletion map of Corollary 3.0.18.
We consider ZD ordered by λ ≤ µ if the inequality holds component-wise.

Definition 3.1.3 (Pole filtration). The pole filtration on the algebra A is the (ZD,≤) filtration
defined by

Aλ := {a ∈ A : ∀ d ∈ D,Vd(1⊗ a) ≥ −λ(d)}.

If H is an abelian group and A =
⊕

h∈H Ah is a graduation, we set Aλ,h = Aλ ∩ Ah. We say
that the pole filtration is H-graded if, for any λ ∈ Zd, Aλ =

⊕
hAλ,h.

It’s easy to verify that, if µ ≤ λ, then Aµ ⊆ Aλ, moreover for any λ, µ we have Aλ · Aµ ⊆
Aλ+µ and finally Aλ + Aµ ⊆ Amax{λ,µ}. We express this last inclusion saying that the pole
filtration is a tropical filtration. Note that from the definition of almost polynomial ring, we
have that for any λ ∈ ZD

Aλ = {a ∈ A : Xλ(1⊗ a) ∈ R}.

We introduce a notation. Let G and H be abelian groups and B =
⊕

(g,h)∈G×H

Bg,h be a

G ×H-graded C-algebra. The G-graduation induced by the G ×H one, on B, is defined as
follows:

B =
⊕
g∈G

Bg,• where, for g ∈ G Bg,• =
⊕
h∈H

Bg,h.

Similarly, we have an induced H-graduation, for which we use an analogue notation.

Definition 3.1.4 (lifting graduation). A ZD-graduation R =
⊕

λ∈ZD Rλ is called lifting grad-
uation, of the pole filtration, if the following conditions hold

1. For any d ∈ D, Xd ∈ Red .

2. The isomorphism ϕ∗ identifies 1⊗A with the 0-degree component of R∏
XD

.

3. For any λ ∈ ZD, the restriction of s to Rλ is an isomorphism with Aλ.

If the pole filtration is H-graded, we say that a ZD × H graduation R =
⊕

λ,hRλ,h is an
H-graded lifting graduation if

1. R =
⊕

λRλ,• is a lifting graduation.

2. For any (λ, h) ∈ ZD ×H, the restriction of s to Rλ,h is an isomorphism with Aλ,h.

It often happens, in representation theory, that we study the components of the pole
filtration on some algebra, because they are the shadows of the homogeneous components
of the lifting graduation, which is the real object of interest. For example, some classical
expressions for the generalised Littlewood-Richardson coefficients, such as [Zel02, Proposition
1.4], can be interpreted in this setting. We explain this in section 7.1.

The following lemma is obvious but useful.
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Lemma 3.1.5. A ZD×H graduation R =
⊕

λ,hRλ,h is an H-graded lifting graduation if and
only if

1. R =
⊕

λRλ,• is a lifting graduation.

2. The map s is H-equivariant.

Recall that if T̃ is a torus and R̃ is a C-algebra, there is a bijection between left actions
of T̃ on Spec(R̃) and (multiplicative) graduations R̃ =

⊕
λ∈X(T̃ )

R̃λ. Explicitly, if α : T̃ ×
Spec(R̃)−→ Spec(R̃) is an action, then R̃λ is the set of r ∈ R̃ such that α∗(r) = λ ⊗ r.
We adopt the convention that, for any C-scheme Z, T̃ × Z is canonically acted on by T̃ by
multiplication on the T̃ component. In particular, when Z = Spec(Ã), for a C-algebra Ã, then
(C[T̃ ] ⊗ Ã)λ = λ ⊗ Ã. When T̃ has a fixed base of characters ϖ ⊆ X(T̃ )J , then we identify
ZJ with X(T̃ ) through the map n 7−→ ϖn.

In our context, the torus T has a fixed base of characters determined by R, that is the
base (xd)d.

Proposition 3.1.6. Let R =
⊕

λ∈ZD Rλ be a graduation and consider the associated T action
on Spec(R). The graduation on R is a lifting graduation if and only if the morphism ϕ : T ×
Spec(A)−→ Spec(R), induced by ϕ∗, is T -equivariant. In particular, if the lifting graduation
exists, it is unique.

Proof. We identify R with a subring of C[T ] ⊗ A, using ϕ∗. Suppose that R =
⊕

λ∈ZD Rλ
is a lifting graduation. We need to prove that Rλ ⊆ xλ ⊗ A. Let r ∈ Rλ, by condition 3 in
Definition 3.1.4, s(r) ∈ Aλ. Recall that Xd = xd⊗1. Since R =

⋂
d∈D Vd(Z≥0∪{∞})

⋂
R∏

Xd

and Vd1(Xd2) = δd1,d2 , we have that xλ ⊗ s(r) ∈ R. Moreover, since Xd ∈ Red and 1 ⊗ s(r)
is of degree zero, then xλ ⊗ s(r) ∈ Rλ. But the restriction of s to Rλ is injective. Hence
r = xλ ⊗ s(r).

Conversely, suppose that ϕ is equivariant. SinceXd = xd⊗1, we clearly have thatXd ∈ Red .
Similarly, condition 2 of Definition 3.1.4 is trivial to check. We want to verify condition 3.
Take r ∈ Rλ, then r ∈ xλ ⊗A, in particular r = xλ ⊗ s(r). Again, since

R =
⋂
d∈D
Vd−1(Z≥0 ∪ {∞})

⋂
R∏

XD

and Vd1(Xd2) = δd1,d2 , we deduce that s(r) ∈ Aλ. Moreover, if s(r) = 0, then clearly r = 0.
This proves that the restriction of s to Rλ is injective with image in Aλ. For the surjectivity,
notice that if a ∈ Aλ, then xλ ⊗ a ∈ Rλ and s(xλ ⊗ a) = a.

For the unicity part, it’s sufficient to prove that if a torus action as in the statement of the
proposition exists, then it is unique. But this is clear since R is a domain, hence Spec(R∏

XD
)

is schematically dense in Spec(R).

The following corollary is a useful reformulation of the above proposition.

Corollary 3.1.7. A graduation R =
⊕

λ∈ZD Rλ is the lifting graduation if and only if, for
any r ∈ Rλ, then ϕ∗(r) = xλ ⊗ s(r).

Proposition 3.1.8. If the lifting graduation R =
⊕

λ∈ZD Rλ exists, then ker(s) = (Xd − 1 :
d ∈ D).
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Proof. Let J = (Xd−1 : d ∈ D). A standard calculation allows see that if λ ≥ 0, then Xλ−1
is in J .

We claim that, for any r ∈ R such that s(r) ̸= 0 and for any sufficiently large ν, r−xν⊗s(r)
is in J . Let’s see that the claim allows to conclude. Indeed, take y ∈ ker(s) and any rλ ∈ Rλ
such that s(rλ) ̸= 0. In particular, rλ = xλ ⊗ s(rλ). Then for any ν we can write

y = (y + rλ)− rλ = (y + rλ − xν ⊗ s(rλ)) + rλ(x
ν−λ ⊗ 1− 1⊗ 1).

Observe that s(y+rλ) = s(rλ) ̸= 0. In particular, if ν is sufficiently large, the claim implies that
(y+rλ−xν⊗s(rλ)) is in J , but if ν ≥ λ, we also have that rλ(xν−λ⊗1−1⊗1) = rλ(X

ν−λ−1)
is in J .

Let’s prove the claim. Write r =
∑
rµ, where rµ ∈ Rµ and the sums runs over a finite set

M , such that rµ ̸= 0 if µ ∈ M . By the definition of lifting graduation we have that, for any
d ∈ D, Vd(1⊗ s(rµ)) ≥ −µ(d). Then, if ν ≥ max{µ : µ ∈ M}, we have that for any µ ∈ M ,
xν ⊗ s(rµ) ∈ Rν , hence xν ⊗ s(r) ∈ Rν . Then, for any such ν,

r − xν ⊗ s(r) =
∑
µ

(xµ ⊗ s(rµ))(1⊗ 1− xν−µ ⊗ 1) =
∑

rµ(1−Xν−µ).

Since for any µ in the above sum ν − µ ≥ 0, this proves the claim.

Proposition 3.1.9. In the notation of Example 3.1.2, the ZD graduation on A(↿tD) induced
by ↿0 is the lifting graduation. If t is a graded seed, then the pole filtration is H-graded and
the graduation induced by ↿σ, on A(↿tD), is the H-graded lifting graduation.

Proof. For the first statement, we want to apply Corollary 3.1.7. Recall that ↿0 defines a
graduation on L(↿tD), for which the cluster monomials form a basis of homogeneous elements.
Moreover, A(↿tD) is a graded subring of L(↿tD). In particular, it’s sufficient to prove that for
any i ∈↿I, ϕ∗(↿xi) = x̂D

↿0i ⊗ s(↿xi). But this is obvious from the definitions.
For the second statement, notice that the same argument as before proves that s is H-
equivariant. Using the first statement of the proposition, we have that for any λ ∈ ZD,
s : A(↿tD)λ,•−→A(t)λ is an isomorphism. It follows at once that the pole filtration is H-
graded. Then the second statement follows from Lemma 3.1.5.

Corollary 3.1.10. The deletion map s : A(↿tD)−→A(t) is surjective with kernel the ideal
generated by ↿xd − 1, for d ∈ D.

Proof. Apply Propositions 3.1.9 and 3.1.8.

Corollary 3.1.11. Suppose that D = D1 ⊔D2. Denote by ν1 = νD1,•, ↿t
ν←−− t and ↿̃t

ν1←−− t.

Then A(↿̃t
D1

) is the quotient of A(↿tD) by the ideal (↿xd − 1 : d ∈ D2).

Proof. By Lemma 3.0.5, we have that if ν2 = νD2,•, then ↿tD1
(ν2,0)←−−− ↿̃t

D1
. The statement

follows from Corollary 3.1.10.
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4 The minimal monomial lifting

We use the following notation. If Z is a C-scheme and f ∈ OZ(Z), we denote with V (f) the
zero locus of f in Z, which is a closed subspace of the topological space underlying Z. We
write Z(1) for the set of codimension one points of Z. If Z is normal and integral, for p ∈ Z(1),
we denote with Vp : C(Z)−→Z ∪ {∞} the valuation induced, on the fraction field of Z, by
the discrete valuation ring OZ,p. If E ⊆ Z is closed, irreducible and of codimension one, it has
a unique generic point p. Then we set VE = Vp and we say that Vp is the valuation associated
to E. We say that f, g ∈ OZ(Z) are coprime on Z if V (f) ∩ V (g) ∩ Z(1) = ∅. Finally, we say
that an open subset Ω ⊆ Z is big if Ω(1) = Z(1).

From now on, D is a finite set and T is torus of rank |D|.

Definition 4.0.1. A suitable for D-lifting scheme is a triple (X, ϕ,X) such that:

1. X is a noetherian, normal and integral C-scheme.

2. X ⊆ OX(X)
D is a collection of global sections such that, for each d ∈ D, V (Xd) is

irreducible and if Vd is the associated valuation, then Vd1(Xd2) = δd1,d2 .

3. ϕ : T×Y −→X\∪dV (Xd) is an open embedding such that the image is big and ϕ∗(Xd) =
(xd⊗1), where the collection of xd is a base of X(T ). Here Y is an irreducible C-scheme.

When the data of ϕ and X is clear, we just say that X is suitable for D-lifting. If a scheme
suitable for D-lifting is called X, we implicitly assume that the rest of the data defining it is
denoted by ϕ, Y and X and that Vd is the valuation associated to V (Xd).

We use the following convention. If X is suitable for D-lifting, then we identify T ×Y with
an open subset of X using ϕ. Hence, we write C(X) = C(T × Y ) and we identify C(Y ) with
1 ⊗ C(Y ) ⊆ C(X). Then, C(X) is canonically a D- field extension of C(Y ): its D-uple is X.
We stress that, with these identifications, if t is a seed of C(Y ) such that A(t) = OY (Y ), then
x̂ ⊆ (C(X)∗)I⊔D is defined by

x̂i =

{
1⊗ xi if i ∈ I
Xd if i = d ∈ D

We can construct affine schemes which are suitable for lifting as follows

Example 4.0.2. Let R be a finite type C-algebra which is a normal domain. Consider a
collection of elements X ⊆ RD such that the ideals (Xd) are prime and pairwise different.
Suppose that there is an isomorphism ψ : R∏

dXd
−→C[T ] ⊗ A such that ψ(Xd) = xd ⊗ 1,

where the xd form a base of X(T ). Here A is a C-algebra. Then (Spec(R), ψ∗, X) is suitable
for D-lifting.

We now state the main theorem of this section.

Theorem 4.0.3. Let X be a suitable for D-lifting scheme and t be a maximal rank seed of
C(Y ) such that A(t) = OY (Y ). Suppose that, for any non-equal i, j ∈ Iuf , xi and xj are
coprime on Y and that, for any k ∈ Iuf , xk and x′k = µk(xk) are coprime on Y .
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Consider (C(X), ν): the D-lifting configuration on t defined by

νd,i := −Vd(1⊗ xi)

Then

1. A(↿t) = OX(T × Y ).

2. A(↿tD) ⊆ OX(X).

Definition 4.0.4. In the setting of Theorem 4.0.3, ν and ↿ tD are called respectively the
minimal lifting matrix and the minimal monomial lifting of t, associated to X.

The proof is based on the well known algebraic Hartogs’ lemma

Lemma 4.0.5 (Hartogs’). Let Z be a locally noetherian normal integral scheme, then OZ(Z) =
∩p∈Z(1)OZ,p, where the intersection takes place in C(Z).

Note that OZ,p consists of the rational functions with non-negative valuation at p.

For the proof, we need the following, which is usually called starfish lemma. Notice that
the proof is exactly the same of the affine case [FP16, Proposition 3.6].

Lemma 4.0.6 (starfish lemma). Let Z be a locally noetherian normal integral scheme over C
and t be a seed of C(Z) such that

1. For any i ∈ I, xi ∈ OZ(Z) and if i ∈ Isf , xi ∈ OZ(Z)∗.

2. For any k ∈ Iuf , x′k := µk(xk) ∈ OZ(Z).

3. For any non equal i, j ∈ Iuf , xi and xj are coprime on Z and for any i ∈ Iuf , xi and x′i
are coprime on Z.

Then A(t) ⊆ OZ(Z).

Proof. Let f ∈ A(t) and p ∈ Z(1), since f ∈ L(t) and for any i ∈ Isf xi ∈ OZ(Z)∗, if there is
no k ∈ Iuf such that xk(p) = 0, then f ∈ OZ,p. If it’s not the case, take k ∈ Iuf such that
xk(p) = 0. Then, for any j ∈ Iuf \ {k}, xj(p) ̸= 0 and x′k(p) ̸= 0. But f ∈ L(µk(t)), hence
we deduce that f ∈ OZ,p. We conclude using Lemma 4.0.5. Actually, this proves the stronger
statement that the upper bound U(t) is included in OZ(Z).

Proof of Theorem 4.0.3. For the first statement, because of Theorem 3.0.15 and the fact that ϕ
is an open embedding, we just have to prove that the natural map C[T ]⊗OY (Y )−→OT×Y (T×
Y ) is an isomorphism.

First, if e ∈ T (C) is the identity, identifying Y with {e} × Y gives an immersion (neither
closed nor open) ι : Y −→X. Since ι is a monomorphism and X is quasi-separated, being
noetherian, it follows that Y is quasi-separated. Moreover, X is locally noetherian and ι is an
immersion, hence ι is quasi-compact. In particular, Y is quasi-compact since X is. Then, we
can cover Y with finitely many affine open subsets Yi. Since Y is quasi-separated, we can cover
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each intersection Yi ∩ Yj with finitely many affine open subsets Yi,j,k. Consider the natural
exact sequence

0 OY (Y )
∏
i

OY (Yi)
∏
i,j,k

OY (Yi,j,k)

Note that the two products in the exact sequence are finite. Since C[T ] ⊗ (−) is exact,
commutes with finite products and the Yi, Yi,j,k are affine, tensoring with C[T ] yields the exact
sequence

0 C[T ]⊗OY (Y )
∏
iOT×Y (T × Yi)

∏
i,j,kOT×Y (T × Yi,j,k)

But since the T × Yi cover T × Y , and the T × Yi,j,k cover (T × Yi) ∩ (T × Yj), we deduce
from the above exact sequence that C[T ]⊗OY (Y ) ≃ OT×Y (T × Y ).

For the second statement, we want to apply the starfish lemma. Let p ∈ X(1). Since X is
suitable for lifting, p ∈ (T × Y )(1) or p = V (Xd) for a certain d ∈ D. In the last case, d is
unique. Note that for any m ∈ ZD, then

Vp(x̂D
m
) =

{
0 if p ∈ (T × Y )(1)

md if p = V (Xd).

Then we easily compute that, for any i ∈ I,

Vp(↿xi) =

{
Vp(1⊗ xi) if p ∈ (T × Y )(1)

0 if p = V (Xd).
(24)

It follows from the Hartogs’ lemma that ↿xi ∈ OX(X). Moreover, if i ∈↿Isf = Isf then
↿xi ∈ OX(X)

∗ and clearly ↿xd = Xd ∈ OX(X). Now fix i, j ∈ Iuf =↿IDuf with i ̸= j, we
want to prove that ↿xi and ↿xj are coprime on X. By the previous calculation, it’s sufficient
to prove that they’re coprime on T × Y , which is equivalent to the comprimality of 1 ⊗ xi
and 1 ⊗ xj because, for any d ∈ D, Xd ∈ OX(T × Y )∗. Take a point p ∈ T × Y such that
1⊗ xi(p) = 0 = 1⊗ xj(p). Take an affine open subset U ≃ SpecA, of Y , such that p ∈ T ×U .
Note that A is a normal domain. Then we can identify p with a prime ideal of C[T ] ⊗ A
which contains 1 ⊗ xi and 1 ⊗ xj . If we look at the natural map A−→C[T ] ⊗ A that sends
a to 1 ⊗ a, we have that pc is a prime ideal of A that contains xi and xj ((−)c denotes the
contraction of ideals). Since xi and xj are coprime on Y , there exists a non-zero prime q
of A such that q is strictly contained in pc. Since C is algebraically closed and C[T ] is a
finitely generated C-algebra which is a domain, then for any C-algebra B which is a domain,
C[T ] ⊗ B is again a domain. In particular, tensoring with C[T ] sends prime ideals of A to
prime ideals of C[T ]⊗A and it preserves strict inclusion because of exactness. It follows that
0 ⊊ C[T ]⊗q ⊊ C[T ]⊗pc ⊆ p. Hence p has height at least 2, so 1⊗xi and 1⊗xj are comprime
on Y .

Finally, observe that for any k ∈ Iuf , x∗k := µk(↿xk) is regular on T ×Y because of Lemma
3.0.8. Moreover, from the exchange relation (3) and the fact that, for any d ∈ D, Vd(↿xk) = 0,
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it follows that Vd(x∗k) ≥ 0. Hence x∗k ∈ OX(X) by Hartogs’ Lemma 4.0.5. Finally, call
t′ = µk(t) and ν ′ = µk(ν). Since x∗k = (1⊗ x′k)x̂D

ν′•,k by Lemma 3.0.8, the previous argument
also proves that x∗k and ↿xk are coprime on X. Then, A(↿tD) ⊆ OX(X) follows from Lemma
4.0.6.

Corollary 4.0.7 (Of the proof). If X is suitable for D-lifting, then (OX(X),V, X, ϕ∗) is an
almost polynomial ring over OY (Y ).

The following lemma allows to produce a nice class of suitable for D-lifting schemes.

Lemma 4.0.8. Let (X, ϕ,X) be a triple that satisfies the first two conditions of Definition
4.0.1 and such that ϕ : T × Y −→X \ ∪dV (Xd) is an open embedding with big image. If
moreover Y is an irreducible C-scheme such that OY (Y )∗ = C∗, and there exist a point y ∈ Y
such that, for any d ∈ D, ϕ∗(Xd)(e, y) = 1, then (X, ϕ,X) is suitable for D-lifting.

Proof. We just need to prove that, for any d ∈ D, ϕ∗(Xd) = xd ⊗ 1 and the collection of xd is
a base of X(T ).

The argument at the beginning of the proof of Theorem 4.0.3 implies that OX(T × Y ) =
C[T ]⊗OY (Y ). Since OY (Y ) is a domain and OY (Y )∗ = C∗, it follows that

OX(T × Y )∗ = {λ⊗ c : λ ∈ X(T ), c ∈ C∗}.

But ϕ∗(Xd) ∈ OX(T × Y )∗ by Hartogs’ lemma, moreover ϕ∗(Xd)(e, y) = 1. Hence there exist
xd ∈ X(T ) such that ϕ∗(Xd) = xd ⊗ 1. Let λ ∈ X(T )D be a base of X(T ) and Div ∈ ZD×D

be defined by
Divd1,d2 = Vd1(λd2 ⊗ 1).

Since λ is a base of X(T ), there exists A ∈ ZD×D such that λA = (xd)d. Hence Div · A = Id.
This implies that (xd)d is a base of X(T ).

From now on we suppose to be in the setting of Theorem 4.0.3. In particular, X, t are
fixed, ν, ↿tD denote respectively the minimal lifting matrix and the minimal monomial lifting
of t associated to X.

The hypothesis of coprimality of Theorem 4.0.3 often holds. For example:

Lemma 4.0.9. If Y is affine and OY (Y ) is factorial then, for any i, j ∈ Iuf with i ̸= j, xi
and xj are coprime on Y . Moreover, for any k ∈ Iuf , xk and x′k := µk(xk) are coprime on Y .

Proof. No mutable vertex of t is completely disconnected because t is of maximal rank. Then,
by Theorem 2.1.8, any non semi-frozen cluster variable z is irreducible in OY (Y ), hence (z) is
prime. In particular, two cluster variables z and z′ are coprime if and only if (z) ̸= (z′). The
lemma follows from the second part of Theorem 2.1.8.

To the author’s best knowledge, no general coprimality criteria for cluster variables in an
upper cluster algebra is known. In [CKQ23], the authors develop some usefull criteria to study
factoriality in upper cluster algebras of maximal rank.

The minimal monomial lifting is the only possible candidate to give a cluster structure on
OX(X) compatible with the one on OY (Y ) in the following sense.
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Theorem 4.0.10. Let t̃ be a seed of C(X), µ ∈ ZD×I and λ ∈ ZD×Iuf such that:

1. t̃ is a D-pointed field extension of t.

2. For any i ∈ I, x̃i = xi x̂
µ•,i
D

.

3. For any k ∈ Iuf , µk(x̃k) = µk(xk) x̂
λ•,k
D

If A(t̃) = OX(X), then µ = ν and t̃ =↿tD.

Proof. For any d ∈ D, Xd ̸∈ OX(X)
∗. It follows that D ⊆ Ĩhf . We claim that, for any d ∈ D

and i ∈ I, Vd(x̃i) = 0. This implies that µ = ν because

Vd(x̃i) = Vd(xi ⊗ 1) + µd,i = −νd,i + µd,i.

If i ∈ Isf , since Isf ⊆ Ĩsf , then x̃i ∈ OX(X)
∗. Then the claim follows from the Hartogs’ lemma.

Similarly, if i ̸∈ Isf , hence i ̸∈ Ĩsf , then x̃i is irreducible in OX(X). Then the claim follows
from Hartogs’ lemma and the second hypothesis in Definition 4.0.1. For the final statement,
it’s sufficient to apply Proposition 3.0.9 to t̃D.

Theorem 4.0.10 gets more meaningful if the T -action on T ×Y extends to an action on X.
This becomes precise in Theorem 4.1.9.

Corollary 4.0.11. Let k ∈ Iuf , t′ = µk(t) and ν ′ = µk(ν). If A(↿tD) = OX(X), then ν ′ and
µk((↿t′)D) are respectively the minimal lifting matrix and the minimal monomial lifting of t′

associated to X.

Proof. Because of statement 5 of Lemma 2.4.2 and Lemma 3.0.8, we can apply the previous
theorem with t̃ = µk(↿tD) (considered as an extension of t′), µ = ν ′ and λ•,i = µi(ν

′)•,i

We expect the answer to the following question to be negative, in general, without the
assumption that A(↿tD) = OX(X).

Question 4.0.12. If k ∈ Iuf , is µk(ν) the minimal lifting matrix of µk(t) associated to X?

It’s interesting to notice that, reinterpreting the results of [Fei21] in this light, as it is
done in Section 8.2, one can construct an example where A(t) = A(t), A(↿tD) = OX(X) but
A(↿tD) ̸= A(↿tD). See [Fei21][Example 8.3].

4.1 Equality conditions

In this section we suppose to be in the setting of Theorem 4.0.3. In particular, X and t are
fixed, ν and ↿tD denote the minimal lifting matrix and the minimal monomial lifting of t,
associated to X. It’s easy to see that we don’t always have equality between A(↿ tD) and
OX(X). Nevertheless, equality holds after localisation at the product of the frozen variables
↿xd, for d ∈ D. Hence, the lack of equality between between A(↿tD) and OX(X) should be
caused by some bad behaviour along the divisors V (Xd). This is clarified in the following
example.
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Example 4.1.1. We make an affine example in the spirit of Example 4.0.2. Consider R =
C[y, z,X, y+zX ] where y, z and X are abstract independent variables. Notice that R is a poly-
nomial ring in the variables y,X, y+zX and we have an isomorphism RX ≃ C[y, z] ⊗ C[X±1].
The ring C[y, z] is the upper cluster algebra of the seed t which has only highly-frozen vertices
and has y, z as cluster variables. Here D = {d} consists of one element and Xd = X. Applying
the minimal monomial lifting we get A(↿tD) = C[y, z,X], which is strictly contained in R.
In this very simple example we clearly see the problem: CVd(y + z) = 0, where CVd is the
cluster valuation associated to the frozen vertex d. Nevertheless, Vd(x + y) = 1. Here Vd is
the valuation induced by the prime ideal (X) of R. If A(↿tD) = R, the valuations CVd and Vd
should coincide.

Lemma 4.1.2. For any f ∈ OX(X) and d ∈ D, we have Vd(f) ≥ CVd(f). Here CVd is the
cluster valuation defined in 2.3.1.

Proof. It’s clear from (24) that, for any i ∈ ↿I and d ∈ D, Vd(↿xi) = CVd(↿xi). Since f ∈ A(↿t)
by Theorem 4.0.3, then we can write f = P

M where P is a polynomial in the cluster variables
of ↿x, which is not divisible by any unfrozen or semi-frozen variable of ↿t, and

M =
∏

i∈Iuf⊔Isf⊔D
↿xmi
i

is a Laurent monomial. Note that, for any d ∈ D, we have CVd(P ) = 0. Moreover, since
P ∈ OX(X) because of Theorem 4.0.3 and the Laurent phenomenon, then Vd(P ) ≥ 0. Then

CVd(f) = CVd(P )− CVd(M) = −md = −Vd(M) ≤ Vd(P )− Vd(M) = Vd(f).

Proposition 4.1.3. Suppose that t∗ ∈ ∆(↿t). The following are equivalent

1. A(↿tD) = OX(X).

2. For any d ∈ D, OX(X) ⊆ L
(
(t∗){d}

)
.

3. For any d ∈ D, CVd(OX(X)) ⊆ N ∪ {∞}.

4. For any d ∈ D, CVd ≥ Vd over OX(X).

5. For any d ∈ D, CVd = Vd over OX(X).

Proof. Condition 1 implies 2 and 2 implies 3 are obvious. For 3 implies 4, suppose there exists
f ∈ OX(X) and d ∈ D such that nd = Vd(f) > CVd(f). Then f

X
nd
d

∈ OX(X) and CVd(f) < 0,
which is a contradiction. Then 4 implies 5 because of Lemma 4.1.2. Finally, 5 implies that
CVd = Vd holds over the fraction field of OX(X), that we denote by F. By Theorem 4.0.3,
F is also the fraction field of A(↿t). Then Hartogs’ lemma and Theorem 4.0.3 imply that
OX(X) =

⋂
d∈D Vd−1(Z≥0 ∪ {∞})

⋂
A(↿t). Hence, using part 8 of Lemma 2.4.2, we deduce

that 5 implies 1.

Corollary 4.1.4. Conditions 2 to 5 of Proposition 4.1.3 are equivalent at d fixed. That is,
for any d ∈ D and t∗ ∈ ∆(↿t), the following are equivalent.

35



1. OX(X) ⊆ L
(
(t∗){d}

)
.

2. CVd(OX(X)) ⊆ N ∪ {∞}.

3. CVd ≥ Vd over OX(X).

4. CVd = Vd over OX(X).

Proof. The decomposition

X(T ) = Zxd
⊕( ⊕

d′∈D\{d}

Zxd′
)

determines an isomorphism Td × T\d−→T , where Td (resp. T\d) is a torus with character
group Zxd (resp.

⊕
d′∈D\{d} Zxd′). Let

X′ := X \
⋃

d′∈D\{d}

V (Xd′) and Y ′ = T\d × Y.

Moreover, let
ϕ′ : Td × Y ′−→X′

be the map obtained by composing ϕ with the natural isomorphism Td × Y ′−→T × Y . The
triple (X′, ϕ′, Xd) is {d}-suitable for lifting. Let ν\d,• = νD\{d},• and ↿t\d

ν\d,•←−−− t. By Lemma
3.0.5, we have a commutative diagram

↿t\d

↿t t

ν\d,•(νd,•,0)

ν

As in the proof of Theorem 4.0.3, we have thatOY ′(Y ′) ≃ C[T\d]⊗OY (Y ) = A(↿t\d).Moreover,
(νd,•) is the minimal lifting matrix of ↿t\d with respect to (X′, ϕ′, Xd). Finally, note that

OX′(X′) = OX(X)
∏

d′∈D\{d}Xd′

because of the Hartogs’ lemma. The corollary is then a direct consequence of Proposition
4.1.3. Indeed, the 4 conditions of the corollary are equivalent to A(↿t{d}) = OX′(X′).

Corollary 4.1.5. Let D′ ⊆ D, then OX(X) ⊆ A(↿tD
′
) if and only if

D′ ⊆ {d : Vd = CVd over OX(X)}.

Proof. Note that OX(X) ⊆ A(↿tD
′
) if and only if for any t∗ ∈ ∆(↿t) and d ∈ D′, OX(X) ⊆

L((t∗){d}). Then the statement follows from Corollary 4.1.4.

Observe that OY (Y ) has two pole filtrations: one coming from the almost polynomial
ring

(
OX(X),V, X, ϕ∗

)
, briefly denoted OX(X), and the other one coming from the standard

almost polynomial structure of A(↿tD). The one coming from OX(X) may not admit a lifting
graduation.
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Corollary 4.1.6. If A(↿tD) = OX(X), then the two pole filtrations on OY (Y ) coincide. In
particular there exists an action of T on Spec(OX(X)) such that the map

T × Spec(OY (Y ))−→ Spec(OX(X))

induced by ϕ∗ is equivariant.

Proof. Because of Proposition 4.1.3, V = CV. Hence the two pole filtrations on OY (Y ) coin-
cide. The rest of the corollary is a direct consequence of Propositions 3.1.9 and 3.1.6.

Thus, when X is affine, the existence of a torus action on X extending the one on T × Y
is a necessary condition for having equality between A(↿tD) and OX(X). In general, we have
the following lemma.

Lemma 4.1.7. Let T̂ be a torus acting on Y . Suppose that the natural X(T̂ )-graduation on
OY (Y ) = A(t) is induced from a X(T̂ ) degree configuration σ on t (eventually, T̂ = {e} and
σ = 0). Suppose that there exists an action of T × T̂ , on X, extending the natural action on
T ×Y . Then A(↿tD), with the graduation induced by ↿σ, is a (X(T )×X(T̂ ))-graded subalgebra
of OX(X).

Proof. Note that the pole filtration on OY (Y ) coming from X, that is from the almost poly-
nomial ring (OX(X),V, X, ϕ∗), is X(T̂ )-graded. Indeed, if λ ∈ ZD = X(T ), for f ∈ OY (Y ) we
have that

f ∈ OY (Y )λ⇐⇒Xλ(1⊗ f) ∈ OX(X). (25)

Here, OY (Y )λ is the λ-component of the pole filtration on OY (Y ). Since, for any d ∈ D, the
function Xd is T × T̂ semi-invariant, we deduce from (25) that OY (Y )λ is T̂ -stable which
implies that the pole filtration is X(T̂ )-graded.

Consider the induced T × T̂ -action on Spec(OX(X)). We have an open embedding T ×
Spec(OY (Y ))−→ Spec(OX(X)) induced by ϕ∗, which is clearly T × T̂ -equivariant. By Lemmas
3.1.6 and 3.1.5, the graduation on OX(X) is a X(T̂ )-graded lifting graduation. We denote by
deg(f) ∈ X(T )×X(T̂ ) the degree of an homogeneous element f ∈ OX(X). From the definition
of lifting graduation we have that, for d ∈ D,

deg(↿xd) = deg(Xd) = (ed, 0) =↿σd.

Moreover, for i ∈ I,

deg(↿xi) = deg(1⊗ xi) + deg(Xν•,i) = (ν•,i, σi) =↿σi.

Hence, for any i ∈↿I, the degree of ↿xi as an element of OX(X) is the same as its degree as
an element of A(↿tD) with respect to the graduation induced by ↿σ. In particular, the two
graduations coincide on L(↿t). The lemma follows because both A(↿tD) and OX(X) are graded
subalgebras of L(↿t).

Definition 4.1.8. A suitable for D-lifting scheme is said to be homogeneously suitable for
D-lifting if the T -action of T on T × Y extends to an action on X.

37



Corollary 4.1.6 and Lemma 4.1.7 suggest that, homogeneous suitable for D-lifting schemes,
should provide a good environment where the minimal monomial lifting technique could give
important information on the graded ring OX(X). Indeed, the minimal monomial lifting is the
only possible candidate for extending the cluster structure on O(Y ) to a X(T )-graded cluster
structure on OX(X). More precisely, we have the following theorem.

Theorem 4.1.9. Let X be an homogeneously suitable for D-lifting scheme and t̃ be D-pointed
seed extension of t, in the field C(X). Let s : O(X)−→O(Y ) be the restriction map obtained
by identifying Y with {e} × Y . Suppose that

1. For any i ∈ I, s(x̃i) = xi and x̃i is X(T )-homogeneous, with respect to the T -action on
X.

2. For any k ∈ Iuf , s
(
µk(x̃k)

)
= µk(xk) and µk(x̃k) is X(T )-homogeneous.

3. A(t̃) = O(X).

Then t̃ =↿tD.

Proof. By the proof of Lemma 4.1.7, it follows that the X(T )-graduation on O(X) is a lifting
graduation. Corollary 3.1.7 implies that assumptions 1 and 2 of the theorem are respectively
equivalent to assumptions 2 and 3 of Theorem 4.0.10. Hence, the statement is a reformulation
of Theorem 4.0.10.

Finally, we improve Proposition 4.1.3 in the affine case. That is: (X, ϕ,X) is constructed
as in Example 4.0.2 from a given (R,ψ,X). Let t∗ ∈ ∆(↿t) and recall that C[t∗] denotes the
polynomial ring in the cluster variables of the seed t∗. By Theorem 4.0.3, we have inclusions
C[t∗] ⊆ R ⊆ L(t∗), which correspond to maps

Spec(L(t∗)) ιt∗−−→ X
πt∗−−→ Spec(C[t∗])

where ιt∗ is an open embedding whose image is a principal open subset.

Proposition 4.1.10. The following are equivalent

1. A(↿tD) = R.

2. For any d ∈ D there exists a map ιdt∗ : Spec

(
L
(
(t∗){d}

))
−→X extending ιt∗. In this

case ιdt∗ is an open embedding.

3. If pd (resp. q∗d) is the point of X (resp. Spec(C[t∗]) corresponding to the ideal generated
by Xd in R (resp. C[t∗]), then πt∗(pd) = q∗d. That is πt∗ does not contract the divisor
{pd}.

Proof. Condition 1 implies 2 is a reformulation of the same implication in Proposition 4.1.3.

The fact that, if ιdt∗ exists, then it is an open embedding, is because if R ⊆ L
(
(t∗){d}

)
, then

the localisation of R at all the unfrozen and semi-frozen variables of (t∗){d} is L
(
(t∗){d}

)
since
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C[t∗] ⊆ R. If 2 holds, then Spec

(
L
(
(t∗){d}

))
can be identified with an open subscheme of X

containing pd. Since πt∗ ◦ιdt∗ corresponds to the natural inclusion C[t∗] ⊆ L
(
(t∗){d}

)
, it clearly

sends pd to q∗d. Finally, if condition 3 holds, then we have an inclusion OSpec(C[t∗]),q∗d ⊆ OX,pd .
But these two rings are discrete valuation domains with the same fraction field, hence they
have to be equal. In particular, CVd = Vd on C(X), hence condition 3 implies 1 by Proposition
4.1.3.
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5 Preliminaries on algebraic groups

5.1 Some classical facts and notation

In this section we introduce the notation and recall some classical facts about algebraic groups,
we mostly follow [FZ99]. From now on, unless explicitly stated, G is a complex, semisimple,
simply connected algebraic group of rank r. Moreover, B and B− are opposite Borel subgroups
with unipotent radicals U and U− respectively. Let T = B ∩B−, which is a maximal torus of
G, and W = NG(T )/T be the Weyl group. Denote by g, b, u, b−, u− and h the Lie algebras
of G,B,U,B−, U− and T respectively. We denote by X(T ) and X(T )∨ the set of characters
and cocharacters of T respectively. We write ⟨−,−⟩ for the natural pairing between X(T )
and X(T )∨. Let Φ ⊆ X(T ) be the root system of G and ∆ ⊆ Φ be the set of simple roots
determined by B. We denote by Φ+ the positive roots and Φ− = −Φ+ the negative ones, so
that the root space gα ⊂ u for α ∈ Φ+. For β ∈ Φ, β∨ ∈ X(T )∨ is the corresponding coroot.
We denote by A = (aα,β)α,β∈∆ the Cartan matrix, which is defined by aα,β = ⟨β, α∨⟩. The
character group X(T ) is free on the set of fundamental weights ϖα, indexed by the simple
roots α ∈ ∆. For β ∈ Φ, we denote by sβ ∈W the associated reflection. The set {sα : α ∈ ∆}
is a set of simple reflection of W as a Coxeter group.

Given a representation V of G and µ ∈ X(T ), we denote the associated weight space by

Vµ = {v ∈ V : t · v = µ(t)v for t ∈ T}.

Recall that V =
⊕

µ∈X(T ) Vµ. We consider V ∗ as a representation of G as follows: if φ ∈ V ∗,
g ∈ G and v ∈ V , then (gφ)(v) = φ(g−1v). Let X(T )+ be the set of dominant characters
of T . For λ ∈ X(T )+, the associated irreducible representation of G is denoted by V (λ).
If λ ∈ X(T ), we denote by λ∗ = −w0λ. This defines a linear automorphism of X(T ) that
stabilises X(T )+. In particular, V (λ)∗ = V (λ∗).

The following discussion holds for a general connected reductive group G. Consider the
action of G×G on G defined by (g1, g2) · g = g1gg2

−1. This gives to C[G] the structure of a
G×G module. We have an isomorphism of G×G representations:⊕

λ∈X(T )+

V (λ)∗ ⊗ V (λ) −→ C[G]

(φλ ⊗ vλ)λ 7−→ (g 7−→
∑

λ φλ(gvλ)).

(26)

Consider the action of U− (resp. U) on G by left (resp. right) multiplication. Then,

C[G]U−
= C[U− \G] C[G]U = C[G/U ].

The two rings above inherit a natural structure of G-module. For any λ ∈ X(T )+, we fix
elements φ−

λ ∈ (V (λ)∗)U
−
= V (λ)∗−λ and v+λ ∈ V (λ)U = V (λ)λ such that φ−

λ (v
+
λ ) = 1. Then,
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we have isomorphisms of G-modules:⊕
λ∈X(T )+

V (λ) −→ C[G]U−

(xλ)λ 7−→ (g 7−→
∑

λ φ
−
λ (gxλ))⊕

λ∈X(T )+

V (λ)∗ −→ C[G]U

(ψλ)λ 7−→ (g 7−→
∑

λ ψλ(gv
+
λ )).

(27)

Moreover, since T normalises U and U−, T acts on U− \G (resp. G/U) by left (resp. right)
multiplication. It’s easy to notice that the homogeneous components of the X(T )-graduations
induced by these actions, on the two rings, coincide with the decomposition given above into
G-modules. In particular, for λ ∈ X(T ),

(C[G]U
−
)λ = V (λ) (C[G]U )λ = V (λ)∗, (28)

were of course we set V (λ) = V (λ)∗ = 0 if λ is not a dominant character. To avoid confusion,
we recall that, accordingly to the notation introduced in Section 3.1 we have that

(C[G]U−
)λ = {f ∈ C[G]U−

: f(tg) = λ(t)f(g) for any t ∈ T, g ∈ G}
(C[G]U )λ = {f ∈ C[G]U : f(gt) = λ(t)f(g) for any t ∈ T, g ∈ G}.

5.2 Generalised minors

For any β ∈ Φ+, we chose an sl2-triple (Xβ, Hβ, X−β) such that X±β ∈ g±β , Hβ ∈ h, and
[Xβ, X−β] = Hβ . For t ∈ C and β ∈ Φ, let

xβ(t) = exp(tXβ). (29)

For α ∈ ∆, denote by φα : SL2 −→G the morphism determined by the sl2-triple associated
to α, so that

φα

(
1 t
0 1

)
= xα(t) φα

(
t 0
0 t−1

)
= α∨(t) φα

(
1 0
t 1

)
= x−α(t).

We define

sα := φα

(
0 −1
1 0

)
. (30)

A sequence i = (il, . . . , ii), of elements of ∆, is called reduced expression for w ∈ W if
sil . . . si1 = w and l is minimal. In this case, l = ℓ(w) where ℓ is the length function of
the Coxeter group W . We denote by R(w) the set of reduced expressions of w, and by w0

the longest element of W . Recall that, by a result of Matsumoto and Tits, any two reduced
expressions of the same element can be obtained from each other by applying a sequence of
braid moves. The support of w, denoted by supp(w), is the set of simple reflections appearing
in a fixed (equivalently in any) reduced expression of w. Since the family {sα : α ∈ ∆} satisfies
the braid relations, if i = (il, . . . , ii) ∈ R(w), the element

w = sil . . . si1

41



doesn’t depend on i. In the following, we make an extensive use of the following fundamental
commutation relations. If α ∈ ∆ and t ∈ C∗, then

xα(t)sα = x−α(t
−1)α∨(t)xα(−t−1)

s−1
α x−α(t) = x−α(−t−1)α∨(t)xα(t

−1).
(31)

We consider the Bruhat decomposition

G =
⊔
w∈W

B−wB

and denote by G0 = B−B the open cell. Recall that the product induces an isomorphism of
varieties between U− × T × U and B−B. In particular, an element x ∈ G0 can be written
uniquely as x = [x]−[x]0[x]+ where [x]− ∈ U−, [x]0 ∈ T and [x]+ ∈ U . Moreover, G \ G0 =⋃
α∈∆B

−sαB and the set of B−sαB consists of pairwise distinct divisors of G.

For any α ∈ ∆, we define the generalised minor ∆ϖα
e,e as the element of C[G] corresponding

to φ−
ϖα
⊗ v+ϖα

via (26). Namely

∆ϖα
e,e (g) = φ−

ϖα
(gv+ϖα

). (32)

The generalised minor ∆ϖα
e,e is the only regular function on G, such that for any x ∈ G0,

∆ϖα
e,e (x) = ϖα([x]0). Then, if v, w ∈ W , we define the generalised minor ∆ϖα

v,w by ∆ϖα
v,w =

(v, w) ·∆ϖα
e,e . Explicitly, if g ∈ G, then

∆ϖα
v,w(g) = ∆ϖα

e,e (v
−1gw). (33)

Note that our notation is slightly different from the classical one where ∆ϖα
v,w is denoted by

∆vϖα,wϖα . We denote by ≤R the right weak order on W : v ≤R w if and only if ℓ(w) =
ℓ(v) + ℓ(v−1w). We recall a bunch of well known properties of the generalised minors that are
either trivial or can be found in [FZ99] ([FZ99][Propositions 2.2,2.4, Section 2.7]) and that are
largely used in this text.

Lemma 5.2.1 (Basic properties of minors). Let α ∈ ∆, v, w, v′, w′ ∈W and h, h′ ∈ T , then

1. If vϖα = v′ϖα and wϖα = w′ϖα, then ∆ϖα
v,w = ∆ϖα

v′,w′.

2. ∆ϖα
v,w is vU−v−1-invariant on the left and wUw−1 invariant on the right.

3. ∆ϖα
v,w(hgh

′) = vϖα(h)wϖα(h
′)∆ϖα

v,w(g).

4. The zero locus of ∆ϖα
e,e is B−sαB.

5. ∆ϖα
v,w vanishes on U if and only if it vanishes on U ∩ vUv−1 ∩ wU−w−1.

6. If v ≤R w, then ∆ϖα
v,w doesn’t vanish on U .

7. ∆ϖα
e,w doesn’t vanish on U .

Fomin and Zelevinsky proved the following fundamental identity [FZ99, Theorem 1.17],
which stands at the very base of the known cluster algebra structures related to G.
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Theorem 5.2.2. For any α ∈ ∆ and v, w ∈ W , such that ℓ(vsα) = ℓ(v) + 1 and ℓ(wsα) =
ℓ(w) + 1, then

∆ϖα
v,w∆

ϖα
vsα,wsα = ∆ϖα

vsα,w∆
ϖα
v,wsα +

∏
β∈∆\{α}

(∆
ϖβ
v,w)

−aβ,α .

The following lemma seems well known but we add a proof because of a lack of a precise
reference.

Lemma 5.2.3. If α ∈ ∆ and v, w ∈ W , the generalised minor ∆ϖα
v,w is irreducible in C[G].

Moreover, the principal ideals generated by ∆ϖα
e,e are pairwise different with respect to α.

The proof relies on the following well known fact, which can be found in [PV94] (Theorem
3.7 and proof of Theorem 3.1) and which is frequently used in this text.

Lemma 5.2.4. Let R be a factorial C-algebra of finite type and H be a connected algebraic
group acting on R. If X(H) = {e} then

• RH is factorial.

• An element f ∈ RH is irreducible, in RH , if and only if it is irreducible in R.

• If f ∈ RH , its factorisations into irreducibles in RH and in R coincide.

Proof of Lemma 5.2.3. From the definitions, for proving that ∆ϖα
v,w is irreducible, it’s sufficient

to prove that ∆ϖα
e,e is irreducible. Since G is semi-simple and simply connected, then C[G] is

factorial. Consider the U− × U -action on G defined by (u−, u) · g = u−gu−1. Since U− ×
U is connected and has no non-trivial character, Lemma 5.2.4 applies. Let C[Tβ]β∈∆ be a
polynomial ring in the independent variables Tβ . From (26), we easily deduce that the map

C[Tβ]β −→ C[G]U−×U

Tβ 7−→ ∆
ϖβ
e,e

is an isomorphism. Since Tα is irreducible in C[Tβ]β , we deduce from Lemma 5.2.4 that ∆ϖα
e,e

is irreducible in C[G]. The last part of the statement follows from the fact that V (∆ϖα
v,w) =

B−sαB and these divisors are pairwise distinct.

5.3 Cluster structure on U(w)

Let w ∈W , we set Φ(w) = Φ+ ∩ w−1Φ− the set of inversions of w. Let

U(w) := U ∩ w−1U−w.

This is the T -stable subgroup of U whose Lie algebra is the direct sum of the root spaces
corresponding to elements of Φ(w). We recall the cluster algebra structure constructed by
Goodearl and Yakimov on C[U(w)], in [GY21, Theorem 7.3]. This coincides with the one
found by Geiss, Leclerc and Schröer, in [GLS11], in the simply laced case for G simple.
Actually, in [GY21] the construction is done in the quantum setting. The specialisation to
the classical setting is made possible by [DM21, Theorem 1.6]. Note that [GY21] and [GLS11]
adopt different conventions for the meaning of N(w). In what follows, we slightly modify the
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notation of Goodearl and Yakimov. Our notation is almost identical to the one used by Geiss,
Leclerc and Schröer.

Fix i = (il, . . . , i1) ∈ R(w). For convenience we set si0 = sil+1
= e. We denote

w−1
≤k = si1 . . . sik , w≤k = sik . . . si1 = (w−1

≤k)
−1. (34)

For k ∈ {0, 1, . . . , l, l + 1} we use the notation

k+ =

{
min{{k < j ≤ l : ij = ik} ∪ {l + 1}} if k ̸∈ {0, l + 1}
k if k ∈ {0, l + 1}

k− =

{
max{{1 ≤ j < k : ij = ik} ∪ {0}} if k ̸∈ {0, l + 1}
k if k ∈ {0, l + 1}

(35)

Moreover, for a simple root α such that sα ∈ supp(w), we denote

αmin = min{1 ≤ k ≤ l : ik = α} αmax = max{1 ≤ k ≤ l : ik = α}. (36)

Recall that A = (aα,β)α,β∈∆ is the Cartan matrix of Φ. For an integer N ∈ N, we use the
notation

[N ] = {1, . . . , N}.

We consider the seed t = ti, of C(U(w)), defined as follows:

- The vertex set is I = [l]. Moreover, Isf = ∅ and Ihf = {αmax : sα ∈ supp(w)}.

- For j ∈ I, k ∈ Iuf , the coefficient bj,k of the generalised exchange matrix B is defined by

bj,k =



1 if j = k−

−1 if j = k+

aij ,ik if j < k < j+ < k+

−aij ,ik if k < j < k+ < j+

0 otherwise

(37)

It is practical to set, for k ∈ Iuf

b0,k = bl+1,k = 0.

- For k ∈ I, the cluster variable xk ∈ C[U(w)] is the restriction at U(w) of a generalised
minor, in particular:

xk =
(
∆
ϖik

e,w−1
≤k

)
|U(w)

(38)

We refer to the generalised minor in (38) as the minor defining xk.
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Example 5.3.1. Let G = SL3, ∆ = {1, 2} and i = (1, 2, 1) ∈ R(w0). Here U = U(w0) and

U(C) =

{1 a b
0 1 c
0 0 1

 : a, b, c ∈ C

}
.

The seed t = ti is graphically represented by the following quiver

■2

■3 ⃝1

and its cluster variables are

x1 = a x2 = ac− b x3 = b.

Note that µ1(x1) = c.

The following is well known but we add a proof for completeness.

Lemma 5.3.2. The seed t is of maximal rank.

Proof. This is the argument of [BFZ05, Proposition 2.6]. Consider the minor of B whose
rows are indexed by I+uf = I \ {αmin : sα ∈ supp(w)} and columns indexed by Iuf . The
map I+uf −→ Iuf sending i to i− is a bijection. Order the rows of the minor according to the
natural order, induced by N. Then, order the columns accordingly to the above bijection, that
is: i− < j− if and only if i < j. It’s immediate to check that the minor considered is upper
triangular with −1’s on the diagonal.

Theorem 5.3.3. We have equalities A(t) = A(t) = C[U(w)].

The following proposition seems new to the author.

Proposition 5.3.4. The collection of weights σ ∈ X(T )I defined by σk = w−1
≤kϖik −ϖik is a

degree configuration on t. For convenience, we set σ0 = σl+1 = 0.

Remark 5.3.5. Note that T acts on U(w) by conjugation and the weight of xk, with respect to
the graduation induced by this action, is precisely σk. It follows that the equality of Theorem
5.3.3 is of graded algebras, where A(t) = A(t) is graded by the degree configuration σ. The
importance of this remark is explained at the end of Section 7.4.

For the proof of Proposition 5.3.4 we introduce the following notation: if k ∈ Iuf and
γ ∈ ∆ \ {ik} we set

γkmin = min{{j : k < j < k+, ij = γ} ∪ {0}}

γkmax = max{{j : k < j < k+, ij = γ} ∪ {l + 1}}.
(39)

The following property of the matrix B is obvious from its definition, but useful.

Lemma 5.3.6. Let k ∈ Iuf and j ∈ I such that bj,k ̸= 0. One of the following conditions hold:
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1. j = k− ̸= 0 and bj,k = 1.

2. j = k+ and bj,k = −1.

3. ij = γ ̸= ik and j = γ−kmin ̸= 0. Then, bj,k = ⟨ik, γ∨⟩.

4. ij = γ ̸= ik and j = γkmax. Then bj,k = −⟨ik, γ∨⟩.

Proof of Proposition 5.3.4. Let k ∈ Iuf and j ∈ I. Form the definition of σ, using that
sijϖij = ϖij − ij , we deduce that

σj =

{
σj− − si1 . . . sij−1ij if j > 1

σ0 − i1 if j = 1,
(40)

where recall that we set σ0 = 0. Set

k∆k+ = {γ ∈ ∆ \ {ik} : γkmax ̸= l + 1}.

Using Lemma 5.3.6, the statement of Proposition 5.3.4 is equivalent to the identity

σk− − σk+ =
∑

γ∈k∆k+

(
σγkmax

− σγ−kmin

)
⟨ik, γ∨⟩. (41)

Iterating (40) we deduce that, for γ ∈k ∆k+ ,

σγkmax
− σγ−kmin

= −
∑

k<j<k+

ij=γ

si1 . . . sij−1ij .

Hence, the right and side of (41) is equal to the following expression:

−
∑

k<j<k+

⟨ik, i∨j ⟩sii . . . sij−1ij . (42)

Moreover, (in the following computation, if k = 1 we should replace the terms si1 . . . sik−1
ik

with ik) we have that

σk− − σk+ = si1 . . . sik+−1
ik + si1 . . . sik−1

ik

= −
( ∑
k<j<k+

⟨ik, i∨j ⟩si1 . . . sij−1ij

)
+ si1 . . . sikik + si1 . . . sik−1

ik

= −
( ∑
k<j<k+

⟨ik, i∨j ⟩si1 . . . sij−1ij

)
.

The first of the previous identities follows again from (40), while the second one is deduced
easily by iterating the formula

sαik = ik − ⟨ik, α∨⟩α for α ∈ ∆.

The third identity is obvious. This completes the proof.
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Example 5.3.7. Let G = SL4. We use the notation of [Bou68]. Let i = (2, 3, 1, 2) ∈ R(z)
where z is the permutation (1, 3)(2, 4). We can compute that

ti ■3 σi ε4 − ε2

⃝1 ■4 ε3 − ε2 ε3 + ε4 − ε1 − ε2

■2 ε3 − ε1

The fact that σi is a degree configuration, is equivalent to the equality: σi,4 = σi,2 + σi,3.

It’s known that, for G simple and simply laced and for any i ∈ R(w), the seed ti is injective
reachable. See for instance [Qin22] and [GLS11]. Moreover, it’s known and not difficult to
verify that, in the simply laced case, the cluster structure described above doesn’t depend
on the reduced expression for w. In particular if i, i′ ∈ R(w), then ti ∼ ti′ . To the author’s
best knowledge, no similar result is known in the non simply-laced case (see [BFZ05, Remark
2.14]).

5.4 Technical properties of minors I: vanishing and twist

This section and the next one are quite technical. The reader can skip them for a first reading,
even though the results obtained here are crucial for proving Theorems 8.1.1, 8.2.1.

In this section we fix α, β ∈ ∆ and v, w ∈W .

Lemma 5.4.1. The generalised minor ∆ϖα
sα,w vanishes on U if and only if sα is not in the

support of w.

Proof. If sα is not in the support of w, then ∆ϖα
sα,w = ∆ϖα

sα,e because of Lemma 5.2.1. The zero
locus of this last function is sαB−sαB, which clearly contains U .
Next, suppose that ∆ϖα

sα,w vanishes on U . This means that U ⊆ sαB−sαBw
−1 . Note that

sαB−sαBw
−1 is a closed, irreducible subvariety of G of codimension 1, and it is sαB−sα-stable

by left multiplication. Since also sαB−sαU = sαB−sαB is closed, irredcuible and of codimen-
sion 1 in G, we have that U ⊆ sαB−sαBw

−1 is equivalent to sαB−sαB = sαB−sαBw
−1 .

Then
sαB−sαB = sαB−sαBw

−1⇐⇒ sαw0Bw0sαB = sαw0Bw0sαBw
−1

⇐⇒ Bw0sαB = Bw0sαBw
−1

⇐⇒ BsαwoB/B = wBsαw0B/B.

(43)

The last equality is between two closed, irreducible T -stable, subvarieties of G/B. Recall
that the T -fixed points of G/B are canonically identified with W , and that

(BvB/B)T = {x ∈W : x ≤ v},

where ≤ denotes the Bruhat order on W . Note also that by the sub-word property of Coxeter
groups, sα ∈ supp(w) if and only if sα ≤ w. Moreover, sα ∈ supp(w)⇐⇒ sα ∈ supp(w−1).
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Finally, recall that right multiplication by w0 reverses the Bruhat order. In particular, by
looking at T - fixed points, we have that the last equality in (43) implies the first of the
following equalities

{v : v ≤ sαw0} = {wv : v ≤ sαw0}⇐⇒ {v : vw0 ≥ sα} = {wv : vw0 ≥ sα}
⇐⇒ {vw0 : v ≥ sα} = {wvw0 : v ≥ sα}.

By contradiction, if sα ∈ supp(w), then w−1 ≥ sα, hence w0 belongs to the RHS of the
last equality. Looking at the LHS we deduce that e ≥ sα, which is a contradiction.

The following is a well known result about representation theory of SL2. See for example
[FZ99, Lemma 2.8]. Recall that, if β ∈ Φ and n is a positive integer, then the divided power
X

(n)
β denotes

Xn
β

n! , which is an element of the envelopping algebra of g.

Lemma 5.4.2. Let V be a representation of slα and v− ∈ V (resp. v+ ∈ V ) a lowest (resp.
highest) weight vector of weight −m (resp. m) for m ∈ N. Then

X(n)
α v− =

{
0 if n > m

s−1
α v− if n = m.

X
(n)
−αv

+ =

{
0 if n > m

sαv
+ if n = m.

Next, we do some calculations that will be crucial in the following.

Lemma 5.4.3. Let t ∈ C, g ∈ G and N = ⟨−wϖα, β
∨⟩. Then

∆ϖα
v,w(gxβ(t)) =

{
∆ϖα
v,w(g) if w−1β ∈ Φ+∑N
n=0 t

nQN−n(g) if w−1β ∈ Φ−

for some Qi ∈ C[G], such that Q0 = ∆ϖα
v,sβw

and QN = ∆ϖα
v,w.

Proof. If w−1β ∈ Φ+, the statement follows from Lemma 5.2.1. Otherwise, we have that

∆ϖα
v,w(gxβ(t)) =

∑
n∈N

tnvφ−
ϖα

(gX
(n)
β wv+ϖα

).

If w−1β ∈ Φ−, then wv+ϖα
is a lowest weight vector for slβ of weight ⟨wϖα, β

∨⟩, hence Lemma
5.4.2 applies. In particular, for n > N the corresponding factor of the above sum is zero.
For n ∈ {0, . . . , N} we set QN−n(g) = vφ−

ϖα
(gX

(n)
β wv+ϖα

). Clearly, QN = ∆ϖα
v,w. Moreover,

X
(N)
β wv+ϖα

= sβ
−1wv+ϖα

. But since w−1β ∈ Φ−, then w = sβsβw. The lemma follows.

We have a variation of the previous lemma relative to the action of elements of U−.

Lemma 5.4.4. Let t ∈ C, g ∈ G and N = ⟨wϖα, β
∨⟩. Then

∆ϖα
v,w(gx−β(t)) =

{
∆ϖα
v,w(g) if w−1β ∈ Φ−∑N
n=0 t

nQN−n(g) if w−1β ∈ Φ+

for some Qi ∈ C[G], such that Q0 = ∆ϖα
v,sβw

and QN = ∆ϖα
v,w.
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Proof. Literally the same proof of Lemma 5.4.3. Just notice that if w−1β ∈ Φ+, then wv+ϖα
is

a highest weight vector for slβ of weight ⟨wϖα, β
∨⟩.

Lemma 5.4.5. Let t ∈ C, g ∈ G and N = ⟨vϖα, β
∨⟩. Then

∆ϖα
v,w(xβ(t)g) =

{
∆ϖα
v,w(g) if v−1β ∈ Φ−∑N
n=0 t

nPN−n(g) if v−1β ∈ Φ+

for some Pi ∈ C[G], such that P0 = ∆ϖα
sβv,w

and PN = ∆ϖα
v,w.

Proof. One can prove the statement by direct calculation, otherwise we can reduce to Lemma
5.4.3. Following [FZ99], let (−)ι be the involutive anti-authomorphism of the group G defined
by

xγ(t)
ι = xγ(t) x−γ(t)

ι = x−γ(t) hι = h−1 for γ ∈ ∆, h ∈ T.

By [FZ99, Proposition 2.7], we have that for any γ ∈ ∆ and g ∈ G

∆
ϖγ
v,w(g) = ∆

ϖ∗
γ

ww0,vw0(g
ι) (44)

In particular, form Lemma 5.4.3 we deduce that

∆ϖα
v,w(xβ(t)g) = ∆ϖ∗

α
ww0,vw0

(gιxβ(t)) =

{
∆
ϖ∗

α
ww0,vw0(g

ι) = ∆ϖα
v,w(g) if w0v

−1β ∈ Φ+∑M
n=0 t

nQM−n(g
ι) if w0v

−1β ∈ Φ−

where M = ⟨−vw0ϖ
∗
α, β

∨⟩. Since ϖ∗
α = −w0ϖα we have that M = N . Then we set Pn(g) =

Qn(g
ι). Using again [FZ99][Proposition 2.7], we deduce the desired expression for P0 and PN

from the expression of Q0 and QN given in Lemma 5.4.3. Finally, notice that

w0v
−1β ∈ Φ+⇐⇒ v−1β ∈ Φ−.

Remark 5.4.6. If ⟨vϖα, β
∨⟩ = 0, then sβvϖα = vϖα − ⟨vϖα, β

∨⟩β = vϖα. Hence P0 and
PN agree in this case because of Lemma 5.2.1, so there’s no ambiguity. For Q0 and QN we
have the same phenomenon. The convention about the enumeration of the coefficients P is
due to the fact that we want it to be compatible with the expansion of tN∆ϖα

v,w(xβ(t
−1)g). The

same applies to the coefficients Q.

The next statement is a special case of the previous lemma.

Lemma 5.4.7. Let t ∈ C and g ∈ G. We have that

∆ϖα
e,w(xβ(t)g) =

{
∆ϖα
e,w(g) if α ̸= β

∆ϖα
e,w(g) + t∆ϖα

sα,w(g) if α = β.

Proof. Obvious from Lemma 5.4.5.
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Remark 5.4.8 (A remark on products). We fix a quite obvious convention relative to prod-
ucts. Suppose that two complex, semisimple, simply connected groups G1 and G2 are given.
Moreover, suppose that, for i = 1, 2 and αi ∈ ∆i, the data of Ti, Bi ⊆ Gi and of an sl2-
triple (Xαi , Hαi , X−αi) are also given. Then, we automatically make the following choices in
G = G1×G2: the torus T = T1×T2, the Borel B = B1×B2. Moreover, for α ∈ ∆ = ∆1⊔∆2,
the sl2 triple associated to α, in g = g1 ⊕ g2, is the one in g1/2 accordingly if α ∈ ∆1/2.

With this choice, if α = α1 ∈ ∆1, then sα = (sα1 , e). If α = α2 ∈ ∆2, then sα = (e, sα2).
Hence, for any w = (w1, w2) ∈W =W1 ×W2, we have that

w = (w1, w2).

The fundamental weights of T1 × T2 are of the form (ϖα1 , 0) and (0, ϖα2) and we have

∆
(ϖα1 ,0)

(v1,v2),(w1,w2)
= ∆

ϖα1
v1,w1 ⊗ 1 and ∆

(0,ϖα2 )

(v1,v2),(w1,w2)
= 1⊗∆

ϖα2
v2,w2 . (45)

5.5 Technical properties of minors II: algebraic independence

We study algebraic independence of, the restriction, of some families of generalised minors to
some T -stable subgroup of U .

Fix z ∈ W and i ∈ R(z). Let l = ℓ(z) and t = ti. For 1 ≤ j ≤ l, xj ∈ C[U(z)] denotes
the j-th cluster variable of the seed t. We refer to Section 5.3.3 for the definitions and the
notation of this section.

Left twist: the case of U(z)

We fix α ∈ ∆ such that sα ∈ supp(z). In this subsection, for β ∈ ∆ and v, w ∈W , we denote
by Dϖβ

v,w the restriction of ∆ϖβ
v,w to U(z).

Lemma 5.5.1. The following equality holds

Dϖα

sα,z
−1

≤αmin

=

αmin−1∏
j=1

(D
ϖij

sα,z
−1
≤j

)cj

for some non-negative integers cj. Moreover, for j < αmin, we have that D
ϖij

sα,z
−1
≤j

= D
ϖij

e,z−1
≤j

.

Proof. Note that z−1
≤αmin = z′sα where z′ = si1 . . . s(iαmin−1

), or z′ = e if αmin = 1. We apply
Theorem 5.2.2 with w = z′ and v = e.

Note that sα ̸∈ supp(z′), hence z′ϖα = ϖα and so ∆ϖα
e,z′ = ∆ϖα

e,e by Lemma 5.2.1. Moreover,
Dϖα
e,e = 1. Similarly, from Lemma 5.4.1 we deduce that Dϖα

sα,z′
= Dϖα

sα,e = 0. So, Theorem 5.2.2
specialises to the following identity:

Dϖα

sα,z
−1

≤αmin

=
∏

β∈∆\{α}

(D
ϖβ

e,z′)
−aβ,α .

But for β ̸= α, (D
ϖβ

e,z′)
−aβ,α = (D

ϖβ

sα,z′
)−aβ,α because of Lemma 5.2.1. Moreover, if sβ /∈

supp(z′), (Dϖβ

sα,z′
)−aβ,α = 1. If sβ ∈ supp(z′) and

kβ = max{j ∈ {1, . . . , αmin − 1} : ij = β},
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by Lemma 5.2.1 we have that

(D
ϖβ

sα,z′
)−aβ,α = (D

ϖβ

sα,z
−1
≤kβ

)−aβ,α .

In particular, for j < αmin, setting

cj =

{
−aβ,α if j = kβ for some β ̸= α.

0 otherwise

we have proved the first part of the statement. The last part is obvious from Lemma 5.2.1
and the definition of αmin.

Lemma 5.5.2. For any k ≤ l, the following equality of subfields of C(U(w)) holds:

C
(
xαmin , D

ϖij

sα,z
−1
≤j

: j ≤ k, j ̸= αmin

)
= C

(
xαmin , xj : j ≤ k

)
.

In particular, the functions {D
ϖij

sα,z
−1
≤j

: j ≤ l, j ̸= αmin} are algebraically independent.

Proof. Recall that xj = D
ϖij

e,z−1
≤j

. We prove the equality by induction on k. For k = 0 there is

nothing to prove. Suppose that the equality has been proved for k and call

Fk = C
(
xαmin , D

ϖij

sα,z
−1
≤j

: j ≤ k, j ̸= αmin

)
= C

(
xαmin , xj : j ≤ k

)
.

If k + 1 = αmin, there is nothing to prove. Similarly, if ik+1 ̸= α, then by Lemma 5.2.1

D
ϖik+1

sα,z
−1
≤k+1

= D
ϖik+1

e,z−1
≤k+1

,

so the desired equality is trivial. Next, suppose that ik+1 = α and k + 1 ̸= αmin. Applying
Theorem 5.2.2 with v = e and w = z−1

≤k, we get an equality that can be read as

fD
ϖik+1

sα,z
−1
≤k+1

= gD
ϖik+1

e,z−1
≤k+1

+ φ. (46)

We analyse the three terms φ, f, g.
Note that

φ =
∏

β∈∆\{α}

(D
ϖβ

e,z−1
≤k

)−aβ,α .

For β ∈ ∆ \ {α}, if sβ ̸∈ supp(z−1
≤k), then D

ϖβ

e,z−1
≤k

= 1. Otherwise, let kβ = max{1 ≤ j ≤ k :

ij = β}. Then,

D
ϖβ

e,z−1
≤k

= D
ϖβ

e,z−1
≤kβ

= xkβ .

Hence φ ∈ Fk.
Next, we look at g. Let t = (k + 1)−, which is not zero since k + 1 ̸= αmin. Lemma 5.2.1

implies that:
g = D

ϖik+1

sα,z
−1
≤k

= D
ϖit

sα,z
−1
≤t

.
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Since sα ∈ supp(z−1
≤t ), then g ̸= 0 by Lemma 5.4.1 and statement 5 of Lemma 5.2.1. Moreover,

if t ̸= αmin, we clearly have g ∈ Fk. If t = αmin, we deduce that g ∈ Fk from Lemma 5.5.1.
Finally, we consider f . Notice that

f = D
ϖik+1

e,z≤k
−1 = D

ϖit

e,z
−1
≤t

= xt.

In particular, if t = αmin, then f = xαmin ∈ Fk. In the other case, it’s obvious that f ∈ Fk.
Moreover, f is clearly non-zero since it is a cluster variable of t.

Since f, g, φ ∈ Fk and f, g are non-zero, the equality of fields for k+1 follows by induction
from (46).

For the algebraic independence, note that the functions {xj : j ≤ l} are the cluster
variables of t, which are algebraically independent. The statement follows from the well
definiteness of the transcendence degree.

Left twist: the case of U(z)\α

For a T -stable subgroup H of U and α ∈ ∆, we set

H\α = H ∩ sαUsα.

We fix α ∈ ∆∩Φ(z). In particular, sα ∈ supp(z). In this subsection, for β ∈ ∆ and v, w ∈W ,
we denote by Dϖβ

v,w the restriction of ∆ϖβ
v,w to U(z)\α.

Lemma 5.5.3. The following equality holds

Dϖα

sα,z
−1

≤αmin

=
αmin−1∏
j=1

(D
ϖij

sα,z
−1
≤j

)cj

for some non-negative integers cj. Moreover, for j < αmin, we have that D
ϖij

sα,z
−1
≤j

= D
ϖij

e,z−1
≤j

.

Proof. This is an obvious consequence of Lemma 5.5.1.

Lemma 5.5.4. The functions {D
ϖij

sα,z
−1
≤j

: j ≤ l, j ̸= αmin} are algebraically independent.

Proof. Lemma 5.4.5 implies that ∆
ϖβ
sα,w is invariant by left multiplication of U(sα). Since the

product induces an isomorphism U(sα) × U(z)\α ≃ U(z) by [Hum90][Proposition 28.1], we
deduce the statement from Lemma 5.5.2.

Right twist

We fix α ∈ ∆ ∩ Φ(z). We set

α(−) = min{k : z≤kα ∈ Φ−}. (47)

Lemma 5.5.5. We have that

1. {k : z≤kα ∈ Φ−} = {α(−), . . . , l}.
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2. sαz−1
≤α(−) = z−1

≤(α(−)−1).

3. ⟨−z−1
≤α(−)ϖiα(−)

, α∨⟩ = 1.

4. The expression i′ obtained from i by deleting the term iα(−) is a reduced expression for
zsα.

Proof. 1. By the definition of α(−), we clearly have that z≤kα ∈ Φ+ for k < α(−).
Moreover, since i is a reduced expression, from the definition of z≤k it follows that
Φ(z≤k) ⊆ Φ(z≤k+1). Hence, for k ≥ α(−) we have that z≤kα ∈ Φ−.

2. Since z≤(α(−)−1)α ∈ Φ+ and siα(−)
z≤(α(−)−1)α ∈ Φ−, we have that

z≤(α(−)−1)α = iα(−), (48)

where we assume that z≤(α(−)−1) = e if α(−) = 1. Then the identity follows from the
fact that, for any w ∈W and β ∈ Φ, we have that wsβw−1 = swβ.

3. Using (48), we can compute that

⟨−z−1
≤α(−)ϖiα(−)

, α∨⟩ = ⟨−ϖiα(−)
, (z≤α(−)α)

∨⟩
= ⟨−ϖiα(−)

, (siα(−)
iα(−))

∨⟩
= ⟨−ϖiα(−)

, (−iα(−))
∨⟩

= 1.

4. Using the second statement (and paying attention if α(−) = 1 or α(−) = l), we have
that

sil . . . siα(−)+1
siα(−)−1

. . . si1 = sil . . . siα(−)+1
siα(−)

siα(−)−1
. . . si1sα = zsα.

Hence, i′ is an expression for zsα. Since ℓ(zsα) = ℓ(z)− 1, we deduce that i′ is reduced.

Here, for β ∈ ∆ and v, w ∈ W , we denote by D
ϖβ
v,w the restriction of ∆ϖβ

v,w to U(z). For
k ∈ [l], we define fk ∈ C[U(z)] as

fk =

D
ϖik

e,z−1
≤k

if (z≤k)α ∈ Φ+

D
ϖik

e,sαz
−1
≤k

if (z≤k)α ∈ Φ−

Lemma 5.5.6. In the above setting, fα(−) = fα(−)−. We use the convention that f0 = 1.

Proof. Let k = α(−). By statement 2 of Lemma 5.5.5 we have that

sαz
−1
≤kϖik = z−1

≤k−1ϖik

= si1 . . . si(k−1)
ϖik

= sii . . . sik−ϖik

= z≤k−ϖik

where z≤k− = e if k− = 0. The lemma follows form Lemma 5.2.1.
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Lemma 5.5.7. If −zα ∈ ∆, then {fk : k ̸= α(−)} are algebraically independent.

Proof. If zα = −β, with β ∈ ∆, it means that zsα = sβz ≤L z, where ≤L denotes the left
weak order on W . In particular, Φ(zsα) ⊆ Φ(z), which implies that U(zsα) ⊆ U(z). For
k ∈ {1, . . . , l − 1} let x′k ∈ C[U(zsα)] be the k-th cluster variable of the seed ti′ , where i′ is
the reduced expression in Lemma 5.5.5. Clearly, for k < α(−), fk restricts to x′k, while using
the second statement of Lemma 5.5.5 one deduces (analogously to the proof of the fourth
statement of Lemma 5.5.5) that, for k > α(−), fk restricts to x′k−1. Since the cluster variables
x′k are algebraically independent in C[U(zsα)], the lemma follows.

6 Application to G

Let G be a semi-simple, simply connected, complex algebraic group. We show here a simple
application, of the minimal monomial lifting, to G. This example is designed to make the
equality between C[G] and the upper cluster algebra constructed via the minimal monomial
lifting to fail (see Remark 6.0.5). It may be useful, for the reader, to have a look at this
example to understand the strategy of Section 8.1.1 and 8.2.1. We use the notation of Section
5.

Let (−)T : G−→G be the transpose, which is the involutive anti-automorphism considered
in [FZ99, Section 2.1]. In particular, it is the only anti-automorphism of algebraic groups
defined by

xα(t)
T = x−α(t) hT = h for any α ∈ ∆, t ∈ C, h ∈ T.

This restricts to an anti-isomorphism between U− and U . If i ∈ R(w0), let t−i be the seed
of C[U−] obtained by "transposing" the seed ti of C[U ]. Clearly, A(t−i ) = A(t−i ) = C[U−].
Moreover, by [FZ99, Proposition 2.7], the cluster variables of t−i are all obtained by restricting
functions of the form ∆ϖα

w,e, with sα ∈ supp(w), to U−.

Fix i′, i ∈ R(w0) and call

ti = (Iuf , Isf , Ihf , B, x) t−i′ = (I−uf , I
−
sf , I

−
hf , B

−, x−) t−i′ |ti = (Juf , Jsf , Jhf , C, z),

where t−i′ |ti is the disjoint union of t−i′ and ti, as defined in Section 2.2. By Lemma 2.2.3, we
have that A(t−i′ |ti) = C[U− × U ]. This is a factorial C-algebra of finite type.

Let D = ∆, Y = U− × U and

ϕ : T × U− × U −→ G
(h, u−, u) 7−→ u−hu.

Moreover, for α ∈ D, we set Xα = ∆ϖα
e,e .

Lemma 6.0.1. The triple (G,ϕ,X) is suitable for D-lifting.

Proof. Since G is semi-simple and simply connected, C[G] is a factorial domain, hence normal.
Moreover, G is of finite type. Condition 1 of Definition 4.0.1 then clearly holds. Condition
2 holds because of Lemma 5.2.3. Moreover, ϕ is an open embedding with image G0 = B−B
and, for any α ∈ D, ϕ∗(Xα) = ϖα ⊗ 1 by Lemma 5.2.1. Hence condition 3 of Definition 4.0.1
holds.
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Proposition 6.0.2. For any i′, i ∈ R(w0) we have

A
(
↿(ti′ |ti)

)
= C[G0] and A

(
↿(ti′ |ti)D

)
⊆ C[G].

Proof. Because of Lemma 6.0.1 and Lemma 4.0.9 we can apply Theorem 4.0.3.

It’s easy to compute the minimal lifting matrix ν and the corresponding cluster ↿z in this
example. Let χ : J −→∆ be the map defined as follows: for k ∈ I (resp. k ∈ I−), χ(k) = α if
and only if the minor defining xk (See (38)) is of the form ∆ϖα

e,w (resp. ∆ϖα
w,e).

Lemma 6.0.3. For any j ∈ J and α ∈ D, we have να,j = δα,χ(j). Moreover, the variable ↿zj
is the generalized minor defining zj.

Proof. Suppose that j ∈ I. If j ∈ I− the proof is similar. Let ∆
ϖβ
e,w be the minor defining

xj . In particular, χ(j) = β. Using Lemma 5.2.1 and the definition of zj we have that, for
x = (h, u−, u) ∈ T × Y

∆
ϖβ
e,w

(
ϕ(x)

)
= ϖβ(h)∆

ϖβ
e,w(u) = ∆

ϖβ
e,e

(
ϕ(x)

)(
1⊗ zj(ϕ(x)

)
.

In particular, identifying 1⊗ zj as a rational function on G via ϕ, we have that

∆
ϖβ
e,w = Xβ(1⊗ zj). (49)

We claim that for any α ∈ D, Vα(∆
ϖβ
e,w) = 0. Thanks to (49), this completes the proof.

Suppose by contradiction that there exists α ∈ D such that Vα(∆
ϖβ
e,w) > 0. Since ∆

ϖβ
e,w is

irreducible in C[G] because of Lemma 5.2.3, and so is ∆ϖα
e,e , this means that ∆

ϖβ
e,w = ψ∆ϖα

e,e ,
for some ψ ∈ C[G]∗. Since G is semi-simple, ψ is constant. By statement three of Lemma
5.2.1, we deduce that

(ϖβ, wϖβ) = (ϖα, ϖα).

So α = β and wϖβ = ϖβ. The latter equality gives a contradiction since sβ ∈ supp(w).

From the previous lemma, we deduce that for j ∈ I, ↿zj is a generalised minor of the
form ∆ϖα

e,w. Similarly, if j ∈ I−, ↿zj is a generalised minor of the form ∆ϖα
w,e. In both cases,

sα ∈ supp(w).

Proposition 6.0.4. Suppose that i and i′ start with the same simple root, that is i1 = α = i′1.
Then, the upper cluster algebra A(↿(t−i′ |ti)

D) is strictly contained in C[G].

Proof. Form the definition of the seeds ti, t−i′ and the previous lemma, we have that ∆ϖα
e,sα and

∆ϖα
sα,e are cluster variables of the initial seed ↿(t−i′ |ti). But then, by Theorem 5.2.2, we have

that

∆ϖα
sα,sα =

∆ϖα
sα,e∆

ϖα
e,sα +

∏
β∈∆\{α}(∆

ϖβ
e,e )−aβ,α

∆ϖα
e,e

(50)

which proves that ∆ϖα
sα,sα is an element of C[G] \A

(
↿(t−i′ |ti)

D
)
. In fact, on the RHS of (50)

we have an element of L(↿(t−i′ |ti)) which is not in L(↿(t−i′ |ti)
D). Alternatively, on the LHS of

(50) we have an irreducible element of C[G], in particular Vα(∆ϖα
sα,sα) ≥ 0 (it’s easy to see that

it’s actually zero). But by looking at the RHS, we see that CVα(∆ϖα
sα,sα) = −1. The statement

follows from Proposition 4.1.3.
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Remark 6.0.5. Note that, for any i, i′ ∈ R(w0), the seed ↿(t−i′ |ti) is not one of the seeds
constructed in [BFZ05] for the open double Bruhat cell. Moreover, there is no T -action on G
that makes the map ϕ equivariant. Hence, the equality between A(↿(t−i′ |ti)

D) and C[G] is never
reached, for any pair i, i′ ∈ R(w0), because of Corollary 4.1.6. Finally, a similar construction
can be done for the spherical homogeneous space G/Ĝ if and only if the pair Ĝ ⊆ G is of
minimal rank. This will be developed in the future.

7 Monomial lifting for branching problems

In this section we explain how to apply the minimal monomial lifting technique to study some
branching problems.

7.1 The branching scheme

Let G be a semisimple, simply connected complex algebraic group and let Ĝ be a connected,
reductive subgroup of G. Fix maximal tori and Borel subgroups T , B of G and T̂ , B̂ of Ĝ such
that T ∩ Ĝ = T̂ and B ∩ Ĝ = B̂. Let ρ : X(T )−→X(T̂ ) be the restriction map. Consider the
U− × Û × Ĝ action on G× Ĝ defined by

(u−, û, ŝ) · (g, ĝ) = (u−gŝ−1, ŝĝû−1).

By (26), we clearly have that

C[G× Ĝ]U−×Û×Ĝ ≃
⊕

(V (λ)⊗ V (λ̂)∗)Ĝ ≃
⊕

Hom(V (λ̂), V (λ))Ĝ, (51)

where the sums run over (λ, λ̂) ∈ X(T )+ ×X(T̂ )+. Recall that, if λ ∈ X(T ) \X(T )+ (resp.
λ̂ ∈ X(T̂ ) \X(T̂ )+), then we set V (λ) = 0 (resp. V (λ̂) = 0). Consider the T × T̂ action on
G× Ĝ defined by

(h, ĥ) · (g, ĝ) = (hg, ĝĥ).

The induced action on C[G × Ĝ] stabilises C[G × Ĝ]U−×Û×Ĝ which is then X(T ) × X(T̂ )-
graded. It’s easy to verify that the homogeneous components of this graduation correspond
to the decomposition given in (51). In particular, for any (λ, λ̂) ∈ X(T )×X(T̂ ), we have

C[G× Ĝ]U−×Û×Ĝ
λ,λ̂

= (V (λ)⊗ V (λ̂)∗)Ĝ.

If λ and λ̂ are dominant, then (V (λ)⊗ V (λ̂)∗)Ĝ is the multiplicity space of the representation
V (λ̂) in V (λ), the latter considered as a representation of Ĝ.

Consider now the action of U− × Û on G given by (u−, û) · g = (u−gû−1). The action of
T × T̂ on G, given by (h, ĥ) · g = hgĥ, stabilised C[G]U−×Û and thus induces a X(T )×X(T̂ )-
graduation on it.

Lemma 7.1.1. . The product G× Ĝ−→G induces a T × T̂ -equivariant isomorphism between
C[G× Ĝ]U−×Û×Ĝ and C[G]U−×Û .

Proof. The inverse is the mapG−→G×Ĝ sending g to (g, e). The proof is straightforward.
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From now on, we identify the two graded algebras appearing in the previous lemma. We
define the branching algebra Br(G, Ĝ) to be the X(T )×X(T̂ )-graded algebra

Br(G, Ĝ) := C[G× Ĝ]U−×Û×Ĝ = C[G]U
−×Û . (52)

Lemma 7.1.2. The branching algebra Br(G, Ĝ) is factorial and of finite type. An element
f ∈ Br(G, Ĝ) is irreducible if and only if it is irreducible as an element of C[G].

Proof. The group U− × Û is connected, has no non-trivial character. Moreover, C[G] is
factorial since G is semisimple and simply connected. Then, the factoriality of Br(G, Ĝ) and
the last statement follow from Lemma 5.2.4. Moreover, it is well known that C[G× Ĝ]U−×Û =

C[G]U− ⊗ C[Ĝ]Û is of finite type. Since Ĝ is reductive, then Br(G, Ĝ) is of finite type by a
well known theorem of Hilbert.

Then, we define the branching scheme X(G, Ĝ) as the normal, integral and affine T × T̂ -
variety

X(G, Ĝ) := Spec(Br(G, Ĝ)). (53)

When G and Ĝ are fixed, we drop the dependence on G, Ĝ and just write X for X(G, Ĝ)
and Br for Br(G, Ĝ).

7.2 A first suitable for lifting structure

In the setting of the previous section, we want to prove that X = X(G, Ĝ) is homogeneously
suitable for lifting. We fix

D = ∆ (54)

and for any α ∈ D, we set

Xα = ∆ϖα
e,e ∈ C[G]U

−×Û = Br(G, Ĝ). (55)

Let
Ω = X∏

α∈∆Xα
= X \

⋃
α∈D

V (Xα)

be the principal open subscheme of X defined by the non-vanishing the Xα.

Moreover, let Ỹ := Spec(C[U ]Û ), where Û acts on U by right multiplication. The T̂ action
on U defined by ĥ · u = ĥ−1uĥ defines a structure of T̂ -scheme on Ỹ . Similarly, the action of
T × T̂ on T × U defined by

(h, ĥ) · (t, u) = (htĥ , ĥ−1uĥ) (56)

factors through a T × T̂ action on T × Ỹ . By definition, the induced T action on T × Ỹ is the
left multiplication of T on the T -component.

Lemma 7.2.1. The product map T × U −→G induces an open embedding ϕ̃ : T × Ỹ −→X,
with image Ω. Moreover, the following hold.

1. For any α ∈ D, ϕ̃∗(Xα) = ϖα ⊗ 1.

2. The map ϕ̃ is T × T̂ -equivariant.
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Proof. By [FZ99, Cororllary 2.5], the non vanishing locus in G of all the generalised minors
∆ϖα
e,e is G0. In particular, Ω = Spec(C[G0]

U−×Û ). Recall that the product induces an isomor-
phism U−×T ×U ≃ G0. Then, the proof consists of some immediate verifications. Note that
the inverse of ϕ̃ : T× Ỹ −→Ω is induced by the map G0−→T×U sending x to ([x]0, [x]+).

Proposition 7.2.2. The triple (X, ϕ̃, X) is homogeneously-suitable for D-lifting.

Proof. It is a direct consequence of Lemmas 7.1.2, 5.2.3 and 7.2.1.

The following question naturally arises.

Question 7.2.3. For which pairs (G, Ĝ) the algebra C[U ]Û has a cluster structure?

7.3 Lifting graduation for the Branching algebra

Before describing some pairs (G, Ĝ) for which we can answer Question 7.2.3, we take a closer
look at the information given by the lifting graduation on Br.

Note that, by Lemma 3.1.6, the X(T )-graduation on Br is a lifting graduation of the
pole filtration on C[U ]Û induced by the almost polynomial ring (X,V, X, ϕ̃∗). Note that the
conjugation of T on U :

t · u = t−1ut for t ∈ T, u ∈ U

factors through an action of T̂ on Ỹ .

Lemma 7.3.1. The pole filtration on C[U ]Û is X(T̂ )-graded.

Proof. Identify C(X) and C(T × Ỹ ) using ϕ̃. Recall that ZD is canonically identified with
X(T ) via the Z-linear map defined by eα 7−→ ϖα. Fix λ ∈ ZD, then

f ∈ C[Ỹ ]λ⇐⇒Xλ(1⊗ f) ∈ OX(X), (57)

where C[Ỹ ]λ is the λ-component of the lifting graduation. The map C(Ỹ ) 7−→ C(X) defined
by f 7−→ 1 ⊗ f is T̂ -equivariant. Since, for any α ∈ D, Xα is T̂ semi-invariant, we deduce
from (57) that C[Ỹ ]λ is T̂ -stable.

The X(T ) × X(T̂ )-graduation on Br is NOT a X(T̂ )-graded lifting graduation. Indeed,
the map Ỹ −→X defined by ỹ 7−→ ϕ̃((e, ỹ)) is not T̂ -equivariant (see Lemma 3.1.5). We can
fix the situation by twisting the T × T̂ -action on X.

Let X∗ be the scheme X endowed with the twisted T × T̂ -action ∗ defined by

(h, ĥ) ∗ x = (hĥ−1, ĥ) · x,

where · denotes the standard T × T̂ -action on X. We denote by Br∗ = OX∗(X∗), considered
with its X(T ) × X(T̂ )-graduation induced by the ∗-action. As C-algebras, Br∗ = Br. Note
that a subset of X is stable for the · action if and only if it is stable for the ∗ action.

Corollary 7.3.2. The triple (X∗, ϕ̃, X) is homogeneously suitable for D-lifting. Moreover, the
X(T )×X(T̂ )-graduation on Br∗ is a X(T̂ )-graded lifting graduation.
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Proof. The first part of the statement is obvious from Proposition 7.2.2. Moreover, using (56),
we easily deduce that, for any h, t ∈ T , ĥ ∈ T̂ and ỹ ∈ Ỹ , then

(h, ĥ) ∗ ϕ̃
(
(t, ỹ)

)
= ϕ̃

(
(ht, ĥ · ỹ)

)
where h · ỹ denotes the conjugation action. In particular, the map ι : Ỹ −→X∗ defined by
ỹ 7−→ ϕ̃((e, ỹ)) is T̂ -equivariant. We conclude by applying Lemma 3.1.5.

Let ι : Ỹ −→X∗ be as in the proof of the previous corollary.

Proposition 7.3.3. For any (λ, λ̂) ∈ X(T )+ ×X(T̂ )+, ι∗ induces an isomorphism

Hom(V (λ), V (λ̂))Ĝ−→C[U ]Û
λ,λ̂−ρ(λ)

where

C[U ]Û
λ,λ̂−ρ(λ)

= {f ∈ C[U ]Û : f(ĥ
−1
uĥ) = (λ̂− λ)(ĥ)f(u) for ĥ ∈ T̂ , u ∈ U , and

Vα(1⊗ f) ≥ −⟨λ, α∨⟩ for α ∈ D}.

Proof. It’s a simple computation that Br
λ,λ̂

= Br∗
λ,λ̂−ρ(λ). Then the proposition follows from

Corollary 7.3.2 and Definition 3.1.4.

Remark 7.3.4. The above proposition gives a geometric realisation of the multiplicity spaces
for the branching problem of Ĝ in G. Consider the tensor product case, that is when G =
Ĝ × Ĝ and Ĝ is diagonally embedded in G. By identifying U/Û = (Û × Û)/Û with Û
via the map (û1, û2) 7−→ û1û2

−1, we can easily deduce Proposition 1.4 of [Zel02]. Actually,
[Zel99][Proposition 1.4] is the starting point for the interest in perfect bases, which have
classically been one of the most used items to study tensor product decomposition. See
[Kam22] for a beautiful survey on perfect bases. We wonder if Proposition 7.3.3 can lead to
the development of a similar theory for other branching problems.

7.4 On question 7.2.3

Question 7.2.3 being quite vague, the author feels the following question more interesting.

Question 7.4.1. For which pairs (G, Ĝ), there exist a z ∈ W such that the product U(z) ×
Û −→U is an isomorphism?

If the answer to the previous question is positive for a certain z ∈W , then the natural map
U(z)−→ Ỹ is an isomorphism. Thus, Ỹ has a natural cluster structure obtained throughout
this identification. In the following, we exhibit two families for which we can answer positively
to Question 7.4.1. In general, the answer to the previous question is positive in many other
interesting cases, as we will see in some forthcoming works.
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7.4.1 Levi subgroups

Let I ⊊ ∆ be a strict subset of ∆, and ΦI = Φ∩ZI. This is a root system with I as simple set
of roots and Weyl group WI = ⟨sα : α ∈ I⟩ ⊆ W . Consider Ĝ = GI the Levi subgroup of G,
which is a reductive group with root system Φ̂ = ΦI . Let T̂ = T = Ĝ∩ T and let B̂ = B ∩ Ĝ.
Note that Ŵ = WI . Let w0,I be the longest element of Ŵ and z = w∨

0,I = w0w0,I . We have
that Û = U(w0,I). Then we define

Y = U(z) = U(w∨
0,I).

As a special case, when I = ∅, then Ĝ = T and Y = U.

7.4.2 Products

Let Ĝ and H be semisimple, simply connected, complex algebraic groups such that Ĝ ⊆ H.
Let TH , BH (resp. T̂ , B̂) be a maximal torus and a Borel subgroup of H (resp. Ĝ) such
that TH ⊆ BH (resp. T̂ ⊆ B̂). Denote by UH (resp Û) the unipotent radical of BH resp B̂.
Assume furthermore that T̂ ⊆ TH and B̂ ⊆ BH .

Let G = H×Ĝ, and consider Ĝ diagonally embedded in G. Then, T = TH×T̂ , B = BH×B̂
and U = UH × Û (recall our convention on products 5.4.8).

Let z = (w0,H , e) ∈W =WH × Ŵ , where w0,H is the longest element of WH . Then we set

Y = U(z) = UH × {e}.

Note that, the case of Ĝ diagonally embedded into Ĝn, which is the product of n copies
of Ĝ, is a special case of this construction. The corresponding branching problem consists
in decomposing the tensor product of n irreducible representations of Ĝ, under the diagonal
action. Also, the branching problem of Ĝ ⊆ H is completely determined by the one of Ĝ ⊆ G.

Remark 7.4.2. Note that the reduced expressions of z ∈ W are in obvious bijection with
the reduced expressions of w0,H ∈ WH . The reduced expression i ∈ R(z) gives a seed ti of
C[U(z)]. Thinking about the same reduced expression as an expression for w0,H , we obtain
a seed t′i of C[UH ]. It’s trivial to verify, using the last identity in Remark 5.4.8, that ti = t′i
under the obvious identifiction between U(z) and UH . So, we make no difference between these
two seeds.

From now on, we suppose that the pair Ĝ ⊆ G belongs to one of the two cases discussed
above. The element z ∈W , for a given pair, is the one previously described.

Lemma 7.4.3. The product U(z)× Û −→U is a T̂ -equivariant isomorphism. Thus, the nat-
ural inclusion Y = U(z)−→U induces a T̂ -equivariant isomorphism between Y and Ỹ =

Spec(C[U ]Û ).

Proof. For the Levi case, the claim follows from [Hum75][Proposition 28.1]. For the product
case, the above map is given explicitly by

UH × Û −→ UH × Û
(uh, û) 7−→ (uhû, û)

which is obviously an isomorphism.
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Let ϕ : T × Y −→X be the map obtained from ϕ̃, by identifying Y and Ỹ as in Lemma
7.4.3.

Corollary 7.4.4. The triple (X, ϕ,X) is homogeneously suitable for D-lifting.

Proof. It is obvious from Corollary 7.3.2 and Lemma 7.4.3.

Recall that Br∗ is the algebra Br with its twisted X(T )×X(T̂ ) graduation, as defined in
Section 7.3.

Theorem 7.4.5. Let i ∈ R(z) and σi be the X(T )-degree configuration on ti defined in Propo-
sition 5.3.4. We have that

A(↿ti) = Br∏
α∈D Xα

and A(↿tDi ) ⊆ Br.

Moreover, A(↿tDi ) with the graduation induced by ↿ρ(σi), is a graded subalgebra of Br∗.

Remark 7.4.6. In the notation of Theorem 7.4.5, ρ(σi) ∈ X(T̂ )Ii is the X(T̂ )-degree con-
figuration obtained by applying component-wise the restriction map ρ : X(T )−→X(T̂ ) to
σi.

Proof. Because of Corollary 7.4.4 and Lemma 4.0.9 we can apply Theorem 4.0.3. The part on
the graduation is a consequence of Lemma 4.1.7.

From now on, fix i ∈ R(z) as above. Let t = ti and ν ∈ ZD×I be the minimal lifting matrix
of the seed t associated to X. Recall that, for any k ∈ I, ν•,k is canonically an element of
X(T ).

Lemma 7.4.7. For any k ∈ I, ↿xk is a X(T )×X(T̂ )-homogeneous element of Br of degree(
ν•,k , ρ(ν•,k) + ρ(z−1

≤kϖik −ϖik)
)
.

Proof. Because of (56) and Lemma 5.2.1, we easily deduce that 1 ⊗ xk is a X(T ) × X(T̂ )-
homogeneous rational function of weight (0 , ρ(z−1

≤kϖik −ϖik)). Moreover, for any α ∈ D, Xα

is homogeneous of degree (ϖα , ρ(ϖα)). The lemma follows from the definition of ↿xk.

The previous lemma gives some explicit components of the branching from G to Ĝ. More-
over, using the mutation formula for degree configurations (11), we obtain a (a priory infinite)
set of non-zero components for the branching from G to Ĝ. These non-zero components can
be computed by explicit recursive formulas. Also, if t∗ is a graded seed mutation equivalent
to ↿tD, for any k ∈ Iuf we have that

σ∗k + µk(σ
∗
k) ∈ X(T )×X(T̂ )

identifies a component of the branching from G to Ĝ of multiplicity at least 2. Indeed,
σ∗k + µk(σ

∗
k) is the degree of x∗kµk(x

∗
k) which, by the exchange relation (3), can be expressed

as a sum of two linearly independent homogeneous elements of degree σ∗k + µk(σ
∗
k). Similarly,

we easily deduce that for any n ≥ 1, n
(
σ∗k + µk(σ

∗
k)
)

identifies a component of multiplicity at
least n+ 1. The author is curious about the following questions.

Question 7.4.8. 1. Let k ∈ Iuf . Define D(k) = {deg(x∗k) ∈ X(T )×X(T̂ ) : t∗ ∼↿tD}.
Is the set D(k) infinite?.

2. For which t∗ ∼↿tD and k ∈ Iuf , if deg(x∗k) = (λ, λ̂), then dimHom(V (λ), V (λ̂))Ĝ = 1.
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8 Study of equality

In this section we study whether there is equality, between A(↿tDi ) and Br, in Theorem 7.4.5.
By Proposition 4.1.3, for any α ∈ D, we need to compare the valuations Vα and the cluster
valuations CVα.

Recall that C(X) is naturally identified with a subfield of C(G). If a rational function
f ∈ C(G) belongs to C(X), then f is invariant for left multiplication by U− and for right
multiplication by Û .

Lemma 8.0.1. For any f ∈ C(X) and α ∈ D, Vα(f) = VB−sαB
(f).

Proof. It’s sufficient to prove the case of f ∈ OX(X). Then, Vα(f) is the multiplicity of Xα,
in the decomposition of f into irreducible factors in OX(X). By Lemma 5.2.4, this is the same
as the multiplicity of Xα in the decomposition of f into irreducible factors in C[G]. The
statement follows by Lemma 5.2.1, since V (Xα) = B−sαB.

8.1 The Levi case

The notation of this section is as in Subsection 7.4.1. We want to prove the following theorem.

Theorem 8.1.1. Suppose that G is simple and Ĝ = GI is the Levi subgroup corresponding to
I ⊊ ∆. For any i ∈ R(z), there’s equality in Theorem 7.4.5. That is A(↿tDi ) = Br(G,GI).

Note that, the branching problem from a semisimple group to a Levi subgroup, can always
be reduced to the study of a finite number of branchings from a simple group, to a Levi
subgroup.

Corollary 8.1.2. If G is simply laced and i, i′ ∈ R(z), then ↿tDi ≃↿tDi′ .

Proof. Since G is simply laced, ti ≃ ti′ . Then ↿tDi ≃↿tDi′ by Theorem 8.1.1, Corollary 4.0.11
and Lemma 3.0.8.

From now on, Ĝ and G are as in the hypothesis of Theorem 8.1.1 and i ∈ R(z) is fixed.
Recall that z = w∨

0,I = w0w0,I . We denote t = ti and Br = Br(G, Ĝ). Here D = ∆ and we
have a cartesian square

U− × T × Y × Û G

T × Y X

ψ

⌟
π

ϕ

(58)

where the leftmost vertical map is defined by (u−, h, y, û) 7−→ (h, y), ψ by (u−, h, y, û) 7−→
u−hyû and π is the natural projection. Note that the image of ψ is G0.

Recall that, for a T -stable subgroup H of U and α ∈ ∆, H\α = H ∩ sαUsα.

Lemma 8.1.3. For α ∈ D, let ια be the map defined by

1. If α ∈ I

ια : U− × T × C× Y × Û\α −→ G

x = (u−, h, t, y, û) 7−→ ια(x) = u−hs−1
α x−α(t)yû.

62



2. If α ̸∈ I

ια : U− × T × C× Y\α × Û −→ G

x = (u−, h, t, y, û) 7−→ ια(x) = u−hs−1
α x−α(t)yû.

Then, ια is an open embedding whose image intersects B−sαB. Moreover, ια(x) ∈ B−sαB if
and only if t = 0, otherwivse ια(x) ∈ G0.

Proof. It’s clear that, for any α ∈ ∆, the map

ι̃α : U− × T × U −→ G
(u−, h, u) 7−→ u−hus−1

α
(59)

is an open embedding whose image intersects B−sαB. Moreover, the map

C× U\α −→ U

(t, u) 7−→ xα(−t)u

is an isomorphism and conjugation by sα induces an automorphism of U\α. To conclude that
ια is an open embedding, note first that the product induces an isomorphism between Y × Û\α

(resp. Y\α× Û) and U\α, if α ∈ I (resp α ̸∈ I), because of [Hum90, Proposition 28.1]. Finally,
we use that for any t ∈ C,

xα(−t)s−1
α = s−1

α x−α(t),

which is an easy identity that can be checked in SL2. It’s clear from the definition of ια that
ια(x) ∈ B−sαB if the t-coordinate of x is zero. If t ̸= 0, ια(x) ∈ G0 because of the second
identity in (31).

By the previous lemma, the divisor B−sαB, in the chart given by ια, corresponds to
{t = 0}. Then we make a very important computation.

Lemma 8.1.4. Let λ ∈ X(T ), α ∈ D and f ∈ C(X)λ,•. For a generic x as in the notation of
Lemma 8.1.3, such that t ̸= 0, we have

f(ια(x)) = λ(h)t⟨λ,α
∨⟩f(xα(t

−1)y).

Moreover, if β ∈ D, then
Xβ(ια(x)) = ϖβ(h)t

⟨ϖβ ,α
∨⟩.

Remark 8.1.5. With little abuse, for λ ∈ X(T ), we denote by C(X)λ,• the set of T -equivariant
rational functions of weight λ.

Proof. If x = (u−, h, t, y, û), using the second formula in (31) and the fact that f is U− × Û -
invariant, we have that

f(ια(x)) = f(hs−1
α x−α(t)y)

= λ(h)f(x−α(−t−1)α∨(t)xα(t
−1)y)

= λ(h)t⟨λ,α
∨⟩f(xα(t

−1)y).

The statement on Xβ = ∆
ϖβ
e,e follows immediately from Lemma 5.2.1.
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We use the convention that, whenever α ∈ D is fixed, for any v, w ∈ W and β ∈ ∆, we
denote

D
ϖβ
v,w =

{
(∆

ϖβ
v,w)|Y if α ∈ I

(∆
ϖβ
v,w)|Y\α if α ̸∈ I.

(60)

Proposition 8.1.6. Let k ∈ I and α ∈ D. Then να,k = δα,ik . Moreover for x as in Lemma
8.1.3

↿xk
(
ια(x)

)
= ϖik(h)

(
pk,0(y) + tpk,1(y)

)
where pk,0 = D

ϖik

sα,z
−1
≤k

.

Moreover:

pk,1 =

0 if α ̸= ik

D
ϖik

e,z−1
≤k

otherwise.

Remark 8.1.7. Note that pk,0 and pk,1 depend on α. So, when we use such a notation, we
assume that it refers to an α which is sufficiently clear from the context.

Proof. First, we compute ν.
Suppose that α ∈ I and that x is such that t ̸= 0. Since 1 ⊗ xk ∈ C(X)0,•, from Lemma

8.1.4 we deduce that xk(ια(x)) = 1 ⊗ xk(xα(t−1)y). Recall that, in this case, y ∈ Y = U(z).
Note that conjugation by xα(t−1) stabilises Y . In fact, if δ ∈ Φ(z) = Φ+ \Φ+

I and δ + α ∈ Φ,
then δ + α ∈ Φ(z). Hence

1⊗ xk(xα(t−1)y) = 1⊗ xk(xα(t−1)yxα(−t−1)xα(t
−1))

= 1⊗ xk(xα(t−1)yxα(−t−1))

where the last equality follows from the fact that, if α ∈ I, then xα(t−1) ∈ Û . Note that (see
(58))

ϕ

(
(e, xα(t

−1)yxα(−t−1))

)
= π

(
xα(t

−1)yxα(−t−1)
)
.

In particular, from the definition of 1⊗ xk we deduce the first of the following equalities

1⊗ xk(xα(t−1)yxα(−t−1)) = xk(xα(t
−1)yxα(−t−1))

= ∆
ϖik

e,z−1
≤k

((xα(t
−1)yxα(−t−1))

= ∆
ϖik

e,z−1
≤k

((xα(t
−1)y).

The second equality is the definition of xk and the last one follows from Lemma 5.4.3 and the
fact that z≤kα ∈ Φ+. In fact, from the definition of z≤k, we have that z≤k ≤L z, where ≤L
denotes the left weak order. Hence, Φ(z≤k) ⊆ Φ(z) and α ̸∈ Φ(z). Now we apply Lemma 5.4.7.
If ik ̸= α, we deduce that

∆
ϖik

e,z−1
≤k

((xα(t
−1)y) = ∆

ϖik

e,z−1
≤k

(y) = ∆
ϖik

sα,z
−1
≤k

(y).

The last equality follows from Lemma 5.2.1, since sαϖik = ϖik . In particular, we deduce that
να,k = 0.
If ik = α, we have that

∆
ϖik

e,z−1
≤k

((xα(t
−1)y) = ∆

ϖik

e,z−1
≤k

(y) + t−1∆
ϖik

sα,z
−1
≤k

(y).
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By Lemma 5.4.1, we have that ∆
ϖik

sα,z
−1
≤k

doesn’t vanish on U . In fact, sik = sα ∈ supp(z−1
≤k).

Then, by Lemma 5.2.1, ∆
ϖik

sα,z
−1
≤k

doesn’t vanish on

U ∩ sαUsα ∩ z−1
≤kU

−z≤k ⊆ U ∩ z−1U−z = Y.

We deduce that να,k = 1.

We assume now that α ̸∈ I. In this case, xα(t−1) ∈ Y , so for y ∈ Y\α we have that
xα(t

−1
)y ∈ Y . In particular, by a very similar but simpler argument then the previous one,

we have that

1⊗ x(k)(ια(x)) = 1⊗ xk(xα(t−1)y) = ∆
ϖik

e,z−1
≤k

(xα(t
−1)y).

Then, literally the same proof of the previous case, up to replacing Y with Y\α, implies that
να,k = δα,ik .

From the explicit expression of ν, it follows that ↿xk = Xik(1⊗ xk). Then, the last part of
the statement follows from the previous calculations and Lemma 8.1.4.

Corollary 8.1.8. For any k ∈ [l], ρ(z−1
≤kϖik) is a dominant weight and the Ĝ-representation

V
(
ρ(z−1

≤kϖik)
)

is a sub-representation of V (ϖik).

Proof. The cluster variable ↿xk is homogeneous of degree (ϖik , ρ(z
−1
≤kϖik)), because of Lemma

7.4.7 and Proposition 8.1.6.

Lemma 8.1.9. For any I ⊊ ∆, supp(z) = ∆.

Remark 8.1.10. This is the only lemma in which we use that G is simple.

Proof. Let α ∈ ∆ and Φ+
α = {

∑
β∈∆ nββ ∈ Φ+ : nα > 0}. If by contradiction sα ̸∈ supp(z),

then zΦ+
α ⊆ Φ+. In fact, for any δ ∈ Φ, the α-coefficients of δ and zδ (in the base ∆) are the

same.
Since G is simple, we can consider γ ∈ Φ+ the longest root of Φ. We have that γ ∈ Φ+

β for
any β ∈ ∆, hence γ ̸∈ Φ(z). But then γ ∈ Φ(w0,I). This is a contradiction since γ ̸∈ ΦI .

By the previous lemma, for any α ∈ ∆, αmin is well defined.

Lemma 8.1.11. In the notation of Proposition 8.1.6

pαmin,0 =

αmin−1∏
j=1

p
cj
j,0

for some non-negative integers cj.

Again, the exponents cj depend on α (as the functions pj,0), so we use such a notation
when it refers to an α which is sufficiently clear from the context.

Proof. Accordingly to if α ∈ I or not, this is a reformulation of Lemma 5.5.1 or of Lemma
5.5.3 respectively.
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Lemma 8.1.12. The functions pk,0, for k ̸= αmin and k ∈ [l], are algebraically independent.

Proof. Again this is a reformulation of Lemma 5.5.2 or Lemma 5.5.4.

We are ready to prove Theorem 8.1.1.

Proof of Theorem 8.1.1. By contradiction suppose that A(↿tD) is strictly contained in Br. By
Proposition 4.1.3, there exists an α ∈ D and f ∈ Br such that CVα(f) < 0. Since Br is
X(T )-graded, we can suppose f homogeneous. Recall that A(↿tD) is a graded subalgebra of
Br, which in turn is a X(T )-graded subalgebra of A(↿t). In particular, up to multiplying for
a monomial in the Xβ , β ∈ D, and in the unfrozen variables of ↿x, we can suppose that there
exist λ ∈ X(T ) and f ∈ Brλ,• such that

f =
P

↿xα
where P =

∑
n∈N↿I

an ↿xn : ↿xα ̸ |P. (61)

Hence, P is a polynomial in the variables of the cluster ↿x, which is not divisible by ↿xα. Here
divisibility is intended in the polynomial ring. Up to changing f , we can assume that if nα > 0,
then an = 0, so that the sum defining P runs over N↿I\{α}. We use the convention that, if
β ∈ D, then iβ = β so that ij makes sense for any j ∈↿I. The fact that f is X(T )-homogeneous
of degree λ imposes (using Proposition 8.1.6) that, for any n such that an ̸= 0∑

j∈↿I\{α}

njϖij = λ+ϖα. (62)

Next, let x as in Lemma 8.1.3. Using Proposition 8.1.6 and Lemma 8.1.4 (recall that
↿xβ = Xβ) we deduce that

f(ια(x)) = λ(h)t
−1

∑
k≥0

tkfk(y)

for certain fk ∈ C[Y ] (resp. C[Y\α]) if α ∈ I (resp. α ̸∈ I). For β ∈ ∆, we set pβ,0 = 1 so
that, for β ̸= α,

↿xβ(ια(x)) = ϖβ(h) = ϖβ(h)pβ,0.

Using the last expression, the fact that nα = 0 if an ̸= 0 and Proposition 8.1.6, we get that

f0 =
∑

n∈N↿I\{α}

anp
n
•,0 where pn•,0 =

∏
j∈↿I\{α}

p
nj

j,0.

But since f ∈ Br, ι∗α(f) is regular, hence f0 = 0.

Consider the linear map π̃ : Z↿I\{α}−→Z(I\αmin) defined in the following way. For β ∈
D \ {α}, π̃(eβ) = 0. For j ∈ I \ {αmin}, π̃(ej) = ej and π̃(eαmin) =

∑
j<αmin cjej , where the

coefficients cj are the ones of Lemma 8.1.11. Since pβ,0 = 1 for β ∈ D and because of Lemma
8.1.11, we have that for any n ∈ N↿I\{α}

pn•,0 = p
π̃(n)
•,0 .

In particular

f0 =
∑

m∈NI\{αmin}

bmp
m
•,0 where bm =

∑
n∈N↿I\{α} : π̃(n)=m

an.
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By Lemma 8.1.12, the functions pj,0 with j ∈ I \ {αmin} are algebraically independent. Since
f0 = 0, then for any m ∈ NI\{αmin}, bm = 0. We claim that, for any m ∈ NI\{αmin}, there
exists at most one n ∈ N↿I\{α} such that an ̸= 0 and π̃(n) = m. This implies at ones that, for
any n ∈ N↿I\{α}, an = 0, which is a contradiction.

To prove the claim, just notice that any n such that an ̸= 0 satisfies the weight condition
(62). In particular, consider the linear map π : Z↿I\{α}−→X(T )×ZI\{αmin} defined by π(ej) =
(ϖij , π̃(ej)). Remember that, for β ∈ ∆, iβ = β. If n is such that an ̸= 0 and π̃(n) = m, then
π(n) = (λ +ϖα,m). But the map π is injective. To prove this, consider π as a matrix with
columns indexed by ↿I \ {α} and rows indexed by ↿I \ {αmin}. Recall that X(T ) is identified
with ZD by means of the fundamental weights. Enumerate the roots of ∆ \ {α} from 1 to
r − 1. Then order the columns of the matrix representing π accordingly to the order

β1 < · · · < βr−1 < 1 < · · · < l

and the rows according to the order

β1 < · · · < βr−1 < 1 < · · · < αmin − 1 < α < αmin + 1 < · · · < l.

Then, the matrix representing π is upper triangular with ones on the diagonal. In particular
π is invertible.

8.2 The product case: tensor product

To simplify the notation, in this section we switch the role of G and Ĝ. In particular, G is a
subgroup of Ĝ. We assume that G is semisimple, simply connected and we consider G as a
subgroup of Ĝ = G × G by the diagonal embedding. This is the simplest case of Subsection
7.4.2: when H = G. In this section we want to prove the following

Theorem 8.2.1. For any i ∈ R(w0), there’s equality in Theorem 7.4.5. That is:

A(↿tDi ) = Br(G×G,G).

Corollary 8.2.2. If G is simply laced and i, i′ ∈ R(w0), then ↿tDi ≃↿tDi′ .

Proof. Since G is simply laced, then ti ≃ ti′ . Then ↿tDi ≃↿tDi′ by Theorem 8.2.1, Corollary
4.0.11 and Lemma 3.0.8.

Here we chose a maximal torus T contained in a Borel B, of G, and we consider T̂ = T ×T
and B̂ = B × B. Because of Remark 7.4.2, we make no difference between z = (w0, e) and
w0. Moreover, we identify Û(z) and U = U(w0) in the obvious way. Recall that, for any
i ∈ R(w0) = R(z), the seed ti gives a cluster structure to Y = U . From now on, we fix
i = (il, . . . , i1) ∈ R(w0) and set t = ti. Here, D = Dl ⊔Dr is the disjoint union of two copies
of ∆, namely: the left copy is Dl = {αl : α ∈ ∆} and the right copy is Dr = {αr : α ∈ ∆}.
For α ∈ ∆ (see Remark 5.4.8)

Xαl
= ∆ϖα

e,e ⊗ 1 Xαr = 1⊗∆ϖα
e,e . (63)

We denote Br = Br(G×G,G). Note that Xαl
∈ Br(ϖα,0),ϖα

and Xαr ∈ Br(0,ϖα),ϖα
. The map
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T × T × U −→ G×G
(hl, hr, u) 7−→ (hlu, hr)

induces the T × T -equivariant open embedding ϕ : T × T × Y −→X := X(G×G,G). We
have a cartesian square

U− × U− × T × T × U × U G×G

T × T × U X

ψ

⌟
π

ϕ

(64)

where the leftmost vertical map is defined by (u−l , u
−
r , hl, hr, ul, ur) 7−→ (hl, hr, ulur

−1), π is
the natural projection and ψ is defined by (u−l , u

−
r , hl, hr, ul, ur) 7−→ (u−l hlul , u

−
r hrur). By

Lemma 8.0.1, for any α ∈ ∆, computing the valuation Vαl
(resp. Vαr) of a rational function

on X is the same as computing its valuation along the divisor B−sαB×G (resp. G×B−sαB).

Lemma 8.2.3. For α ∈ ∆, let

ια : T × T × C∗ × Y −→ G×G
x = (hl, hr, t, y) 7−→ ια(x) = (hlα

∨(t)xα(t
−1)y, hr)

and
jα : T × T × C∗ × Y −→ G×G

x = (hl, hr, t, y) 7−→ jα(x) = (hlyxα(t
−1), hrα

∨(t)).

Then, for any f ∈ C(X),

Vαl
(f) = V{t=0}(ι

∗
α(f)) and Vαr(f) = V{t=0}(j

∗
α(f)).

Proof. First, note that the maps obtained by composing ια and jα with the natural projection
G × G−→X are dominant. In fact, at t ∈ C∗ fixed, both maps are obtained from ϕ by
an appropriate "multiplication twist" by α∨(t) and xα(t

−1), so they’re dominant at t fixed.
Hence ι∗α and j∗α make sense. Since f is generically defined on X, we make the assumption,
throughout the proof, that the points on which we evaluate f are sufficiently generic so that
the evaluation makes sense.

We start from the "left side", so we prove the statement about ια. First, we prove that
the map ϕα defined by

U− × U− × T × T × C× C× U\α × U\α −→ G×G
x = (u−l , u

−
r , hl, hr, t, r, u, ũ) 7−→ ϕα(x) = (u−l hls

−1
α x−α(t)uũ, u

−
r hrxα(r)ũ)

is an open embedding whose image intersects B−sαB×G. Note that, for x as in the definition
of ϕα, we have that ϕα(x) ∈ B−sαB × G if and only if t = 0 and, by (31), ϕα(x) ∈ G0 × G0

otherwise.
The map

ϕ̃α : U− × U− × T × T × U × U −→ G×G
(u−l , u

−
r , hl, hr, ul, ur) 7−→ (u−l hluls

−1
α , u−r hrur)
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is clearly an open embedding. Moreover, the map

C× U\α −→ U

(t, u) 7−→ xα(t)u

is an isomorphism and conjugation by sα is an automorphism of U\α. Furthermore, the map

U\α × U\α −→ U\α × U\α
u, ũ 7−→ uũ, ũ

is an isomorphism. In particular, looking in the definition of ϕ̃α, we see that we can write
uniquely (uls

−1
α , ur) = (xα(−t)s−1

α uũ , xα(r)ũ), with t, r ∈ C and u, ũ ∈ U\α. Using that

xα(−t)s−1
α = s−1

α x−α(t)

we deduce that ϕα is an open embedding. Now, let x as in the definition of ϕα, such that
t ̸= 0. Then, by the invariance properties of f and (31), we have that

f(ϕα(x)) = f(hls
−1
α x−α(t)u, hrxα(r)) = f(hlα

∨(t)xα(t
−1)u, hrxα(r)).

In particular, it’s clear that if

ι̃α : T × T × C∗ × C× U\α −→ G×G
(hl, hr, t, r, u) 7−→ (hlα

∨(t)xα(t
−1)u, hrxα(r))

then
Vαl

(f) = V{t=0}
(
ϕ∗α(f)

)
= V{t=0}

(
ι̃∗α(f)

)
.

But
C× U\α −→ Y

(r, u) 7−→ uxα(−r)
(65)

is an isomorphism and, since f is invariant by the right action of diagonal multiplication by
U , we have that

f(ι̃α(x)) = f

(
(hlα

∨(t)xα(t
−1)uxα(−r), hr)

)
.

In particular, under the identification induced by (65), we have that

ι̃∗α(f) = ι∗α(f).

We conclude thanks to the following very simple statement.

Lemma 8.2.4. Let ψ : Z −→W be an isomorphism of normal, complex, algebraic varieties
and ϕ : C∗ × Z −→C∗ ×W be defined by (t, z) 7−→ (t, ψ(z)). Then, for any f ∈ C(C∗ ×W ),

V{t=0}(f) = V{t=0}ϕ
∗(f).

Next, we pass to the "right side", that is to jα. The argument is very similar, we sketch
through it. First, one proves that the map
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ψα : U− × U− × T × T × C× Y × U\α −→ G×G
x = (u−l , u

−
r , hl, hr, t, y, u) 7−→ ψα(x) = (u−l hlyu, u

−
r hrxα(t)sαu)

is an open embedding. Moreover, ψα(x) ∈ G×B−sαB if t = 0 and ψα(x) ∈ G0×G0 otherwise.
But then, for t ̸= 0 we compute that

f(ψα(x)) = f

(
(hly, hrα

∨(t)xα(−t−1)

)
.

In particular, considering

j̃α : T × T × C∗ × Y −→ G×G
(hl, hr, t, y) 7−→ (hly, hrα

∨(t)xα(−t−1))

we clearly have that
Vαr(f) = V{t=0}ψ

∗
α(f) = V{t=0}j̃α

∗
(f).

But then, by invariance of f , we see that j̃α
∗
(f) = j∗α(f).

Then, we make this important but very easy calculation.

Lemma 8.2.5. Let (λ, µ) ∈ X(T ) ×X(T ) = X(T × T ), f ∈ C(X)(λ,µ),• and x generic as in
the notation of Lemma 8.2.3. Then, for any α ∈ ∆,

f(ια(x)) = λ(hl)µ(hr)t
⟨λ,α∨⟩f((xα(t

−1)y, e)) and

f(jα(x)) = λ(hl)µ(hr)t
⟨µ,α∨⟩f((yxα(t

−1), e)).

Moreover, for any β ∈ ∆

Xβl(ια(x)) = ϖβ(hl)t
⟨ϖβ ,α

∨⟩ Xβr(ια(x)) = ϖβ(hr)

Xβl(jα(x)) = ϖβ(hl) Xβr(jα(x)) = ϖβ(hr)t
⟨ϖβ ,α

∨⟩

Remark 8.2.6. By little abuse, C(X)(λ,µ),• denotes the set of T × T semi-invariant rational
functions of weight (λ, µ).

Proof. The proof is trivial.

Recall that, an element µ ∈ ZD, is identified with the character∑
α∈∆

(µαl
ϖα, µαrϖα) ∈ X(T × T ).

For any α ∈ ∆ and v, w ∈ W , we denote by Dϖα
v,w the restriction of ∆ϖα

v,w to Y = U . Here, we
describe explicitly the cluster variables ↿x and how they behave in the charts given by ια and
jα.
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Lemma 8.2.7. For any k ∈ [l] and α ∈ ∆

ναl,k = δik,α and ναr,k = max{0, ⟨−z−1
≤kϖik , α

∨⟩}.

Moreover,

↿xk
(
ια(x)

)
= ν•,k

(
(hl, hr)

)(
pk,0(y) + tpk,1(y)

)
where pk,0 = D

ϖik

sα,z
−1
≤k

and

↿xk
(
jα(x)

)
= ν•,k

(
(hl, hr)

)(ναr,k∑
n=0

tnqk,n(y)

)
where qk,0 =

D
ϖik

e,z−1
≤k

if (z≤k)α ∈ Φ+

D
ϖik

e,sαz
−1
≤k

if (z≤k)α ∈ Φ−.

Proof. Note that 1⊗ xk ∈ C(X)(0,0),•. In particular, by Lemma 8.2.5 we have that

1⊗ xk
(
ια(x)

)
= 1⊗ xk

(
(xα(t

−1)y, e)
)
.

But (see diagram (64))

ϕ

(
(e, e, xα(t

−1)y)

)
= π

(
(xα(t

−1)y, e)

)
.

Then, by the definition of 1⊗ xk, we have that

1⊗ xk
(
ια(x)

)
= xk

(
xα(t

−1)y
)
.

Now we apply Lemma 5.4.7.
If ik ̸= α, then

xk(xα(t
−1)y) = D

ϖik

e,z−1
≤k

(y) = D
ϖik

sα,z
−1
≤k

(y) = pk,0(y). (66)

The central equality follows from Lemma 5.2.1. In particular, by Lemma 8.2.3, we deduce
that ναl,k = 0.

If ik = α, then
xk(xα(t

−1)y) = pk,1(y) + t−1pk,0(y) (67)

where pk,0 is as described in the statement and pk,1 can be deduced from Lemma 5.4.7. By
Lemma 5.4.1, pk,0 doesn’t vanish on Y . Hence, form Lemma 8.2.3, we deduce that ναl,k = δik,α.

We switch to jα. The argument is very similar. We set Nk(α) = max{0, ⟨−z−1
≤kϖik , α

∨⟩}.
First, observe that if (z≤k)α ∈ Φ+, then Nk(α) = 0 and

1⊗ xk(jα(x)) = D
ϖi,k
e,z≤k−1 (y) (68)

by Lemmas 8.2.5 and 5.4.3. If (z≤k)α ∈ Φ−, then Nk(α) = ⟨−z−1
≤kϖik , α

∨⟩. Again, Lemmas
8.2.5 and 5.4.3 imply that

1⊗ xk(jα(x)) =
Nk(α)∑
n=0

t−nQ(Nk(α)−n)(y). (69)
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Then, we set qk,m = Qm. By Lemma 5.4.3, qk,0 agrees with the expression given in the
statement. Since the minors of the form ∆

ϖβ
e,w don’t vanish on Y = U , we have that qk,0 ̸= 0.

Then, we deuce from expressions (69), (68) and Lemma 8.2.3 that ναr,k = Nk(α). Now, since

↿xk = Xν•,k(1⊗ xk),

the desired expression for ι∗α(↿xk) and j∗α(↿xk) is obtained from (66), (67), (68), (69) and
Lemma 8.2.5.

Before going on, we characterise the X(T )3-weight of the cluster variables of the seeds ↿tDi′ ,
for the various i′ ∈ R(w0). Recall the following theorem.

Theorem 8.2.8 ([PRV67]). For any λ, µ, ν ∈ X(T )+, if there exist v ∈W such that

w0λ+ vµ = vν (70)

then, for any k ∈ N,

dim

(
Hom

(
V (kλ)⊗ V (kµ) , V (kν)

)G)
= 1.

We say that the triple of dominant weights (λ, µ, ν) satisfies the PRV condition, for v ∈W ,
if condition (70) holds. If λ =

∑
nαϖα ∈ X(T ), we denote λ+ =

∑
n+αϖα and λ− =

∑
n−αϖα.

Proposition 8.2.9. For any k ∈ [l], ↿xk is X(T )3-homogeneous of weight(
ϖik , (z

−1
≤kϖik)

−, (z−1
≤kϖik)

+
)
.

This triple of dominant weights satisfies the PRV condition for w0z≤k.

Proof. By Lemma 8.2.7, ν•,k = (ϖik , (z
−1
≤kϖik)

−). Moreover, Lemma 7.4.7 implies that (recall
that we modified our notation for this section) ↿xk is X(T )3-homogeneous of weight

(ϖik , (z
−1
≤kϖik)

−, ϖik + (z−1
≤kϖik)

− + z−1
≤kϖik −ϖik).

Recalling that, for any b ∈ R, b = b+ − b−, we immediately have that the triple of weights
above coincides with the one of the statement. The same formula allows to verify, easily, the
PRV condition.

Understanding the multiplicities of the weights of cluster variables, of seeds equivalent to
↿ti, feels to the author a difficult and intriguing question. We refer the reader to question
7.4.8.

Proposition 8.2.10. Let w ∈W and α ∈ ∆.

1. There exist i′ ∈ R(w0) and a cluster variable ↿xα,w of ↿tDi′ , which is X(T )3-homogeneous
of weight (ϖα, (wϖα)

−, (wϖα)
+).

2. If G is simply laced and x̃ is a cluster variable of a seed t̃ ≃↿tDi′′, for a certain i′′ ∈ R(w0),
such that x̃ is X(T )3-homogeneous of weight (ϖα, (wϖα)

−, (wϖα)
+), then x̃ =↿xα,w.
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Proof. For statement one, let j = (j1, . . . , jm) ∈ R(w) (pay attention to the unusual enumer-
ation). Let k = α{max} and v =

∏k
n=1 sjk . Since wϖα = vϖα, it’s sufficient to prove the

statement for v. If k = 0, hence v = e, then ↿xα,e =↿xαl
works. Note that ↿xαl

= Xαl
by

definition a cluster variable of ↿tDi′ for any i′. If k > 0, take i′ ∈ R(w0) such that i′n = jn for
n ≤ k. By Proposition 8.2.9, setting ↿xα,v =↿xi′,k works.

For statement two, by Corollary 8.2.2 we have that t̃ ≃↿ tDi′ . By Theorem 8.2.8 and
Proposition 8.2.9, dimBr(ϖα,(wϖα)−,(wϖα)+) = 1. Hence, there exist c ∈ C∗ such that ↿xα,w =
cx̃. The statement follows from Theorem 2.1.8.

Note that, for any α ∈ ∆, αmin and α(−) = min{k : (z≤k)α ∈ Φ−} are defined.

Lemma 8.2.11. For any α ∈ ∆ we have

pαmin,0 =

αmin−1∏
j=1

p
cj
j,0 and qα(−),0 =

α(−)−1∏
j=1

q
dj
j,0

for some non-negative integers cj and dj.

Proof. For the functions p, this is a reformulation of Lemma 5.5.1. For the functions q it is a
reformulation of Lemma 5.5.6.

Lemma 8.2.12. The functions pk,0 for k ̸= αmin (resp. qr,0 for r ̸= α(−)) are algebraically
independent.

Proof. This is a reformulation of Lemma 5.5.2 for the p and of Lemma 5.5.7 for the q.

We are ready to prove Theorem 8.2.1.

Proof of Theorem 8.2.1. By contradiction, suppose that A(↿tD) is strictly contained in Br.
By Proposition 4.1.3, there exists a d ∈ D and f ∈ Br such that CVd(f) < 0. We can
suppose that f is homogeneous for the T × T -action. In particular, up to multiplying for a
monomial in the Xs, s ∈ D, and in the unfrozen variables of ↿x, we can suppose that there
exist (λ, µ) ∈ X(T )×X(T ) and f ∈ Br(λ,µ),• such that

f =
P

↿xd
where P =

∑
n∈N↿I

an ↿xn : ↿xd ̸ |P. (71)

Hence, P is a polynomial in the variables of the cluster ↿x, which is not divisible by ↿xd.
Here, divisibility is intended in the polynomial ring. Up to changing f , we can assume that,
if nd > 0, then an = 0, so that the sum defining P runs over N↿I\{d}. We use the convention
that, if α ∈ ∆, then ν•,αl

= (ϖα, 0) and ν•,αr = (0, ϖα). The fact that f is homogeneous of
degree (λ, µ) imposes that, for any n such that an ̸= 0,∑

j∈↿I
njν•,j = (λ, µ) + ν•,d. (72)

For s ∈ D, we set ps,0 = 1 = qs,0. We distinguish two cases.
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Suppose first that d = αl for a certain α ∈ ∆. Let x as in Lemma 8.2.3. Using Proposition
8.2.7 and Lemma 8.2.5 we deduce that

f(ια(x)) = (λ, µ)
(
(hl, hr)

)(
t
−1

∑
k≥0

tkfk(y)

)

for certain fk ∈ C[Y ]. Using Lemma 8.2.5, the fact that nαl
= 0 if an ̸= 0 and Proposition

8.2.7, we get that

f0 =
∑

n∈N↿I\{αl}

anp
n
•,0 where pn•,0 =

∏
j∈↿I\{αl}

p
nj

j,0.

But since f ∈ Br, V{t=0}
(
ι∗α(f)

)
≥ 0, in particular f0 = 0.

Consider the linear map π̃ : Z↿I\{αl}−→ZI\αmin defined in the following way. For s ∈
D \ {αl}, π̃(es) = 0. For j ∈ I \ {αmin}, π̃(ej) = ej and π̃(eαmin) =

∑
j<αmin cjej , where the

coefficients cj are the ones of Lemma 8.2.11. Since ps,0 = 1 for s ∈ D and because of Lemma
8.2.11 we have that, for any n ∈ N↿I\{αl},

pn•,0 = p
π̃(n)
•,0 .

In particular,

f0 =
∑

m∈NI\{αmin}

bmp
m
•,0 where bm =

∑
n∈N↿I\{αl} : π̃(n)=m

an.

Since, by Lemma 8.2.12, the functions pj,0 with j ∈ I \ {αmin} are algebraically independent
and f0 = 0, then for any m ∈ NI\{αmin}, bm = 0. We claim that for any m ∈ NI\{αmin} there
exists at most one n ∈ N↿I\{αl} such that an ̸= 0 and π̃(n) = m. This implies at ones that, for
any n ∈ N↿I\{αl}, an = 0, which is a contradiction.

To prove the claim, just notice that any n such that an ̸= 0 satisfies the weight condition
(72). In particular, consider the linear map π : Z↿I\{αl}−→X(T × T ) × ZI\{αmin} defined by
π(ej) = (ν•,j , π̃(ej)). Remember that, for s ∈ D, ν•,s has been previously defined. If n is such
that an ̸= 0 and π̃(n) = m, then π(n) = ((λ+ϖα, µ),m). But the map π is injective. To prove
this, we can consider π as a matrix with columns indexed by ↿I \ {αl} and rows indexed by
↿I \ {αmin}. Recall that X(T ×T ) is identified with ZD by means of the fundamental weights.
Enumerate the roots of ∆ from 1 to k, such that α = βk. Then, order the columns of the
matrix representing π accordingly to the order

β1,l < · · · < βk−1,l < β1,r < · · · < βk,r < 1 < · · · < l

and the rows according to the order

β1,l < · · · < βk−1,l < β1,r < · · · < βk,r < 1 < · · · < αmin − 1 < αl < αmin + 1 < · · · < l.

Then, the matrix representing π is upper triangular with ones on the diagonal (note that
ναl,αmin = 1 by Lemma 8.2.7). In particular, π is invertible.

74



Next suppose that d = αr, for a certain α ∈ ∆. We can compute j∗α(f), similarly as before,
and by the same argument we deduce that the function f0 ∈ C[Y ] defined by

f0 =
∑

n∈N↿I\{αr}

anq
n
•,0 where qn•,0 =

∏
j∈↿I\{αr}

q
nj

j,0.

is zero.

We introduce the linear map π̃ : Z↿I\{αr}−→ZI\α(−) defined in the following way. For
s ∈ D \ {αr}, π̃(es) = 0. For j ∈ I \ {α(−)}, π̃(ej) = ej and π̃(eα(−)) =

∑
j<αmin djej , where

the coefficients dj are the ones of Lemma 8.2.11. Since qs,0 = 1 for s ∈ D and because of
Lemma 8.2.11, we have that for any n ∈ N↿I\{αr},

qn•,0 = q
π̃(n)
•,0 .

In particular,

f0 =
∑

m∈NI\{α(−)}

bmq
m
•,0 where bm =

∑
n∈N↿I\{αr} : π̃(n)=m

an.

Since, by Lemma 8.2.12, the functions qj,0 with j ∈ I \ {α(−)} are algebraically independent
and f0 = 0, then for any m ∈ NI\{α(−)}, bm = 0. We claim that, for any m ∈ NI\{α(−)}, there
exists at most one n ∈ N↿I\{αr} such that an ̸= 0 and π̃(n) = m. This implies at ones that for
any n ∈ N↿I\{αr}, an = 0, which is a contradiction.

As before, consider the linear map π : Z↿I\{αr}−→X(T ×T )×ZI\{α(−)} defined by π(ej) =
(ν•,j , π̃(ej)). If n is such that an ̸= 0 and π̃(n) = m, then π(n) = ((λ, µ +ϖα),m). But the
map π is injective. To prove this, consider π as a matrix with columns indexed by ↿I \ {αr}
and rows indexed by ↿I \ {α(−)}. Enumerate the roots of ∆ from 1 to k such that α = βk.
Then, order the columns of the matrix representing π accordingly to the order

β1,l < · · · < βk,l < β1,r < · · · < βk−1,r < 1 < · · · < l

and the rows according to the order

β1,l < · · · < βk,l < β1,r < · · · < βk−1,r < 1 < · · · < α(−)− 1 < αr < α(−) + 1 < · · · < l.

Then, the matrix representing π is upper triangular with ones on the diagonal. Here we used
that ναr,α(−) = 1 by Lemma 8.2.7 and the third statement in Lemma 5.5.5. In particular, π
is invertible.

Example 8.2.13. Let G = SL4, then ∆ = {1, 2, 3} with standard notation. Consider the
reduced expression of w0: i = (1, 2, 3, 1, 2, 1) and let t = ti. Then

B =



0 −1 1
1 0 −1
−1 1 0
0 1 0
0 −1 1
0 0 −1
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where the rows and columns of B are ordered in the obvious way. Graphically, the valued
quiver of t is the following:

⃝1

⃝3 ⃝2

■6 ■5 ■4

Here D = {1l, 2l, 3l, 1r, 2r, 3r}. Reading the previous list from left to right allows to identify
the minimal lifting matrix ν with a six by six matrix. Using Lemma 8.2.7, we have that

ν =



1 0 1 0 0 1
0 1 0 0 1 0
0 0 0 1 0 0
1 1 0 1 0 0
0 0 1 0 1 0
0 0 0 0 0 1

 .

A direct computation of −νB allows to the deduce that, the seed tDi , corresponds to the
following valued quiver

■1r ■1l

■2r ⃝1 ■2l

■3r ⃝3 ⃝2 ■3l

■6 ■5 ■4

which is the ice hive quiver defined in [Fei17].

Example 8.2.14. Let G = G2. Label the two simple roots as prescribed by the following
picture.

G2

1 2

Let i = (1, 2, 1, 2, 1, 2) ∈ R(w0) and t = ti. Then

B =



0 −1 1 0
3 0 −3 1
−1 1 0 −1
0 −1 3 0
0 0 −1 1
0 0 0 −1
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where the rows and columns of B are ordered in the obvious way. Graphically, the valued
quiver of t is the following:

■5 ⃝3 ⃝1

■6 ⃝4 ⃝2

3,13,1 1,31,3

Here D = {1l, 2l, 1r, 2r}. Reading the previous list from left to right allows to identify the
minimal monomial lifting matrix ν with a four by six matrix. A direct computation using
Lemma 8.2.7, implies that

ν =


0 1 0 1 0 1
1 0 1 0 1 0
0 0 0 0 0 1
1 1 2 1 1 0

 .

We can compute −νB and deduce that, the seed tDi , corresponds to the following valued quiver

■2r

■5 ⃝3 ⃝1 ■2l

■6 ⃝4 ⃝2 ■1l

■1r

3,13,1 1,31,3

which, in the notation of [Fei21], up to some arrows between frozen vertices, is the iART-quiver
∆2
Q corresponding to G2.

We end this section comparing our construction to [Fei21], which has been of great inspira-
tion for this work. Indeed, in [Fei21], the author constructs cluster structures on X(G×G,G)
assuming G to be simple and simply laced. The proof highly relies on the theory of quiver with
potentials [DWZ08] [DWZ10]. We believe our construction to be simpler, especially because it
only relies on the geometric properties of the branching scheme and on the minimal monomial
lifting, which is a versatile technique. As an evidence of this fact, in the present text we
drop the hypothesis that G is simple and simply laced. Moreover, in the following we prove
that Fei’s cluster structures are obtained through minimal monomial lifting. It should also
be true the the cluster structures constructed here agree with Fei’s ones. We return on this
aspect later. Finally, in [Fei21], the proof that the branching scheme has cluster structure is
simultaneously achieved with the existence of a good basis for the corresponding upper cluster
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algebra. Nevertheless, the two statements can’t be proved independently. Even if the construc-
tion of a good basis for the upper cluster algebra is a remarkable achievement, we believe that
the present approach, in which the construction of cluster structures on branching schemes
are independent on the existence of good bases is more in the spirit of studying branching
problems through cluster theory. In a forthcoming work, we will see how to construct good
bases for some of the upper cluster algebras constructed in the present text, only relying on
cluster theory.

Suppose from now on that G is simple. In [Fei21], the author constructs a seed

t̃ = (Ĩuf , Ĩsf = ∅, Ĩhf , B2, S2)

of C(X), which is X(T )3-graded by a degree configuration σ2, such that [Fei21][Theorem 8.1]

Theorem 8.2.15. If G is simply laced

1. A(t̃) = OX(X).

2. The graduation induced by σ2, on A(t̃), coincides with the natural graduation on OX(X).

3. The generic cluster character CW 2 , associated to a certain potential W 2 on the seed t̃,
gives a good (in the sense of Qin [Qin22]) basis for A(t̃).

Suppose from now on that G is simply laced and fix an orientation of the Dynkin diagram
of G. This choice allows to construct a maximal rank seed t, of C(U), such that A(t) =
C[U ] (see [Fei21][Section 6.3]). Then, let ι̃ : T × T × U −→G × G be the map defined by
(hl, hr, u) 7−→ (hl, hru) and ι : T ×T ×U −→X be the map obtained by composing ι̃ with the
natural projection G × G−→X. As for Corollary 7.4.4, one can easily prove that the triple
(X, ι,X) is homogeneously suitable for D-lifting. We write Xι, for the scheme X, endowed
with the suitable for D-lifting scheme structure described above. Moreover, ↿tι denotes the
minimal monomial lifting of t, with respect to Xι.

Proposition 8.2.16. We have that t̃ =↿tDι .

Proof. We want to apply Theorem 4.0.10. First, S2
D = X because of [Fei21][Corollary 8.8,

Corollary 7.9]. By [Fei21][Proposition 3.6], we have that Ĩuf = Iuf , Ĩhf = Ihf ⊔ D and
B2
I×Iuf = B. Hence, t̃ is a D-pointed seed extension of t. Moreover, condition 2 and 3 of

Theorem 4.0.10 hold because of [Fei21][Lemma 7.8, Corollary 7.11] and the discussion at the
beginning of [Fei21][Section 6.3]. Since A(t̃) = OXι(Xι) by Theorem 8.2.15, we have that
t̃ =↿tDι by Theorem 4.0.10.

It should be true that the seed t equals ti, for a certain i ∈ R(w0) adapted, in the sense of
[GLS07][Section 1.3], to the chosen orientation of the Dynkin diagram, but this is not clear to
the author, in general. Nevertheless, it is easy to verify this statement on small examples.

Finally, if G is not simply laced, the inclusion A(t̃) ⊆ OX(X) still holds and the first part
of [Fei21][Conjecture 8.2] states that this inclusion is actually an equality. Proceeding as in
the proof of Proposition 8.2.16, if one could identify i ∈ R(w0) such that t = ti and prove
that B2 =↿Bi, then Theorem 8.2.1 would imply the first part of [Fei21][Conjecture 8.2]. For
example, in the G2 case, since everything is explicit by Example 8.2.14 and [Fei21][Appendix
A], we have that the conjecture holds for G2.
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Remark 8.2.17. As a final remark, note that the cluster algebra A(t) is categorified and
the work of Fei produces a categorification for ↿tι which is compatible with the on on A(t).
Moreover, [Fei21][Corollary 7.8] gives an homological interpretation of the minimal lifting
matrix νι of the seed t, with respect to Xι, in terms of this categorification. A more explicit
understanding of the relation between the minimal lifting matrix in term of this categorification
seems to the author the fundamental tool needed to prove [Fei21][Conjecture 8.2] via Theorem
8.2.1. Actually, comparing the minimal monomial lifting to the extension construction of
[Fei23][Section 2.3], could provide a possible lead to accomplish this task.

8.3 The base affine space, or branching to a maximal Torus

We use the previous result to construct a cluster structure on X := Spec(C[G]U−
). Note that

X = X(G,T ) and T is a Levi subgroup of G, so the results of this section, for G simple, can be
deduced form the ones of Section 8.1.1. Moreover, the results of Section 8.1.1 hold in the case
of GI = T , even if G is not necessarily simple, because the same proofs work. See Remark
8.1.10. The aim of this section is to reinterpret this cluster structure on X, as a quotient of
the one on X(G×G,G). We slightly modify the notation of Subsection 7.4.1.

Let Dl = {αl : α ∈ ∆} and X̃αl
= ∆ϖα

e,e . We have a cartesian square

G0 G

T × U X

⌟

ϕ̃

where ϕ̃ : T×U −→X is the T -equivariant open embedding induced by the product T×U −→G
and the leftmost vertical map is defined by x 7−→ ([x]0, [x]+). Then (X, ϕ̃, X̃) is homogeneously
suitable for Dl-lifting by Corollary 7.4.4.

Note also that we have a commutative diagram

X× T X(G×G,G)

T × U × T T × T × U

ι

(ϕ̃,id) ϕ (73)

where the map T × U × T −→T × T × U is defined by (hl, u, hr) 7−→ (hl, hr, u) and ι is
the open embedding induced by the inclusion G× T ⊆ G×G.

Let i ∈ R(w0). We denote by ti (resp t̃i) the associated seed of C(U) when C(U) is
considered as a subfield of C(X(G×G,G)) (resp. C(X)). We call Ii the vertex set of both t̃i
and ti. Let ν̃i ∈ ZDl×I and νi ∈ Z(Dl⊔Dr)×I the minimal lifting matrix corresponding to t̃i and
ti respectively.

Lemma 8.3.1. We have that (νi)Dl,• = ν̃i.

Proof. Note that, for any α ∈ ∆, ι∗(Xαl
) = X̃αl

⊗ 1. The statement follows at ones from the
fact that ι is an open embedding and the diagram (73) is commutative.

Theorem 8.3.2. We have equality A(↿̃ti
Dl) = OX(X).
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Proof. It’s easy to verify that Br(G×G,G)/(Xαr − 1 : α ∈ ∆) ≃ C[G]U− . Geometrically, the
isomorphism corresponds to the closed embedding X−→X(G×G,G) defined by p 7−→ ι(p, e).
By Theorem 8.2.1, C[G]U− is the quotient of A(↿tDl⊔Dr

i ) by the ideal (↿xi,αr − 1 : αr ∈ Dr).
We conclude using Corollary 3.1.11 and Lemma 8.3.1.

Corollary 8.3.3. If G is simply laced, the mutation equivalence class of ↿̃ti doesn’t depend on
i.

Proof. It’s a direct consequence of Corollary 8.2.2.

For α ∈ ∆ and w ∈W , we denote by Dϖα
e,w the restriction of ∆ϖα

e,w to U.

Lemma 8.3.4. For k ∈ [l], ↿x̃i,k = ∆
ϖik

e,(w0)≤k
.

Here (w0)≤k is computed with respect to i.

Proof. By Lemmas 8.3.1 and 8.2.7 we have that ↿x̃i,k = X̃(ik)l(1⊗ x̃i,k). Hence

↿x̃i,k(hu) = ϖik(h)D
ϖik

e,(w0)≤k
(u) = ∆

ϖik

e,(w0)≤k
(hu).

Since T × U is open in X, which is irreducible, this proves the lemma.

Lemma 8.3.5. Let w ∈W and α ∈ ∆.

1. There exist i′ ∈ R(w0) such that ∆ϖα
e,w is a cluster variable of ↿̃tDl

i′ .

2. If G is simply laced, then ∆ϖα
e,w is a cluster variable of A(↿t̃i

Dl), for any i.

Proof. For the first statement, using Lemma 8.3.4, the proof is literally the same of Proposition
8.2.10 . The second statement is an obvious consequence of the first one and of Corollary
8.3.3.
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