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Abstract

The heterogeneous and transient features of indoor
thermal environment play an important role in ther-
mal comfort dynamics but remains difficult to predict
accurately.

This contribution presents the development and vali-
dation of a detailed 3D building thermal model with
high-resolution description of heat conduction in the
envelope and surface balances. The model is applied
to the evaluation of operative temperature distribu-
tion in a room with heterogeneous and transient ra-
diative assymetry.

It is intended to couple the model with computa-
tional fluid dynamics (CFD) in further works. The
coupling would improve the numerical prediction of
indoor thermal environments and could be used to
study thermal comfort dynamics with high resolution
boundary conditions.

Key innovations

• Development of a detailed 3D building thermal
model using C++ language and object-oriented
programming.

• 3D mapping of the operative temperature over
the whole room, showing the interest of such a
model for heterogeneous and transient thermal
environment with radiative asymmetry.

• Building model programming adapted for future
coupling with CFD code.

• Intended application for thermal comfort analy-
sis in transient and heterogeneous realistic indoor
thermal environments.

Practical implications

The model enables detailed calculation of wall and
surface temperature fields with high spatial and tem-
poral accuracy compared to classical building models.
It may be used as a reference for benchmarks.

Introduction

A building can be defined as a complex system where
outdoor weather, building envelope, systems and oc-
cupants interact. The resulting thermal transfers are

mainly transient and heterogeneous. In addition, cli-
mate projections show an increase in strength and
duration of heat waves during summer. With urban
densification, concentrating people and strengthen-
ing urban heat island phenomena, the population ex-
posed to urban overheating increases. Thus, build-
ings have to mitigate these effects while remaining
energy conservative and ensure thermal comfort in
particularly complex situations.

During periods of important heat stress, occupants
may be immersed in various transient and heteroge-
neous indoor thermal environments such as asymmet-
ric radiant fields, vertical temperature gradient, or
localized and conditioned air flows. The dynamic re-
sponse of human bodies to transient environments is
correlated to the responses of the body’s thermal re-
ceptors (Hensel (1981)). Under dynamic conditions,
the thermoreceptors not only send a static signal
based on skin and core temperature but also a dy-
namic signal based on the rate of change in both tem-
peratures. The transient phase of the neural driven
from a peripherical and core region is usually com-
pleted in less than 30s (Kenshalo et al. (1976)). In
addition, Zhang (2003) shows that the overall comfort
is mainly influenced by local sensation while the ther-
mal sensation of the different body parts do not have
the same impact on thermal comfort. Thus, thermal
comfort involves multiple local and dynamic signals
operating on diverse time scales, all superimposed on
each other with different influential degree.

The most advanced development for numerical pre-
dictions of thermal comfort dynamics in transient
and heterogeneous environments has been done in the
area of multinode models of human thermal physiol-
ogy and comfort. Recently, El Kadri (2020) proposed
a new thermoregulation model of the human body
based on neurophysiology called Neuro Human Ther-
mal Model (NHTM) coupled with Zhang’s thermal
comfort model (Zhang (2003)). The model uses a
time constant of 1.5s for the dynamic response of ther-
moreceptors. Thus, the strong spatial dependency
and the fast temporal sensibility of thermal comfort
dynamics suggest the need for a consistent model-
ing of indoor thermal environments. However, and to
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our best knowledge, only building thermal models not
adapted to the NHTM were applied to such human
model so far.

Energy simulation programs generally aim to pre-
dict the energy consumption of buildings, like Energy
Plus or Codyba. As a result, they consider thermal
loads over a long period such as a year, and neglect
or simplify some features of heat transfers. Conduc-
tion in the building envelope is typically considered
1D, short-wave radiation is projected on the floor and
typical hourly weather data are used.

Hence, this contribution presents the development
and the validation of a detailed dynamic thermal
model designed to simulate a room for thermal com-
fort applications, using a 3D and high-resolution de-
scription of heat conduction in the envelope and sur-
face balances. In particular, the model can han-
dle short-time steps and calculates the sun patch,
which corresponds to the projection of solar radia-
tion through a window onto interior walls. The model
is validated against experimental measurements car-
ried out in the study of BESTLab full scale test cell
(Rodler (2014)). The model is applied to calculate a
3D map of the operative temperature in the room for
an heterogeneous and transient thermal environment
with radiative asymmetry.

The next step will be to couple the building model
with CFD to build a complete tool able to simulate
realistic thermal environments with radiative and air-
flow heterogeneous and transient features. Such sim-
ulations could be used as inputs of a thermophysio-
logical human model for thermal comfort analysis.

Model development

The model is developed using the C++ language,
which is a powerful, efficient and fast language with
many advantages. It allows to use object-oriented
programming, a programming paradigm based on the
concept of ”objects”, which can contain data in the
form of attributes and code in the form of methods.
This paradigm turns out to be well suited for build-
ing modeling and facilitates the model maintenance.
It prevents to manipulate large matrices and calcu-
late, for example, matrix inversion. Moreover, C++
has a rich and optimized function library useful for
mathematic calculations in the model.

The object-oriented programming of the model allows
the definition of five main objects:

• Cells: The walls of the room are modeled as a
finite element mesh made up of 3D elements.

• Surfaces: A wall is composed of two surfaces: an
internal and an external one.

• Facets: A surface is subdivided in smaller 2D
elements called facets that represent the direct
interface between the boundary cells and the en-
vironment (external or internal).

• Room: The room is represented, in a first ap-

proach, as a single node with a unique tempera-
ture.

• Window : To account for the solar gains in the
room, a window can be added in the model.

Each object has specific attributes and methods and
interact with the others at every time step to calculate
accurately the 3D thermal behaviour of a room.

Cell

Within a wall, heat transfer is only governed by con-
duction. The thermal behaviour of the cell (i, j, k) is
governed by the 3D heat equation resolved using an
explicit Euler scheme:

ρi,j,kCi,j,kVi,j,k
∆t(Ti,j,k)

∆t
=

Ki−1/2,j,k (Ti−1,j,k − Ti,j,k) +

Ki+1/2,j,k (Ti+1,j,k − Ti,j,k) +

Ki,j−1/2,k (Ti,j−1,k − Ti,j,k) +

Ki,j+1/2,k (Ti,j+1,k − Ti,j,k) +

Ki,j,k−1/2 (Ti,j,k−1 − Ti,j,k) +

Ki,j,k+1/2 (Ti,j,k+1 − Ti,j,k)

(1)

where ρ (kg/m3) is the wall material density, C
(J/(Kg.K)) is the wall material heat capacity , V
(m3) is the cell volume, K (W/K) are the conduc-
tances at the interface between the cell and the adja-
cent ones, Ti,j,k (K) is the cell temperature, and the
other temperatures belong to the six adjacent cells.
These variables constitute the cell’s attributes in the
model. The conductance Ki+1/2,j,k between the cell
(i, j, k) and the cell (i+ 1, j, k), for exemple, is calcu-
lated as follows:

Ki+1/2,j,k =
δyjδzk

δxi/2λi,j,k + δxi+1/2λi+1,j,k +Ri+1/2,j,k

(2)

where λi,j,k and λi+1,j,k (W/(m.K)) are the thermal
conductivities of the cell (i, j, k) and (i + 1, j, k) re-
spectively, Ri+1/2,j,k (m2.K/W ) is thermal resistivity
of the interface between these two cells and δxi, δyj
et δzk (m) refer to the cell dimensions in the 3 space
directions.

Surface

The wall surfaces have specific optical properties like
emissivity, reflectivity and absorbtivity. Moreover
different boundary conditions can be applied over the
surfaces: temperature or flux conditions, which can
be fixed or floating.

Facet

When convective and radiative fluxes (shortwave
(SW) and longwave (LW) contributions) are consid-
ered as boundary condition on the associated surface
of the boundary cells (1, j, k) for example, a heat bal-
ance is calculated over the facet:

φcondfacet,1,j,k +φconvfacet,1,j,k +φrad,SWfacet,1,j,k +φrad,LWfacet,1,j,k = 0
(3)
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This equation is solved by the TOMS 748 algorithm
(Alefeld et al. (1995)), a root-finding without deriva-
tives method from the C++ Boost library.

Conductive heat transfer:
The heat flow φcond (W/m2) from the boundary cell
(1, j, k) to its boundary facet is given by equation (4):

φcondfacet,1,j,k = K1/2,j,k (T1,j,k − Tfacet,1,j,k) (4)

where K1/2,j,k is the condutance between the bound-
ary cell (1, j, k) and its boundary facet and T1,j,k and
Tfacet,1,j,k are the temperatures of the boundary cell
(1, j, k) and the boundary facet respectively.

Convective heat transfer:
Equation (5) gives the convective heat flux φconv

(W/m2) beetween the indoor or outdoor environment
and the wall boundary facet:

φconvfacet,1,j,k = hfacet,1,j,kSfacet,1,j,k (Ta − Tfacet,1,j,k)
(5)

where hfacet,1,j,k is the convective heat transfert co-
efficient (CHTC), Sfacet,1,j,k (m2) is the facet area
and Ta (K) the indoor or outdoor air temperature.
The CHTC is calculated with empirical correlations:
the corrrelation from McAdams (1954) for outdoors
and the corrrelation from Awbi and Hatton (1999)
for indoors.

Radiative heat transfer:
The radiative flows φrad,LW and φrad,SW (W/m2) are
calculated with the progressive refinement radiosity
algorithm (Cohen et al. (1988)), based on the concept
of shooting flux depicted in figure 1. The methodol-
ogy is adapted from Ashdown (2002).

Figure 1: Shooting flux concept.

This approach corresponds to shoot flux from one
facet Ei to the others Ej . These facets then be-
come secondary sources, shooting some of the flux
they receive back into the environment, by always se-
lecting the element that has the greatest amount of
flux to “shoot”. This process continues until the total
amount of flux remaining in the environment is less
than a predetermined fraction. Equation (6) gives the
shooting flux (exitance Mji) of the receiving facet Ej :

Mji = ρjMiFji (6)

with ρj the reflectance of the facet Ej and Fij the
form factor from the facet Ej to the facet Ei com-
puted using the hemicube methods.

This leads to a radiative balance over the interior
facets which take into account the multi-reflexions.
Thus, the net flux density φi (W/m2) over the facet
Ei is calculated as:

φi = Ir0,i + αi
∑
j

Mj .Fij −M0,i (7)

where Ir0,i and M0,i (W/m2) are the initial irradi-
ance and exitance of the facet respectively, αi is the
SW absorptivity of the facet and Mj (W/m2) is the
exitance of the other facets Ej .

For the long wave contribution, the initial facet exi-
tance is calculated by the Stephan-Boltzmann law.

On one hand, for the short wave contribution, the
transmitted diffuse solar radiation is considered as
the initial exitance of the window interior facets. On
the other hand, the transmitted direct solar radiation,
i.e. the sun patch, is determined by a geometrical test
on the projection of the center of the interior facets
and the window frame onto the plan N perpendicular
to the sun rays as depicted on figure 2. Note that no
other building is considered outside to prevent poten-
tial shading effects and facilitate the detection. The
initial exitance corresponds to the reflected fraction,
considered as fully diffuse, of the direct solar radia-
tion transmitted by the window and received by the
facets detected into the sun patch. The initial ir-
radiance, for its part, corresponds to the absorbed
fraction of the solar radiation.

Figure 2: Projection of the window frame and the
center of interior facets onto the plan N

perpendicular to the sun rays.

Room

The indoor environment is modeled as a single air
node for the air temperature calculation. An energy
balance in the room with air temperature Tai (K) is
calculated using an explicit Euler scheme:

ρairCairVr
∆tTai

∆t
=

N∑
n=0

ṁ.Cair(Tae − Tai) +
NM∑
n=0

S.hci(TSI − Tai)
(8)

where ρair (kg/m3) is the the air density, Cair
(J/kg.K) is the heat capacity of the air, Vr (m3)
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is the volume of the room, N is the number of ex-
ternal zones, ṁ (kg/s) is the leakage rate with the
corresponding zone, Tae (K) is the dry bulb temper-
ature of the corresponding zone, NM is the number
of surface facets, S (m2) is the area of the surface
mesh element, hci is the CHTC, TSI (K) is the in-
terior surface temperature. The air properties, the
leakage rate and the geometric characteristics define
the attribute of this objects.

Inputs of the model

The input data are the building characteristics (lo-
cation, wall composition, surface radiative proper-
ties, room air properties), the specific temperatures
for fixed boundary conditions and the meteorological
measurements.
The numerical mesh of the room is generated with
HEAT3 in cartesian coordinates (Blomberg (1996)).

Case study

Experimental test cell

A full scale low-energy test cell called BESTLab de-
veloped in EDF R&D laboratory (latitude : 48°22’
N; longitude : 2°49’ E; altitude : 100m) and exper-
imentally studied by Rodler (2014) is chosen for the
model validation.

The cubic room dimensions are 2.97 m in width 2.90
m in depth and 2.82 m in height. The room West
facing outside wall is equipped with a double glazing
window and the three other vertical walls are sur-
rounded by a thermal guard. An isolated closed door
on the East wall gives access to the thermal guard.
The room is represented figure 3.

Figure 3: BESTLab test cell geometry with a door
on the East wall and a window on the West wall.
The North wall is removed to see inside the room.

The walls are made of different materials such as coat,
plaster or insulation disposed in consecutive layers.
As a result, the East, South and North walls are 41 cm
thick and the West wall is 32.4 cm thick. The thermal
characteristics of the materials as well as the charac-
teristics of the window are given in Rodler (2014).

Ten PT100 probes, numbered 1 to 10, were installed
at different locations on the interior wall surfaces to
measure the wall surface temperature as represented

in figure 4. The indoor air temperature was measured
with three radiation shielded PT100 probes, respec-
tively called probe A1, A2 and A3, located at the
bottom, the middle and the top of the room volume
to take into account a potential heterogeneity of tem-
perature due to stratification.

Figure 4: Surface probes positioning on the internal
wall surfaces.

Model settings

The test cell geometry and the composition of the
walls are accurately modeled with HEAT3 thanks to
a 3D mesher and a building materials library available
in the software.

The exterior boundary conditions are either fluxes or
temperatures. The West facing wall is in contact with
the outside air and receive solar radiation. The three
other walls are surrounded by a thermal guard with
a constant air temperature of 20°C. Thus, only the
convective flux is considered on these walls. A con-
stant temperature of 19°C is applied on the floor and
the roof external surfaces, as measured in the exper-
imental study.

Minute-wise weather data were used from the meteo-
rological station ”Les Renardières” of EDF Lab site.
The outdoor temperature, humidity, sun radiation
and wind conditions were taken from the measure-
ments performed in the direct vicinity of BESTLab
test cell. No other building surround the test cell.

The period used for the validation is a week from the
8th of May to the 16th of May 2013.

Previous numerical studies were carried out by Rodler
(2014) to assess the importance of the weather data
sampling and to analyze and optimize the mesh size
for this room, which gave the discretization presented
in figure 5. The resulting mesh is composed with
22780 cells, 5300 exterior facets and 560 interior
facets.

Validation

Three days of initialization were simulated to remove
the initial conditions influence while accounting for
the real environmental history.

Our simulation has a time step of 4.08s. It took about
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Figure 5: Wall materials and discretization in the
test cell BESTLab.

24h over one processor (Intel(R) Xeon(R) CPU E5-
2670 v2 @ 2.50GHz) to run the 8 days of simulation.
Results are minute-averaged to be compared with ex-
periment.

To validate the model, two indicators were selected to
evaluate statistically the discrepancies between mea-
surements and simulations:

• the Root Mean Square Error (RMSE) in °C:

RMSE =

√√√√√√
NT∑
i=1

(Tmeas(i)− Tsim(i))2

NT
(9)

where Tmeas and Tsim (K) are the measured and
simulated temperatures and NT is the number of
data samples.

This indicator measures the accuracy of the sim-
ulated temperatures against the measured tem-
peratures. A value close to zero, or at least less
than one, traduces an overall good correlation.

• the Error in Daily Maximum (∆T |max) in °C:

∆T |max = (Tmax,sim − Tmax,meas)|day (10)

where Tmax,meas and Tmax,sim (K) are the max-
imal measured and simulated temperatures over
a day of the study period.

This indicator is useful to evaluate the con-
sistence of the temperature peaks induced by
abrupt changes in thermal loads.

Results

Room surface temperatures Figures 6, 7, 8 and
9 compare the measured and simulated surface tem-
peratures at probes 2, 4, 7 and 8 respectively. Probes
2, 4 and 8 receive direct and diffuse sun radiation.
Probe 7 receive only diffuse solar radiation. The other
probes also receive only diffuse solar radiation. The
surface temperature evolution over these probes are
similar leading to the same observations as for probe
7. Table 1 gives the corresponding Error in Daily
Maximum and RMSE indicators.
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Figure 6: Measured and simulated surface
temperature at probe 2 (on the East wall).
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Figure 7: Measured and simulated surface
temperature at probe 4 (on the South wall).
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Figure 8: Measured and simulated surface
temperature at probe 7 (on the North wall).

Table 1: Error in Daily Maximum and RMSE
between measurements and simulations for surface

temperature at the corresponding probes.
Probe 2 4 7 8
Wall East South North Floor

∆T |max (°C) 5.59 3.94 1.26 3.90
RMSE (°C) 0.90 0.52 0.51 0.60
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Figure 9: Measured and simulated surface
temperature at probe 8 (on the floor).

Room air temperature The room air tempera-
ture measured by probe A2 is chosen for the compar-
ison with the simulated one.

Figure 10 compare the measured and simulated room
air temperatures. Table 2 gives the corresponding
Error in Daily Maximum and RMSE indicators.
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Figure 10: Measured and simulated room air
temperature.

Table 2: Error in Daily Maximum and RMSE
between measurements and simulations for room air

temperature.
Probe Air

∆T |max (°C) 0.74
RMSE (°C) 0.42

Analysis

The overall trend of the simulated temperatures are
in good agreement with measurements. During days
with important direct solar radiation, the model pre-
dicts well the temperature peaks in terms of time
occurence. On more cloudy days, such as the 10th
of May and the 14th of May, the simulated tempera-
tures are consistent with the measurements traducing
a correct diffuse radiation distribution on the room.

Still, there are noticeable differences such as an un-
derprediction of night surface and air temperatures

the first three days of the analyzed period and an
overprediction of the temperature peaks intensity in-
duced by the sun patch. These differences can be at-
tributed to the combined effects of error propagation
in inputs and outputs:

• Inputs: on-site weather data measurement er-
ror, use of standard material properties that may
not fully represent building materials, errors due
to modeling approximation (especially simplifi-
cation in geometry).

• Outputs: nodal representation of the room air
volume, use of empirical CHTC correlations, sen-
sor measurement errors due to the acquisition
chain.

Tables 1 and 2 show the values of the error analysis
indicators for the studied period. The results high-
light:

• Probes which detect sun patch during sunny days
have higher RMSE and ∆T |max values. The
higher the surface temperature, the larger the
discrepancy.

• ∆T |max values vary from about 1°C to almost
6°C at probes receiving sun patch. However, no
conclusion can be drawn with this indicator be-
cause of the lack of propagation error in the ex-
perimental acquisition chain that can be signifi-
cant with high solar gains.

• RMSE values are all below 1 which confirms the
good agreement between measurements and sim-
ulations.

Application

A first approach for thermal comfort evaluation is the
calculation of the operative temperature in the room.
In homogeneous thermal environments, the operative
temperature is based on mean radiant temperature
and air temperature. If the radiative environment
has a strong radiative heterogeneity, like in the case
studied, the radiative asymmetry must be considered
in the operative temperature calculation.

The operative temperature calculation is based on a
heat balance over a virtual black globe taking into ac-
count the convective heat transfer, the radiant tem-
perature and the SW radiative heat flux:

Sεσ
(
T 4
op − T 4

rad

)
+Shconv (Top − Tair)+αIg,τSapp = 0

(11)

where Ig,τ (W/m2) is the solar heat flux transmitted
by the window and received by the black globe, S
(m2) is the surface of the globe, Sapp (m2) is the ap-
parent surface of the globe, α and ε are the associated
SW absorptivity and LW emissivity.

The CHTC correlation from Inard (1988) is used:

hconv =

(
1.14 +

0.17

Dgb

)
(Top − Tair)0.25 (12)
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where Dgb is the diameter of the globe.

The radiant temperature (K) is calculated using (13)
considering the LW heat transfer between the black
globe and the wall facets:

Trad = 4

√√√√Nf∑
j=1

FO,jT 4
f,j (13)

where FO,j is the form factor between the globe and
the wall facet j, Tf,j (K) is the temperature of the
facet j and Nf is the number of interior wall facets.

For a black globe located in the middle of the room,
the air temperature and operative temperature simu-
lated the 8th of May 2013, the day with the maximum
air temperature over the studied week, are depicted
figure 11. It shows a strong deviation of about 10°C
between the air temperature and the operative tem-
perature by the end of the day when the sun patch
hits the black globe. This important increase of the
operative temperature may cause thermal discomfort.
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Figure 11: Air temperature and operative
temperature in the middle of the room.

The maximum operative temperature during the
same day is recorded at 5:24 PM. At this moment,
the East wall of the room is heated locally, up to
46°C, by an important SW heat flux leading to a sig-
nificant surface temperature heterogeneity as shown
by figure 12. This non-uniform surface temperature
and the SW heat flux distributions suggest a spa-
tial heterogeneity of the operative temperature in the
room.

A 3D mapping of the operative temperature is oper-
ated in the whole room. It requires the discretization
of the indoor room air volume to model the radia-
tive heat flux distribution. Figures 13 and 14 depict
the spatial distribution over an horizontal plane P1
and a vertical plane P2 respectively. It shows a varia-
tion from 29°C outside of the solar beam to more than
40°C close to the East wall in the sun patch. This tra-
duces the importance of the SW heat flux in the heat
balance for operative temperature calculation within
the solar beam. Moreover, the LW heat flux from the

Figure 12: Interior surface temperature (3D exterior
viewpoint) the 8th of May 2013 at 5:24 PM with two

horizontal and vertical planes P1 and P2.

Figure 13: Operative temperature field in the room
over the plane P1 the 8th of May 2013 at 5:24 PM.

Figure 14: Operative temperature field in the room
over the plane P2 the 8th of May 2013 at 5:24 PM.

heated wall facets has a significant impact as well: a
temperature gradient is noteworthy within the solar
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beam, with operative temperature varying from 37°C
far from the heated surface to 41°C closer. The het-
erogeneity of the operative temperature distribution
in the room can induce local thermal discomfort.

The spatial and temporal dependency of the opera-
tive temperature highlights the need for a detailed
and accurate 3D building model to predict thermal
comfort in heterogeneous and transient radiative en-
vironments. Such thermal environments with radia-
tive asymmetry are intensified during urban overheat-
ing period in summer and are, therefore, of main con-
cern. Thus, the model, with its spatial and temporal
characterstics, has proven to be a promising tool for
thermal comfort analysis in complex thermal environ-
ments.

Conclusion and perspectives

Usual energy simulation programs generally aim to
predict the energy consumption of buildings over a
year and are not suited to the study of thermal com-
fort dynamics, which was shown to be strongly de-
pendent on the spatial distribution of environmental
variables and sensitive to rapid dynamics.

Thus, the development of a 3D thermal model with
high spatial and temporal resolution using object ori-
ented paradigm with C++ language was introduced.
The detailed modeling of radiative contributions al-
low the sun patch detection and the inclusion of ra-
diative multireflexions. The validation of the model
with the experimental measurements carried out on
the low-energy test cell BESTLab from Rodler (2014)
shows an overall good agreement in room surface tem-
perature and room air temperature prediction. The
selected indicators statistically confirmed the valid-
ity of the model but bring to light some discrepancies
that partly reflect weaknesses in the indoor air volume
modeling and the associated convective heat transfers
approach. The model was then applied to analyze the
operative temperature distribution in thermal envi-
ronment with strong radiative asymmetry due to sun
patch. Results show a significant operative tempera-
ture heterogeneity and temporal dependency leading
to a potential thermal discomfort. This confirms the
necessity of such a detailed building model to accu-
rately predict heterogeneous and transient thermal
environments. An extended study about the opera-
tive temperative dynamics, when sun patch desap-
pear for example, could reveal interesting features
about the rapid temporal evolution of the operative
temperature distribution.

The next step will be to couple this building thermal
model with CFD based on Large Eddy Simulation
approach (LES) to capture the dynamic structures of
indoor airflows that may have significant impacts on
thermal comfort dynamics. The final objective will be
to assess thermal comfort in a realistic heterogeneous
and transient indoor thermal environments by adding

a numerical thermal manikin to the coupling such as
the NHTM from El Kadri (2020).
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