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The radiative quantum cascade, i.e. the consecutive emission of photons from a ladder of energy
levels, is of fundamental importance in quantum optics. For example, the two-photon cascaded
emission from calcium atoms was used in pioneering experiments to test Bell inequalities [1, 2]. In
solid-state quantum optics, the radiative biexciton-exciton cascade has proven useful to generate
entangled-photon pairs [3]. More recently, correlations and entanglement of microwave photons
emitted from a two-photon cascaded process were measured using superconducting circuits [4]. All
these experiments rely on the highly non-linear nature of the underlying energy ladder, enabling
direct excitation and probing of specific single-photon transitions. Here, we use exciton polaritons to
explore the cascaded emission of photons in the regime where individual transitions of the ladder are
not resolved, a regime that has not been addressed so far. We excite a polariton quantum cascade
by off-resonant laser excitation and probe the emitted luminescence using a combination of spectral
filtering and correlation spectroscopy. Remarkably, the measured photon-photon correlations exhibit
a strong dependence on the polariton energy, and therefore on the underlying polaritonic interaction
strength, with clear signatures from two- and three-body Feshbach resonances. Our experiment
establishes photon-cascade correlation spectroscopy as a highly sensitive tool to provide valuable
information about the underlying quantum properties of novel semiconductor materials and we
predict its usefulness in view of studying many-body quantum phenomena

We investigate a semiconductor microcavity in which
the strong coupling regime is achieved between cavity
photons and excitons, bound electron-hole (e-h) pairs,
from a quantum well (QW) placed at the cavity mode
antinode. The resulting elementary excitation of the sys-
tem are known as exciton-polaritons (polaritons), quasi-
particles that behave essentially like photons, except for
a few key differences. Owing to their half electronic na-
ture, they can be generated by non-resonant (incoherent)
excitations, via electronic relaxation, and Coulomb ex-
change results in significant interactions between polari-
tons, and hence to a large effective Kerr-like nonlinear-
ity. In the large polariton number mean field regime, this
nonlinearity is at the basis of a quantum fluid behaviour
with phenomena such as superfluidity [5] and hydrody-
namic nucleation of solitons and vortices [6, 7]. In the
few polaritons regime, also quantum effects, such as in-
tensity squeezing [8], antibunching [9, 10] and few-photon
phase rotation [11] have been observed as a result of po-
lariton interactions. Furthermore, polaritonic Feshbach
resonances (FRs), i.e., a two-body scattering process with
a biexciton (two bound excitons of opposite spin) state,
have been observed using pump-probe spectroscopy [12].
Even higher-order e-h correlated states [13] have been
found to participate in the polaritonic nonlinearity us-
ing multi-wave mixing experiments, albeit in a regime of
macroscopic polariton number [14]. All these few-body

scattering mechanisms determine the polaritonic anhar-
monic ladder of energy levels, where the energy of each
level depends on the number of particles in the system.
Contrary to atoms and other standard cavity quantum
electrodynamics platforms though, the polaritonic an-
harmoncity is, up to now, still smaller than the losses
in the system, so that the individual transitions of the
ladder are not accessible. Remarkably, using our sen-
sitive technique based on quantum-cascaded correlation
spectroscopy, we are able to clearly distinguish the con-
tribution of many-body e-h complexes to the polariton
interaction, which is an important fact (i) to understand
the nontrivial behaviour of the interaction as a function
of energy, and (ii) to develop future strategies aimed at
enhancing nonlinearities.

The polariton quantum cascade (PQC) is explored in
a fibre-based microcavity system (see Fig. 1(a)). With
the fibre-cavity [15], we conveniently engineer a laterally
confined cavity mode which results in a tight confine-
ment for the polaritons via the strong coupling regime.
This lateral confinement results in a single longitudinal
and transverse polariton modes, and in enhanced polari-
ton nonlinearities [9, 10, 16]. The polariton transition
frequency ωn, describing transitions between the |n〉 and
|n− 1〉 states, shifts for increasing number of intra-cavity
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FIG. 1: The polariton quantum cascade and experimental characterization (a) Sketch of the fiber-cavity system. (b)
Schematic representation of the PQC generation process for a polariton interaction constant g, g′ > 0, resulting in positive
energy shift Un of the energy levels. An off-resonant pump laser F excites an incoherent long-lived excitonic population, nr,
the excitonic reservoir. The reservoir can either decay via dark channels with a rate γD, or induce upward transitions in the
polaritonic anharmonic ladder with an effective rate, for the population of the nth level, given by (n + 1)γrnr, with γr the
reservoir relaxation rate and ∀n > 0. Downward transitions from the nth level, with a rate nγLP, correspond to the PQC, which
leads to multi-coloured photon emission events. We work in the regime γrnr < γ, where the polariton occupation statistics is
thermal. (c) Illustration of spectral filtering of the photon emission events (Lorentzian wave packets) from the PQC, in the
case g, g′ > 0. With the spectral filter tuned to the red (top panel), the probability of detecting cascaded photons is reduced,
resulting in a suppression of the quantum noise. Vice versa, with the filter tuned to the blue (bottom panel), detection of
cascaded photons becomes more likely, therefore increasing the quantum noise. (d) White light transmission spectra for different
piezo voltages (corresponding to cavity length) revealing strong coupling. EX and Ec are the exciton energy and the cavity
dispersion extracted from the coupled oscillator model, respectively. The blue, orange and red horizontal dashed lines indicate
the cavity lengths corresponding to the excitonic contents in the measurements displayed in Fig. 2(a,b), Fig. 2(c,d) and in the
inset of Fig. 3, respectively. Green area indicates the parameter range covered by the measurement results shown in Fig. 3.

excitations as

ωn = ωLP + g(n− 1) + g′(n− 1)(n− 2) + . . . (1)

where n is the polariton number, ωLP the |1〉 → |0〉 emis-
sion frequency and g (g′) the 2-polariton (3-polariton)
interaction constant. This results in an anharmonic lad-
der of energy levels which we use to resolve the PQC.
We optically excite the system off-resonantly, at a laser
power well below condensation threshold to work in the
spontaneous emission (SE) regime, where a steady-state
population of reservoir excitons is created, and relaxes
to generate polaritons (Fig. 1(b)). Under these condi-
tions, the polariton occupation probability pn obeys a
black-body cavity statistics [17, 18] and the correspond-
ing emitted photons exhibit a bunched zero-delay second-
order correlation function g(2)(0) = 2.
In the presence of a finite nonlinearity due to polariton
interactions, the PQC produces multi-coloured photon
emissions, with the different photon colours correspond-
ing to different rungs of the PQC. By spectrally filter-
ing the coloured PQC photons with a narrow spectral
filter, we can thus modify their (quantum) statistics by
an amount that scales like the strength of the polariton
interactions. Assuming repulsive interactions, when the
filter is red detuned with respect to the polariton SE
spectrum, the probability of detecting two-photon cas-
cade emission events from higher transitions in the po-
lariton ladder is reduced (see sketch in Fig. 1(c)). On
the contrary, when the filter is blue detuned, detection

of cascade events are more likely. Therefore, by scanning
the filter central transmission frequency across the po-
lariton SE spectrum, an “S-shaped” modulation of the
second order correlation function at zero delay g(2)(τ) is
expected, with reduced (increased) two-photons correla-
tions with the filter on the red (blue) side of the polariton
SE spectrum. The modulation will instead flip sign in
case of attractive interactions. Therefore, our method is
sensitive to both the magnitude and sign of interactions.
We emphasize that in order to be sensitive to few-particle
nonlinearities, it is crucial to work in the SE regime where
the incoherent emission from few-polariton states domi-
nate the emission dynamics, in contrast to the polariton
condensation regime, where the emission statistics is de-
termined by the complex dynamics of the macroscopic
coherent condensate [19, 20].

To probe the PQC by correlation spectroscopy, the
photons emitted from the cavity and transmitted through
a narrow spectral filter are sent to a Hanbury Brown and
Twiss interferometer to measure the second order corre-
lation function g(2)(τ) as a function of the time delay τ .
The optically active material of our microcavity system
is an InGaAs QW placed at the center of a λ/2-cavity
in correspondence with an antinode of the TEM00 cav-
ity mode. Due to residual birefringence of the GaAs,
the polariton lowest-energy mode splits into two orthog-
onal linearly-polarized modes, separated by about 190
µeV (see Supplement). In all the correlations experi-
ments, we reject the horizontally-polarized emission from
the higher lying mode using a combination of waveplates
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FIG. 2: Correlation spectroscopy as a function of filter detuning Top panel: (a) Measured g(2)(τ) for three different
filter to polariton peak energy detunings, from red (left) to blue (right) detunings, with the exciton Hopfield coefficient fixed

to |cX|2 = 0.17 (blue dashed line in Fig. 1(d)). (b) g(2)(0) extracted from the fit. (c,d) The same as in (a,b), but for an exciton
Hopfield coefficient |cX|2 = 0.42 (orange dashed line in Fig. 1(d)). In this case, the expected dispersive shape is observed.
Dashed lines in (b) and (d) are the results of the simulations using Eq. (2). Solid line in (d) is the result of the simulations
including the reservoir noise. Details of the theory are described in the Supplement.

and polarizers, and detect only the vertically-polarized
mode. Fig. 1(d) shows the transmission spectra of a white
light probe, generated by a supercontinuum source, as
a function of the piezo voltage VP controlling the cavity
length and therefore changing the caving energy Ec. The
strong coupling between the cavity TEM00 mode and the
QW exciton is visible as a clear anti-crossing between the
lower polariton (LP) and upper polariton (UP) modes.
At VP < 30 V, we also observe the strong coupling with
a higher-order cavity mode. The data from the TEM00

mode are fitted with a coupled oscillator model, yielding
a Rabi splitting of 3.0 meV and an excitonic transition
energy EX=1452.1 meV. We use this fit to also calcu-
late the exciton Hopfield coefficient |cX|2 as a function of
VP, describing the excitonic fraction within the polariton
mode.
In what follows, we can disregard the UP polariton state
as it is well-split from the LP state we are interested in
and it is fully rejected by the spectral filter.
Additional characterization of the LP mode is performed
using high-resolution resonant laser scans (see Supple-
ment), from which we estimate a cavity linewidth of
about 64µeV. Importantly, we do not observe any sig-
nature of a charged exciton state that behaves as an ad-
ditional undesirable loss channel for polaritons, which in-
stead was found to be quite large in the sample structure
used in Ref. [9].
Finally, we perform power-dependent measurements in
off-resonant excitation, from which we extract the suit-
able power range for the SE regime (see Supplement).

We now proceed with a series of correlation measure-
ments. For all these measurements, both excitation
power and wavelength are actively stabilised, and the
filter linewidth is set to approximately γLP/3, with γLP

the SE linewidth of the vertically polarized LP state. We
first fix |cX|2 = 0.17 (corresponding to a cavity-exciton
detuning ∆ = Ec − EX = −2.7 meV), indicated as a
blue dashed line in Fig. 1(d), for which we expect neg-
ligible polariton-polariton interactions due to small ex-
citonic fraction within the polariton mode. We mea-
sure g(2)(τ) for five different filter detunings ∆F from
the SE peak centre. The noise filtered data (see Sup-
plementary Material for noise filtering procedure) for
∆F = −0.6γLP ,∆F = 0γLP and ∆F = +0.6γLP are
shown in Fig. 2(a). In all the measurements, we observe a
clear bunching peak around τ = 0. The shape of the peak
is Gaussian, as determined by the Fourier transform of
the filter transmission spectrum, which is also Gaussian
(see Supplement). Therefore, we extract the value of the
second order correlation function at zero delay g(2)(0) by
fitting g(2)(τ) with such a lineshape, from which we also
obtain the peak width σ ≈ 57 ps. Importantly, as the de-
tection response time is σdet ≈ 10 ps, the deconvolution
does not significantly affect the measured correlations,
which is another crucial advantage of our method. The
extracted values of g(2)(0) as a function of filter detun-
ings are shown in Fig. 2(b), with the error bars repre-
senting one standard deviation. For all filter detunings,
we measure g(2)(0) ≈ 2. This value is consistent with
what is expected from the thermal distribution of polari-
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FIG. 3: Signatures of quantum many-body correla-
tions between polaritons g(2)(0) as a function of the
cavity-exciton detuning with the spectral filter fixed at
+0.6γLP. Blue dashed line: model with singlet and triplet
polariton interactions, including a FR with the biexciton.
Blue solid line: as dashed line but with the additional triex-
citon resonance. Vertical dash and dash-dot lines: position of
the biexciton and triexciton resonances, respectively. Inset:
g(2)(0) versus filter detuning measured at the cavity-exciton
detuning corresponding to the green data point and to the red
dashed line in Fig. 1(d). Green solid (dashed) line: model us-
ing the nonlinearity obtained from the model including both
biexciton and triexciton resonances, with (without) noise.

tons that we generate by pumping the system in the SE
regime. Furthermore, as the g(2)(0) does not vary with
the filter detuning, it means that the polariton-polariton
interaction is indeed so small, as compared to γLP, that
the polariton ladder is essentially harmonic. Therefore,
by scanning the filter across the SE spectrum, we only
change the photon detection rate without modifying the
statistics imposed by the polariton occupation.

We then move on to another cavity detuning where
|cX|2 = 0.42 (∆ = −0.5 meV), corresponding to the or-
ange dashed line in Fig. 1(d). The noise filtered data
are shown in Fig. 2(c). In this case, the amplitude of
the bunching peak clearly changes with the filter spectral
position: our quantitative analysis shows that g(2)(0) =
1.77± 0.05 for ∆F = −0.6γLP, i.e. on the red side of the
LP resonance, and increases to g(2)(0) = 2.09 ± 0.05 for
∆F = +0.6γLP. The full analysis is shown in Fig. 2(d),
where a clear “S-shaped” modulation is observed. The
positive sign of the dispersion implies repulsive interac-
tions.
To capture this behaviour more quantitatively, we de-
velop a theoretical framework where the probability PF

n

of transmitting a photon emitted from the nth transi-
tion is modeled as an overlap integral between the fil-
ter transmission function GγFωF

(ω), where GγFωF
is a Gaus-

sian probability density function with center frequency
ωF and linewdith γF, and the single-photon spectrum
Lγωn(ω), where Lγωn is a normalized Lorentzian function

with center frequency ωn and linewidth γ. The g(2)(0)
can then be calculated as

g(2)(0) =

∑
n P

F
n P

F
n−1n(n− 1)pn∑

n(PF
n npn)2

, (2)

and it is entirely determined by the probability PF
n and

the polariton occupation probability pn.
The dashed line in Fig. 2(b) and (d) is the result of the
model with g = 0 and g = 0.04 γLP ≈ 2.7µeV re-
spectively, where we assumed g′ = 0 for simplicity. In
Fig. 2(d), in solid line, we also show the model with a
modified version of Eq. (2), where we included fluctua-
tions in the excitonic reservoir. This model is in better
agreement with the data than the corresponding model
without fluctuations, which is consistent with the ex-
pected larger interactions between reservoir excitons and
polaritons at higher excitonic contents (further details in
the Supplement).
Importantly, these set of measurements show that, beside
being sensitive to few-particle nonlinearities, our method
can be used to control and reduce the quantum noise
of thermal light. For g/γ ≈ 1, single-photon emitters
would be achieved in this experimental setting (see Sup-
plement). This is remarkably different from the conven-
tional quantum blockade strategy [21] and other strate-
gies to achieve tunable photon statistics, such as, for ex-
ample, the unconventional photon blockade [22–24], spec-
trally filtered resonance fluorescence [25, 26] or the Fano
effect [27]. In these strategies, an input coherent field
is needed [28], and the system acts as a nonlinear filter
that converts the input Poissonian statistics into sub- or
super- Poissonian light. In our configuration, we ma-
nipulate the statistics of the direct SE from the system,
independently on how it is brought to the excited state.
This means that we could electrically inject polaritons
and still provide single photons.

To complete our picture of polariton nonlinearities, we
measure correlations along a continuous scan of the ex-
citonic content, covering the region highlighted by the
rectangle in Fig. 1(d). For each value of cX, we fix the
filter detuning to +0.6γLP. The resulting g(2)(0) as a
function of the cavity-exciton detuning is shown in Fig. 3.
We obtain a highly non-monotonous behaviour: at large
negative detuning, we recover g(2)(0) ≈ 2 as expected in
absence of nonlinearites. Up to about ∆ = −1.25 meV,
g(2)(0) slightly decreases down to a value of 1.95, to then
increase up to 2.2 at ∆ = 0 meV. Around this value of
∆, the g(2)(0) sharply decreases down to a value of about
1.85, to then rapidly increase again. Importantly, the
sharp reduction of the g(2)(0) from a value well above 2
to a value well below 2 corresponds to a sign flip of the
interaction from repulsive to attractive.
To explain this remarkable behaviour, we recall that the
we are probing a linearly polarized polariton mode. In
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this situation, both the triplet α1 and the singlet α2 inter-
action channels between polaritons with parallel or anti-
parallel spins respectively, contribute to the measured
nonlinearity. Therefore, for the linearly polarized polari-
tons, the interaction strength to be inserted in Eq. (1)
reads g = (α1 + α2)/2, where α1,2 are [29]

α1 = gt|cX|4 (3a)

α2 = gs|cX|4 + 2g2
PB|cX|4

2ELP − εB
(2ELP − εB)

2
+ γ2

B

. (3b)

Here gt and gs are the triplet and singlet exciton-exciton
interactions respectively. The singlet channel contribut-
ing to g is of particular interest and central to this
work: it is strongly modulated by the presence of cor-
related excitonic complexes via the FR scattering mech-
anism. The biexciton, (two bound excitons of oppo-
site spin) contribution is described by the second term
in Eq. (3b), with gPB the polariton-biexction coupling
strength, εB = 2EX − EB the biexciton energy, EB the
biexciton binding energy and γB the biexciton decay rate.
For ELP < εB/2, the FR-induced interaction is attrac-
tive, while for ELP > εB/2 is repulsive. Plugging the
polariton nonlinearity obtained with Eq. (3) into our an-
alytical theory for the g(2)(0), and neglecting the reser-
voir noise for simplicity, we obtain the model shown in
Fig. 3 in dashed lines.

While this simple model captures a part of the trend
and the sign flip of the interaction, it misses a reso-
nant feature around ∆ ≈ 0 meV. According to the litera-
ture [30], this feature is consistent with the contribution
of a three-exciton bound state (a “triexciton”) to the in-
teractions.
To include this possibility, we evaluate the effective in-
teraction terms associated with polariton-biexciton and
polariton-triexciton couplings using the adiabatic elimi-
nation of the multiexciton complex dynamics (see Sup-
plementary Material). We retrieve the expression for α2

given in Eq. (3b), and derive the three-body interaction
contribution g′ in Eq. (1), which reads:

g′ = 2g2
PT|cX|6

3ELP − εT
(3ELP − εT)

2
+ γ2

T

, (4)

with gPT the coupling strength with the triexciton, εT =
3EX−ET the triexciton energy and ET and γT the triex-
citon binding energy and decay rate, respectively.
The result of the model is shown in Fig. 3 in solid lines,
where we used gs +gt = 6.1µeV, gPB = 0.07 meV, gPT =
0.23 meV and γB = γT = 0.34 meV. The biexciton and
triexciton binding energies are fixed to previously sug-
gested values of EB = 2.2 meV [29] and ET = 2.4EB [30],
which result in the resonance energies given by the dash
and dash-dot vertical lines, respectively. In this case, the
model captures very nicely the overall data trend. Note
that our model neglects the inhomogeneous broadening
of the biexciton and triexciton resonances, which could
further improve the agreement.

Most remarkably, for the data point highlighted in green
in Fig. 3, which corresponds to the exciton-photon detun-
ing given by the red dashed line in Fig. 1(d), our measure-
ments suggest an effective attractive interaction. Indeed,
as g(2)(0) < 2 with the filter on the blue side, we expect
a negative dispersion of the g(2)(0) when scanning the
filter detuning at this particular cavity-exciton detuning.
In the inset, we show the corresponding measurement,
together with the theoretical curves, calculated with and
without noise and using the values of g and g′ at this
particular detuning as extracted from the model, show-
ing excellent agreement. Comparing this measurement
with the equivalent one for repulsive interactions shown
in Fig. 2(d), one can clearly see the key difference between
overall repulsive or attractive interactions, which gives
rise to “S-shaped” curves with opposite slopes. These
results highlight the sensitivity of our technique to not
only the magnitude of interactions, but also to their sign.

In conclusion, we demonstrate that quantum cascade
correlation spectroscopy is an extremely powerful and
sensitive technique to investigate anharmonic energy
ladders, even when the nonlinearity is smaller than the
linewidth and individual transitions are not resolved.
Using this technique, we are able to detect polariton
scattering processes with two and three-particle bound
states, and therefore it allows studying many-body
quantum correlations in a semiconductor.
Furthemore, our scheme provides a straightforward way
to control and reduce the quantum noise of chaotic light.
In the future, as soon as our setup is combined with
stronger, yet realistic [31], nonlinearities with g/γ ≈ 1,
single-photon emission events will start to dominate
and the emitted light will acquire a markedly quantum
character, such as strong antibunching properties. This
is of high interest for applications, as our method can
be used to achieve electrically-pumped scalable single
photon emitters, contrary to other state-of-the-art
methods which instead require coherent optical fields as
an input. Our technology in principle allows for scaling
up the device into arrays of identical single-photon
emitters.
Finally, our method is applicable to any material system
where a radiative cascade can be induced and efficiently
detected. For example, in two-dimensional materials, it
can serve as a new technique to investigate interactions
in novel states of matters, such as incompressible charge
states [32] and Wigner crystals [33].
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M. de Giorgi, G.Gigli, K.West, L. Pfeiffer, E. del Valle,
D. Sanvitto, and F. Laussy, Sci. Rep. 6, 2045 (2016).

[20] I. Carusotto and C. Ciuti, Rev. Mod. Phys. 85, 299
(2013).

[21] A. Verger, C. Ciuti, and I. Carusotto, Phys. Rev. B 73,
193306 (2006).

[22] T. C. H. Liew and V. Savona, Phys. Rev. Lett. 104,
183601 (2010).

[23] C. Vaneph, A. Morvan, G. Aiello, M. Féchant, M. Aprili,
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der, Nat. Commun. 9 (2018).



8

SUPPLEMENTARY INFORMATION

1. Fiber cavity characterization

The fiber mirror is a dielectric DBR made of 13.5 pairs
of Ta2O5/SiO2, deposited on the fiber tip. Before deposi-
ton, the fiber tip was shaped by CO2 laser ablation, form-
ing a dimple at the center, whose elevation can be approx-
imated with a two-dimensional Gaussian profile [34]. To
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FIG. S1: (a) Measured interferogram. (b) Intensity profile ob-
tained from the y-cut shown in (a) in orange dashed line.
(c) Intensity profile obtained from the x-cut shown in (a) in
blue dashed line.

determine the elevation z as a function of position, we
use interferometry: a HeNe laser is split into two beams.
One beam is sent to the fiber tip, the other is used as
a reference. In Fig. S1(a) we show the interferogram we
measured for the fiber used in the experiments, with cor-
responding x- and y- line profiles shown in (c) and (b), re-
spectively. Using coordinate transformation [35], we cal-
culate the phase ϕ, from which we extract the elevation
using z = (λ/4π)ϕ, where we consider that the light trav-
els back and forth before recombining with the reference.
The corresponding 2D profile of the elevation is shown
in Fig. S2(a). Two line cuts, along x and y, are shown in
Fig. S2(c) and (b) respectively. We fit the profile along x
using the fitting function d(x):

d(x) = d0 − txe
− (x−x0)2

σ2x , (S1)

with the same expression used also along y. The in-
plane diameter D of the dimple is given by Di = 2σi,
while ti described the elevation at center of the dim-
ple, with i = x, y. d0 represents a total offset, and it
is very important for determining the correct profile. In
our analysis, d0 is determined from the brighter region
at the bottom right corner of Fig. S2(a). Indeed, mov-
ing from this region towards the center, the elevation z
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FIG. S2: (a) Two-dimensional fiber dimple profile obtained
from the measured interferogram by two-dimensional phase
unwrapping. (b) z elevation obtained from the y-cut shown
in (a) in orange dashed line. (c) z elevation obtained from the
x-cut shown in (a) in blue dashed line. Dashed lines in (b)
and (c) are fit to the data.

TEM00 TEM10 TEM20

FIG. S3: Imaging of the first three cavity modes measured in
transmission with the laser wavelength fixed to λ = 833 nm.

decreases gradually, without showing any abrupt jump
due an incorrect phase unwrapping method. From the
fit, shown in Fig. S2(b) and (c) by dashed lines, we ob-
tain Dx = 13.36µm, tx = 1.07µm, Dy = 11.92µm and
ty = 1.11µm. We consider an effective diameter 〈D〉 and
elevation 〈t〉 calculated as the average between the x and
y measurements, and estimate tha radius of curvature R
of the fiber as [34]

R =
〈D〉2

8〈t〉
. (S2)

We obtain R = 18.33± 0.31µm.

To verify formation of cavity modes with transverse
confinement, we image the cavity transmission at λ =
833 nm onto a CMOS camera (Thorlabs DCC1545M),
while scanning the cavity length. In Fig. S3 the first
three transverse modes are shown, which nicely show the
expected shape of Hermite-Gaussian modes. In all the
experiments presented in this manuscript, we work with
the fundamental TEM00 mode.
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2. Sample characterization

a. Resonant transmission

To better characterize the LP mode, we perform high
resolution laser transmission scans across the peak res-
onance for different piezo voltages, with the transmit-
ted photons recorded by a superconducting nanowire sin-
gle photon detector (SNSPD). An example of transmis-
sion spectrum at VP = 45 V is shown in the inset of
Fig. S4(a), together with a Lorentzian fit. The peak
linewidth ΓLP (full-width at half-maximum (FWHM))
and area obtained from the fit are shown in Fig. S4(a)
and (b) respectively, as a function of the LP peak en-
ergy ELP. We note that in the following we use the up-
per case ΓLP to distinguish the linewidth extracted from
resonant transmission from γLP, which instead describes
the SE linewidth. For ELP < 1448 meV, corresponding
to very low excitonic content, the linewidth is approx-
imately 64µeV. As we increase the energy by reducing
the cavity length, the linewidth slightly decreases down
to 50µeV at ELP = 1450.5 meV, with the correspond-
ing transmission dropping by about a factor of 3. For
ELP > 1450.5 meV, the linewidth increases rapidly, while
the transmission drops by more than one order of magni-
tude. Using the measured linewidth, we also determine
the ratio |cX|4/ΓLP, which in the limit of small nonlin-
earity and according to the simplest model of polariton
interactions, is proportional to the interaction strength
g [21]. The results are shown in Fig. S4(c). The ratio
increases up to about |cX|2 = 0.7, while for larger val-
ues of |cX|2 it decreases due to the broadening of the LP
linewidth.

To describe this behaviour, we use the model proposed
by Diniz et al. in Ref. [36] for an inhomogeneously broad-
ened ensemble of emitters strongly coupled to a cavity,
described in Sec. 3 b, also used in Ref. [10] for a simi-
lar analysis. We used the experimentally determined
Rabi splitting, the cavity linewidth κ of 64µeV measured
at low |cX|2, and an exciton inhomogeneous broadening
σ = 435µeV. A homogeneous broadening coming from
a damping rate γX = 40µeV is included to take into
account additional excitonic losses. This last term was
also used in Ref. [10], and attributed to disorder-induced
losses. In Fig. S4(a) ,(b) and (c) we show the result of
the model in solid lines. The model well describes all
the main features of the experimental data. Importantly,
from this set of measurements, we do not observe signa-
tures of trion-induced losses, contrary to what was ob-
served in Ref. [9] using another sample structure, which
is a significant advantage for correlation measurements.
We tentatively explain the absence of trion-induced losses
in this new sample structures as being a result of reduced
residual doping due to improved growth conditions.
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FIG. S4: (a) ,(b): LP peak linewidth and area as a function
of the LP peak energy obtained from the Lorentzian fit of
laser transmission spectra (an example is given in the inset),
respectively. (d) Ratio |cX|4/ΓLP, proportional to the amount
of polariton-polariton interaction. Solid lines in (a),(b) and
(c) are the results from the model.
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FIG. S5: SE emission peak area (a) and full-width at half
maximum (FWHM) (b) as a function of the excitation power.
The spectra were measured at |cX|2 = 0.45, corresponding to
ELP = 1450.36 meV.

b. Spontaneous emission regime

We are interested in working in the SE regime, which
is obtained at power well below the polariton condensa-
tion threshold. In these conditions, the average polariton
number is below 1, so that the intracavity polariton num-
ber states that matter the most in the experiment are
|0〉, |1〉 and |2〉. Without filtering, owing to its incoher-
ence, the corresponding emitted light generally exhibits a
chaotic statistics and hence a g(2)(0) > 1 [18, 37, 38]. To
find the SE regime, we perform power-dependent mea-
surements using a weak CW non-resonant laser fixed at
844 nm (corresponding to about 20 meV above the polari-
ton level) and recording the emission with a spectrom-
eter. We chose this excitation energy to reduce popu-
lation of impurities and therefore minimising potential
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FIG. S6: LP and UP peak centers plotted as a function of the
piezo voltage. Dashed line is a fit to the data.

losses. We note, however, that the excitation energy is
well within the stop-band of the distributed Bragg reflec-
tors, so that the power reaching the sample is much lower
than the nominally measured one. By fitting the LP peak
with a Lorentzian, we obtain the peak area and linewidth
γLP, which are shown in Fig. S5(a) and (b), respectively,
for |cX|2 = 0.45. γLP remains approximately constant to
a value γmin

LP of about 62µeV, up to a power P = 1 mW.
For P > 1 mW, it slowly increases. At the onset of lasing,
the linewidth is expected to decrease due to the coher-
ence build-up [39]. As we do not observe this behaviour,
we conclude we do not reach the lasing regime within the
measured power range. This is further confirmed by the
trend of the peak area, which does not show any thresh-
old behaviour. Similar behaviour was observed also for
other excitonic fractions (see Sec. 12), although different
values of γmin

LP were found. For consistency, all the corre-
lation measurements described below are acquired using
an excitation power for which γLP ≈ 1.1γmin

LP . Such a
choice allows to minimise power broadening, which could
destroy correlations, without sacrificing the photon count
rate. As we will show later, in this power range we expect
to work with an average polariton number n ≈ 0.03.

3. Polariton anticrossing

a. Fit of the polariton anticrossing

From Fig. 1(d), we first determined the LP and UP
peak energies by fitting the spectra around the corre-
sponding energy range using a Lorentzian function. For
the UP, we fit only data for 50 < VP < 76 V, where the
UP is visible. The results are shown in Fig. S6. In or-
der to fit these data, we use a standard coupled-oscillator

model:

ELP,UP =
(ωc + ωX)

2
±

√
Ω2

R +
δ

2

2

, (S3)

where δ is the detuning between the bare exciton ωX and
bare cavity ωc, and ΩR is the half vacuum Rabi splitting.
The bare cavity energy is a function of the cavity length
L, and for the fundamental TEM00 mode is given by

ωc =
c

2L

[
2πq + acos

(√
1− L

R

)
+ φ

]
(S4)

with c the speed of light, q the integer longitudinal mode
quantum number and φ and additional phase term tak-
ing into account the penetration depth into both DBRs.
Finally, we need to relate the cavity length to the ap-
plied voltage VP. We found a better fit by considering a
non-linear dependence as in the following:

L = L0 − s1VP − s2V
2
P , (S5)

with L0 the cavity length at zero voltage and s1 and s2

the linear and non-linear coefficients respectively. With
all these ingredients, we perform a global fit to the anti-
crossing data, and the result is shown in Fig. S6 in dashed
line. From the fit, we obtain: L0 = 20.308 ± 0.007µm,
R = 21.0 ± 0.2µm, ~ωX = 1452.08 ± 0.1 meV, Ω =
1.52± 0.45 meV, φ = 6.25± 0.03 rad, q = 6.319± 0.003,
s1 = 2.09 ± 0.05 × 10−3 µm/V and s2 = (−1.3 ± 0.6) ×
10−6 µm/V2. We note that the phase φ is proportional to
the penetration depth of the cavity mode field into both
DBRs. If, for example, we have a total penetration depth
Lp, the corresponding phase would be 2πLp/λ. The esti-
mated total penetration, using nominal expressions [15],
and a central wavelength λ = 0.855µm, is 0.71µm. Using
the phase φ obtained from our fit, we obtain a total pen-
etration depth of about 0.851± 0.004µm, which is quite
close to the nominal value. On the other hand, there is
a small discrepancy between the radius of curvature R
obtained from the LP and UP fit and the one obtained
from the analysis presented in Sec. 1. The reason could
be the non-linear behaviour of the cavity length, which
might introduce some systematic error in the fit.

b. Strong coupling simulations

To model the data shown in Fig. S4(b), (c) and (d) in
the main text, we use the model presented by Diniz et al.
in Ref. [36] for an inhomogeneously broadened ensemble
of emitters strongly coupled to a cavity. According to
this model, the cavity transmission t(ω) is given by

t(ω) =
κ/2i

ω − ω0 + iκ/2−W (ω)
, (S6)
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FIG. S7: Cavity transmission simulated with Eq. (S6), using
~κ = 64µeV, ~σ = 435µeV, ~γ0 = 40µeV, ~Ω = 1.52 meV
and ~ωX = 1452.08 meV.

with

W (ω) = Ω2

∫ +∞

−∞

ρ(ω′)dω′

ω − ω′ + iγX/2
, (S7)

κ the cavity losses, γX the excitonic losses and ρ a spec-
tral distribution function describing exciton inhomoge-
neous broadening. Assuming a Gaussian distribution of

transition frequencies ρ(ω) =

√
(ln2)

σ
√
π
e−ω

2ln2/σ2

, with σ

the half-with at half-maximum, W (ω) takes the form

W (ω) = −i
√

ln2Ω2

σ

√
πe
−
(
ω+iγX/2

σ/
√

ln2

)2

erfc

(
−iω + iγX/2

σ/
√

ln2

)
,

(S8)
where erfc is the complex error function. In Fig. S7 we
show the cavity transmission of Eq. (S6) as a function
of energy E and for different exciton-cavity detunings
(simulation parameters are given in figure caption). For
each detuning, we fit the LP lineshape with a Lorentzian
function, to extract the peak area, linewidth and the ratio
|cX|4/ΓLP shown in Fig. S4(b) ,(c) and (d), respectively.

4. Polarization splitting of the cavity mode

Due to residual birefringence of the GaAs, the fun-
damental cavity mode splits into two cross linearly po-
larized components. In Fig. S8 we show the cavity trans-
mission spectrum, zoomed around the LP emission, mea-
sured at very low exciton Hopfield coefficient. We per-
form a global fit using two Lorentzian peaks with the
same linewidth and from the extracted peak centers, we
obtain a polarization mode splitting of 190.0± 0.4µeV.
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FIG. S8: Polarization splitting of the fundamental TEM00

mode measured in white light transmission. Solid line: data;
dashed line: fit.
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FIG. S9: (a) Laser pulse duration measured with the streak

camera. (b) g(2)(τ) of the laser pulse measured with SSPDs
detectors connected to the time tagger.

5. Detector response time

The knowledge of the time response of our HBT de-
tection setup is very important for a quantitative com-
parison between experiment and theory. In our exper-
iments, the response time is determined by the time
jitter of the SSPDs detector and the time tagger used
for counting the electrical pulses generated by the de-
tectors upon arrival of a photon. For time tagging, we
use the Swabian Instruments HiRes model. To measure
the total system response, we measure the g(2) of laser
pulses centered at 840 nm. The time duration of the
pulses is determined with a separate measurement using
a streak camera. The time profile of the pulses is shown
in Fig. S9(a). From a Gaussian fit we obtain a duration
of σpulse = 5.01 ± 0.01 ps (FWHM). The corresponding

g(2)(τ) is shown if Fig. S9(b), and using a Gaussian fit,
we determine a total duration σg(2) = 23.54 ± 0.09 ps.
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FIG. S10: Sketch of the spectral filter used in the experiment.
M: mirror; L: lens, S: slit; SM F: single-mode fiber.
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FIG. S11: Line shape of the spectral filter for two different
slit sizes.

As the g(2)(τ) profile is given by the convolution of
the laser pulse duration and the total detector response
σdet, σ

2
g(2) = σ2

det + σ2
pulse, from which we determine

σdet = 22.97± 0.01 FWHM.

6. Spectral filter

A detailed sketch of the spectral filter is given in
Fig. S10. The light from the cavity is delivered to the
filter via a single-mode optical fibre (SM F), SM800 from
Thorlabs, which has a mode diameter of about 5µm at
830 nm and a numerical aperture (NA) of about 0.14.
The output light is collimated using the lens L1, with
a focal length f1 =11 mm, resulting in a beam diame-
ter D = 2NAf =3 mm. The light is then focused onto

the spectrometer input slit (Sin) using a lens (L2) with
f2=30 mm. The f-number is therefore f/# = 30/3 = 10,
which is very close to the nominal one of the spectrom-
eter f/# = 9.7. This allows us to work at the maxi-
mum obtainable resolution, without losing transmission
efficiency. Using a motorised removable mirror within
the spectrometer, we can either send the light to a CCD
camera via the output slit Sout1, or to another SM800
single mode optical fiber via a second output slit Sout2.
In the latter case, the light after Sout2 is collimated by a
lens (L3) with f3 = 75 mm and placed at one focal length
from the output slit, and then focused onto the fibre by
another lens (L4) with f4 = 11 mm, resulting in a high-
resolution monochromator (i.e. our spectral filter). In a
situation where the spectral resolution of the spectrom-
eter is limited by the diffraction pattern of the grating,
the spectral resolution should not change when changing
the input slit size. To verify this is actually the case for
our experimental arrangement, we measure the transmis-
sion of a laser through the filter as a function of the laser
photon energy for different slit sizes, with the transmit-
ted photons recorded with the SSPDs. In Fig. S11 we
show the transmission for the slit sizes 20µm and 50µm.
As expected, we do not observe any significant variation
of the filter linewidth. By fitting the lineshape with a
Gaussian function (we note that this is an approximation,
as the lineshape should be determined by the diffraction
pattern of the largest aperture [40]), we can estimate the
filter linewidth to be about 23µeV FWHM.

7. Calculation of g(2)(0) shown in the main text

In this section we describe the analysis we used to
determine the g(2)(0) values shown in the main text.
Given that all the raw data shown in Fig. 2(a), (c) in the
main text should have approximately the same Gaus-
sian shape determined by the convolution of the Gaus-
sian time response of the filter and the Gaussian time
response of the detector, for each |cX|2 we sum all the
raw data to obtain a better signal-to-noise ratio, and
we fitted the resulting coincidence counts Ns(τ) with a
Gaussian function. Ns(τ) and the corresponding Gaus-
sian fit Nfit

s are shown in Fig. S12(a). From this fit,
we calibrate the zero delay, so that we can keep it as
a fixed parameter for the following fits. We also ob-
tain the width σ = 57.64± 3.22 ps (standard deviation),
which is mainly given by the filter time response con-
volved with the detector response. Next, we calculate
the Fourier transforms (FTs) F [Ns](ν) and F [Nfit

s ](ν),
where here F indicates the FT operation and ν the fre-
quency. The results are shown in Fig. S12(b) in blue and
red solid lines, respectively. F [Nfit

s ](ν) is also Gaussian,
and this allows us to define a window function which
keeps 99% of the frequencies in F [Nfit

s ](ν), therefore re-
jecting high frequency noise generated by the instrument.
The used window function w(ν) is shown in Fig. S12(b)
in dashed line, and it is generated as the multiplication
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FIG. S12: (a) Sum of raw data coincidence counts Ns(τ) ver-
sus time delay. Dashed line is a Gaussian fit. (b) Blue solid
line: FT of Ns(τ); orange solid line: FT of Ns(τ) multiplied
by the window function; dashed line: window function; solid
red line: FT of the Gaussian fit of Ns(τ)

of two, frequency shifted, error functions, both of width
1.25 GHz. Given a raw coincidence counts data Nraw(τ),
the corresponding noise filtered data Nfiltered(τ) is calcu-
lated as Nfiltered(τ) = F−1[w(ν)F [Nraw(τ)](ν)](τ). We
fit Nfiltered(τ) using a Gaussian function with fixed cen-
tre position as per the zero delay found above. From
this fit, we determine the peak amplitude N0 and the
background coincidence counts Y0 (i.e. Nfiltered(τ) for
τ � 0) and calculate the g(2)(0) as 1 + N0/Y0. The
final error on g(2)(0) is calculated using the error on N0

and Y0 extracted from the fit and propagated using stan-
dard error propagation. This error fixes the error bars
shown in the main text. The value of g(2)(0) calculated
in this way needs to be deconvolved from the detector
time response, which we found to be σdet = 9.75 ± 0.04
standard deviation (see Sec. 5). The standard devia-
tion of the deconvolved data is approximately given by
σdec =

√
σ2 − σ2

det = 56.81 ± 3.22 ps. This value is very
similar to σ, so that the deconvolution leads to negligible
relative changes, < 1%, in the value of g(2)(0).

8. g(2)(0) convergence plot

While the error bars on the g(2)(0) values extracted
from the analysis described in Sec. 7 give an indication
of the precision of the data, they do not say anything
about their corresponding accuracy, i.e., how close they
are to the true value. In order to make sure to ac-
quire reliable and consistent measurements, for each data
point, we plot the value of the g(2)(0) as a function of
the acquisition time. Two examples, for ∆F = −0.6ΓLP

and ∆F = +0.6ΓLP are shown in the bottom panel of
Fig. S13(a) and (b) respectively, with the corresponding
final raw data shown in the top panel. From the trend,
we can be sure the measurement has converged and move
to the next data point. Usually, we found that conver-
gence is obtained when a background level of about 20
coincidence counts is reached.

9. Theoretical analysis

We use a master equation approach, with the density
matrix ρ̂ describing the intracavity polariton state, and
nr the reservoir excitons number. We include two Lin-
blad terms: one describing the polariton losses by leakage
through the cavity mirrors

L̂ρ̂ = γ(b̂ρ̂b̂† − 1

2
b̂†b̂ρ̂− 1

2
ρ̂b̂†b̂) , (S9)

and another one that describes the effective polariton
pump

L̂pρ̂ = γrnr(b̂
†ρ̂b̂− 1

2
b̂b̂†ρ̂− 1

2
ρ̂b̂b̂†) , (S10)

where nr is the time-dependent population of the exci-
tonic reservoir. Taking into account the free dynamics of
the LP mode, captured by Hamiltonian

Ĥ = ωLPb̂
†b̂+ gb̂†2b̂2 + g′b̂†3b̂3, (S11)

the total dynamics of the mode thus reads

˙̂ρ = − i
~

[
Ĥ, ρ̂

]
+ L̂+ L̂p (S12)

and it is coupled to the reservoir dynamics via

ṅr = F − γrnr (n+ 1)− γDnr (S13)

where F is the cw pumping, n the time dependent po-
lariton occupation number and γD is the decay rate to a
dark reservoir. Note that a stimulated relaxation term is
involved in agreement with the pump Lindbladian. Phys-
ically this stimulation term is a well known feature of
lasers rate equations, which is equally valid and routinely
used to describe polaritonic stimulated emission. In order
to further explicit Eq. (S12), we use the fact that, owing
to the non-resonant excitation mechanism, the cavity ini-
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FIG. S13: (a) Top panel: final raw coincidence counts, together with the Gaussian fit as described in Sec. 7 (dashed line), for
|cX|2 = 0.42 and ∆F = −0.6ΓLP. Bottom panel: corresponding convergence plot. (b) As (a), but for ∆F = +0.6ΓLP.

tial state can only be incoherent, i.e. it requires only the
density matrix diagonal elements to be described. This
remains true at any later time since neither the Hamil-
tonian, nor the Lindblad operators couple the diagonal
and the off-diagonal elements of the density matrix. The
calculation is thus confined within the density matrix di-
agonal subspace and Eq. (S12) simplifies into:

ρ̇n = γ [(n+ 1) ρn+1 − nρn]

+ γrnr [nρn−1 − (n+ 1) ρn] .
(S14)

with ρn = 〈n| ρ̂ |n〉. Eq. (S14) is equivalent to the equa-
tion of motion of the laser radiation field density ma-
trix from the quantum theory of the laser developed by
Scully & Lamb [17], with γrnr describing the gain term
and γ describing the loss term, and a self-saturation co-
efficient equal to zero. The theory was adapted to the
description of polariton systems by Wouters and Caru-
sotto [41] in 2007, and recently revisited by Klaas et al.
in Ref. [18]. The SE regime, far below the lasing thresh-
old, that we use in this work is given by the condition
γrnr/γ � 1. The corresponding polariton occupation
probability is pn = (1− γrnr/γ)(γrnr/γ)n, which resem-
bles the one of a black-body cavity, for which we expect
g(2)(0) = 2. In order to compute an experimental ob-
servable such as the photon coincidence rate, we need to
express the dynamics of the cavity conditioned on the
measurement record of the detector, i.e. the sequence
of the times at which a photon is detected. Such condi-
tioned dynamics is obtained by “unravelling” the master
equation. In each single realization of the experiment,
the system follows a different quantum trajectory, char-
acterized by the stochastic times at which photons are de-
tected. In order to identify the unravelling corresponding
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FIG. S14: Influence of g/γ on the emission statistics g(2)(0)
versus filter detuning calculated using Eq. (S22). Parameters:
γ = 65.8µeV, γr = 1.88µeV, γF = 0.33γ, and γrn̄r/γ = 0.029.

to the detection scheme we are interested in, we rewrite
Eq. (S14) under the following Kraus representation:

ρ̂(t+ dt) = Knjρ̂Knj†+∑
n

{
Kdet
n ρ̂Kdet†

n +Knd
n ρ̂Knd†

n +Kp
nρ̂K

p†

n

}
,

(S15)

in which each term corresponds to one of the possible
events that can take place within dt and that are rele-
vant to the detection scheme (dt is a time interval much
smaller than any of the dynamics characteristic time).
There are four of them and hence four Kraus operators,
namely: (i) Kdet

n , which corresponds to a transition from
state |n〉 to state |n− 1〉, i.e. the emission of a pho-
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ton given the cavity contains n polaritons, followed by a
detection event (a photodetector click). (ii) Knd

n , which
corresponds to a transition from state |n〉 to state |n− 1〉,
i.e. the emission of a photon given the cavity contains n
polaritons, which is not detected. The photon has been
either rejected by the filter, or by the finite quantum effi-
ciency of the detector. (iii) The “no jump” operator Knj

which describes the case where no photon is emitted dur-
ing dt. And finally, (iv) the pump operator Kp

n, which
describes the addition of a polariton in the cavity by re-
laxation from the excitonic reservoir, given it contained
n polaritons at the beginning of the time step. These op-
erators are normalized such that, for the Kraus operator
K, the expectation value of K†K equals the probabil-
ity P for the event associated with Kraus operator K
to occur between times, i.e. P = 〈K†K〉. From these
considerations, we can express three out of four Kraus
operators:

Kdet
n =

√
γdtnηPF

n |n− 1〉 〈n| (S16a)

Knd
n =

√
γdtn [1− ηPF

n ] |n− 1〉 〈n| (S16b)

Kp
n =

√
γrnrdt (n+ 1) |n+ 1〉 〈n| , (S16c)

where η is the detector quantum efficiency and PF
n the

probability of the photon emitted from the state n to pass
through the spectral filter. This quantity is the new in-
gredient of our theory and it is calculated in the following
way: (i) we assume that for a given number of excitations
n, the probability that the cavity emits a photon at the
frequency ω is given by Lγωn(ω)dω, where Lγωn is a nor-
malized Lorentzian function of linewidth γ and central
frequency ωn. (ii) The photon then has to pass through
the spectral filter, which is characterized by a transmis-
sion probability T (ω) = GγFωF

(ω), where GγFωF
is a Gaus-

sian probability density function with center frequency
ωF and linewdith γF. These parameters have been de-
termined experimentally by spectral characterization of
the filter. The probability for a photon to be transmitted
through the filter thus reads:

PF
n =

∫ +∞

−∞
dω Lγωn(ω)×GγFωF

(ω) . (S17)

For each n, PF
n is therefore a function of g and ωF. Fi-

nally, the no jump operatorKnj is obtained by identifying
Eq. (S15) with Eq. (S12), and by using the explicit Kraus
operator expressions of Eq. (S16):

Knj = ρ̂− i

~
dt[Ĥ, ρ̂]

−γdt
∑
n

1

2
n (|n〉 〈n| ρ̂+ ρ̂ |n〉 〈n|)

−γrnrdt
∑
n

1

2
(n+ 1) (|n〉 〈n| ρ̂+ ρ̂ |n〉 〈n|)

(S18)

With these considerations, we now use two different ap-
proaches to calculate g(2)(0): we first show the analytical
theory already presented in the main text. Second, we
use the quantum Montecarlo method to simulate also the
dynamics of the system and obtain g(2)(τ), from which
we extract the value at zero delay. We use the Montecarlo
method to confirm the results of the analytical solution.

a. Analytical theory

From the Kraus representation, the detection superop-
erator, which models the backaction of a detection event
on the polariton field, can be calculated as:

I[ρ̂] =
∑
n

Kdet
n ρ̂Kdet†

n , (S19)

with the expectation value 〈I〉 = Tr{I[ρ̂(t)]} yielding the
probability of a detection event at time t. More explicitly:

I [ρ̂] = γdtη
∑
n

PF
n b̂ |n〉 〈n| ρ̂ |n〉 〈n| b̂† , (S20)

The second order correlation function can be defined as

g(2)(τ) = lim
t→∞

〈I(t+ τ)I(t)〉
〈I(t)〉2

, (S21)

where explicitly 〈I(t+ τ)I(t)〉 = Tr{IeL̂totτIρ̂(t)}, with

L̂tot = L̂+ L̂p the total Linbladian. As we are interested
in the zero delay value, we set τ = 0 and obtain:

g(2)(0) = lim
t→∞

〈I(t)I(t)〉
〈I(t)〉2

= lim
t→∞

∑
n,m P

F
n P

F
mTr

{
b̂ |m〉 〈m| b̂ |n〉 〈n| ρ̂(t) |n〉 〈n| b̂† |m〉 |m〉 b̂†

}
(∑

n P
F
n Tr

{
b̂ |n〉 〈n| ρ̂(t) |n〉 〈n| |n〉 b̂†

})2

=

∑
n P

F
n P

F
n−1n(n− 1)pn∑

n (PF
n npn)

2 ,

(S22)

where we used limt→∞ 〈n| ρ(t) |n〉 = pn. In Fig. S14 we
calculated g(2)(0) as a function of filter detuning ∆F us-

ing Eq. (S22). When g/γ = 0 (blue curve), the polariton
emission spectrum does not depend on n, and therefore
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FIG. S15: Symbols: polariton occupation probability P (n) as
a function of the polariton occupation number n, for different
values of the threshold parameter A/C below threshold. Line:
model with Eq. (S23).

g(2) does not depend on the filter detuning, and its value
is fixed by the polariton occupation statistics pn, which
is thermal, and therefore results in g(2)(0) = 2. On the
other hand, when g/γ > 0, the polariton spectrum de-
pends on n. By tuning the filter position, we thus change
the relative probability of detecting the |2〉 → |1〉 and
|1〉 → |0〉 emission events from the polariton ladder. The
emission statistics is thus modified and depends on the
filter position in frequency. The amplitude of the statis-
tics modulation increases with the nonlinearity figure of
merit. When g/γ ≥ 1, a filter position is found where
g(2)(0) < 0.5 , corresponding to a dominant probability
of single photon emission events.

b. Quantum Montecarlo simulations

We can validate the analytical theory by simulating
the dynamics using the quantum Montecarlo trajectory
method. With the Kraus operators in Eq. (S16) and
Eq. (S18), we can compute the probabilities Pi for the
corresponding event i to occur between times t and t+dt

as Pi = 〈K†iKi〉, with i={det, nd, p, nj}. The time in-
terval dt is chosen so that Pi � 1 for i={det, nd, p}.
We can then evolve the trajectory by comparing Pi with
a random number with values between 0 and 1. During
each trajectory, we keep track of the system density ma-
trix, as well as of photon detection events.
As mentioned above, the dynamics of the polariton field
is identical to the dynamics of the photon field in the
quantum theory of the laser developed by Scully &
Lamb [17]. The analogy is completed by introducing a
gain term A = γrnr and a loss term C = γ. With these
definitions, the polariton occupation number probability
P (n) below threshold (A� C) follows the statistics of a
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FIG. S16: (a) Example of correlated and uncorrelated delay

histograms. (b) Solid line: corresponding g
(2)
sim(τ); dashed line:

fit with Eq. (S25).

���� ���� ���� ��� ��� ��� ���
���

��	

��


���

���

���

��	

��


����������
�����������

���
� ��

�

∆��γ

FIG. S17: Comparison between Montecarlo simulations (sym-
bols) and the analytical expression of Eq. (S22) for exactly the
same parameters: nr = 5, g = 0.1 ΓLP and γF = 0.35ΓLP.

black-body cavity. In formulas:

P (n) =

[
1− A

C

](
A

C

)n
. (S23)

In Fig. S15 we show the polariton occupation probability
extracted from our Montecarlo simulations by keeping
track of the polariton occupation number at each time
step of the simulations. As it is possible to see, the ex-
tracted values for P (n) (symbols) are well described by
Eq. (S23), as expected.
We calculate delay histograms using the time indices of
photon detection events. We distinguish between two
types of delay histograms: one for the correlated counts
hc(τ) and one for the uncorrelated counts hu(τ), with τ
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the time delay. For hc(τ) the coincidence counts are ob-
tained using two time indices within the same trajectory,
and summing over all the possible time delays. On the
other hand, for hu(τ) we use one time index from one
trajectory and another time index from a second trajec-
tory, and we then sum over all the possible combinations.
Because detection events in different trajectories are not
correlated, hu(τ) provides the effective background of un-
correlated coincidence counts. Therefore, the simulated

g
(2)
sim(τ) is calculated as:

g
(2)
sim(τ) =

hc(τ)

hu(τ)
(S24)

In Fig. S16(a) we show an example of histograms with

the corresponding g
(2)
sim(τ) shown in panel (b). The char-

acteristic triangular shape in (a) is due the fact that
counts within each trajectory result in a fluctuating sig-
nal around a finite mean value, multiplied by a rectangu-
lar wave (with width equal to the total trajectory time)
due to the finite time length of the simulations; when cal-
culating the histogram counts, we are effectively convolv-
ing two rectangular pulses with the same time duration,
and the result gives a triangular pulse.

By looking at extracted g
(2)
sim(τ) in Fig. S16(b), we can see

the time decay is exponential, rather than Gaussian as
in the experiment, even though we are simulating with a
Gaussian filter. The reason why in the experiments we
observe a Gaussian profile is because even if two photons
are emitted within the polariton lifetime, the filter can
induce an additional delay due to the longer lifetime a
photon can survive within the filter. Capturing these fea-
tures requires a more sophisticated time-dependent treat-
ment of light propagation through the filter that goes
beyond the scope of this paper. In our simulations, we
then restrict ourselves to a simplified model where the
filter enters only as a number defining the probability of
transmitting a photon, and it is, therefore, instantaneous.

To obtain g
(2)
sim(0), we fit g(2)(τ) with:

f(τ) = 1 + y0e
−|τ |/τLP . (S25)

with τLP the polariton lifetime used in the simulations
and y0 an offset parameter. An example of this fit

is shown in Fig. S16(b) in dashed line. The g
(2)
sim(0)

is then calculated as 1+y0. We note that with these
simulations we can not extract the g(2)(0) directly from
the histograms, as the Montecarlo method does not

allow to have two events occurring within the same dt.
It is rather the fit of the exponential tails that allows to
obtain g(2)(0). In Fig. S17 we compare the results of the
Montecarlo simulations with the analytical expression
given in Eq. (S22), and find excellent agreement, there-
fore validating the analytical approach.

10. Influence of the excitonic reservoir dynamics

In all the previous discussion, we have neglected the
dynamics of the exciton reservoir. In the following, we
discuss the correlations between the reservoir exciton and
polariton populations.

a. Coupling mechanism

Variations in nr, due to fluctuations, translate into
a global energy shift of the polariton spectrum via the
reservoir exciton-polariton interaction gr. In formula:

ωn,nr
= ωn + grnr . (S26)

To understand the implications, let’s remind that
GγFωF

(ω) = GγF0 (ω − ωF) and Lγωn(ω) = Lγ0(ω − ωn). In-
serting these expressions in Eq. (S17), we obtain:

PF
n,nr

=

∫ +∞

−∞
dω Lγ0(ω − ωn,nr

)×GγF0 (ω − ωF)

=

∫ +∞

−∞
dωGγF0 (ω)× Lγ0(ω − ωn,nr

+ ωF).

(S27)

where PF
n,nr

is the modified photon transmission func-
tion which now depends on nr via to ωn,nr

. From the
above expression, it is clear that the effect of changing
the filter position or of a fluctuation of the reservoir exci-
ton number is equivalent and corresponds to a horizontal
displacement along the dispersive curve.

b. Influence of the reservoir-polariton correlations

The transfer of excitations from the reservoir to the po-
lariton system correlates the statistics of n and nr. This
is captured by a joint rate equations for the probability
distribution p(n, nr):

d

dt
p(n, nr) = γ [(n+ 1)p(n+ 1, nr)− np(n, nr)]

+ γr [n(nr + 1)p(n− 1, nr + 1)− (n− 1)nrp(n, nr)]

+ F [p(n, nr − 1)− p(n, nr)] + γD [(nr + 1)p(n, nr + 1)− nrp(n, nr)] .

(S28)
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where the first line describes the polariton dissipation,
the second line the transfer of excitations from the reser-
voir to the polariton system and the last line the pump of
reservoir exciton and the reservoir’s other loss channels.
Using the steady state solution of Eq. (S28) pn,nr

, we can

calculate g(2)(0) using Eq. (S22), with the substitutions:∑
n →

∑
n,nr

, PF
n → PF

n,nr
and pn → pn,nr

. In formula:

g(2)(0) =

∑
n,nr

PF
n,nr

PF
n−1,nr

n(n− 1)pn,nr∑
n,nr

(
PF
n,nr

npn,nr

)2 . (S29)

c. Polariton emission spectrum

The emission spectrum of polaritons S(ω) can be ob-
tained from

S(ω) = Re

∫
dτe−iωτ 〈b̂†(τ)b̂〉 . (S30)

To compute the correlation function 〈b̂†(τ)b̂〉, we use the

evolution for the operator b̂ as derived from the master
equation

d

dt
b̂ = −

[
i (ωn + gr) +

1

2
(γ − γrnr)

]
b̂ (S31)

Consequently one finds:

S(ω) = 〈n〉 (γ − γrnr) /2

(ωn − ω)
2

+ (γ − γrnr)
2 (S32)

Interestingly, the effective linewidth is (γ − γrnr), due to
the interplay between polariton loss via the cavity and
polariton gain via the reservoir relaxation.

11. Effective interaction induced by the multiexcitons

The coupling of polariton-modes to bi- and tri-exciton
complexes is responsible for additional shifts in the
transition frequency, effectively modifying the polariton-
polariton interaction strength. We first infer the form
of the corrections due to two-body collisions generating
biexcitons, assuming a coupling Hamiltonian

HPB = gPB|cX|2
[
B̂†b̂2 + b̂†2B̂

]
, (S33)

where B̂ (B̂†) is the biexciton annihilation (creation) op-
erator. We further assume that the dynamics of the biex-
citon mode is dominated by its non-radiative losses and
can be eliminated adiabatically. This is true in the ro-

tating frame given by the Hamiltonian ELP(b̂†b̂+2B̂†B̂),
where all fast oscillations are removed. The biexciton
mode dynamics is then given by a Heisenberg equation

of the form:

˙̂
B = −(i(εB − 2ELP) + γB)B̂ − igPBb̂

2. (S34)

Assuming γB � |εB − 2ELP|, we replace operator B̂ by

its steady-state value −igPB|cX|2b̂2/(i(εB− 2ELP) + γB).
Once re-injected in HPB, this result yields an effective
polariton-polariton coupling:

HPB ' −2g2
PB|cX|4

(εB − 2ELP)

(εB − 2ELP)2 + γ2
B

b†2b2. (S35)

This interaction term contributes to renormalizing the

value of g by an amount 2g2
PB|cX|4

(2ELP−εB)
(εB−2ELP)2+γ2

B
which

was also predicted in [29] and that we integrated in the
definition of α2 in the main text.

Via the same approach, we estimate the impact of cou-
pling to the triexciton via three-body collisions:

HPT = gPT|cX|3t̂†b̂3 + c.c. , (S36)

with c.c. indicating the complex conjugate. We have in-
troduced the triexciton mode t. Adiabatic elimination of
the tri-exciton dynamics (assumed to be ruled by free
triexciton oscillation at frequency εT/~, non-radiative
losses with rate γT and coupling to the polaritons via

HPT), we obtain t̂ ' −igPT

i(εT−3ELP) b̂
3, yielding to an effec-

tive polariton-polariton coupling due to three-body in-
teraction

HPT ' −2g2
PT|cX|6

(εT − 3ELP)

(εT − 3ELP)2 + γ2
T

b̂†3b̂3,

(S37)

We now use that:

b̂†3b̂2 = n̂(n̂− 1)(n̂− 2) (S38)

with n̂ = b̂†b. Finally, the frequency shift associated with
Hamiltonian (S37) is

δω3 = g′(n− 1)(n− 2),

(S39)

with

g′ = −2g2
PT|cX|6

(εT − 3ELP)

(εT − 3ELP)2 + γ2
T

. (S40)

To be more exhaustive, we have investigated two more
phenomena that can affect these 3-body shifts. First,
triexcitons can be generated via another coupling mech-
anism which is the collision of a biexciton and a polariton.
This is captured by an additional coupling Hamiltonian

H ′PT = g′PT|cX |3t̂†b̂B̂ + c.c. . (S41)

Second, the coupling constant gPT and g′PT might in prin-
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ciple be complex. Taking into account these two effects
leads to a new expression for the coefficient g′ appearing

in δω3 and δω′3. We obtain:

g′ = 2|gPT|2|cX |6|fT |2∆T

+

{
4|cX |7∆T |gPB|2(∆BReg′PT − γBImg′PT) + 2|cX |14∆T |g′PT |2|gPB|4

+ 2Re
[
− (i∆T + γT )(i∆B + γB)(i|cX |8g∗PBg

′
PTgPT + |cX |16|gPB|2(g′PT)2ν2fB)

]}
|fB |2|fT |2 , (S42)

where we have denoted ∆T = 3ELP − εT, ∆B = 2ELP −
EB, fB,T = [i∆B,T + γB,T ]−1. The first line corresponds
to the dominant term which involves the square mod-
ulus of the polariton-triexciton coupling constant. The
additional coupling H ′PT induces a correction whose be-
havior across resonance with the biexction and triexciton
frequencies is much more complex and depends on the
phase of the couplings. This correction always involves
the resonance factor of both the triexciton and the biex-
citon, i.e. the product |fT |2|fB |2 and higher powers of
the Hopfiled coefficient |cX |. For the analysis shown in
Fig. 3 of the main text, we used only the dominant con-
tribution expressed by the first line of Eq. (S42). The
investigation of the other terms goes beyond the purpose
of this work.

12. Comparison with the experiment

a. Curves versus filter detuning

To apply this theory to our set of measurements, we
need an estimate of the exciton-polariton interaction con-
stant gr. By considering that in resonant transmission
the effect of the off-resonance exciton reservoir is highly
suppressed, we can estimate the term grσr as the differ-
ence between the experimental linewidths ΓLP (measured
in resonant transmission) and γLP (measured in the SE
regime), where σr is the standard deviation of reservoir
exciton number calculated from the probability distri-
bution pn,nr

. In Fig. S18(a) we show the linewidth γLP

as a function of the excitation power, for different ex-
citonic content. From these measurements, we extract
γmin

LP as the value of the linewdith at the lowest mea-
sured power. Fig. S18(b) shows the measured ΓLP and
γmin

LP as a function of the exciton Hopfield coefficient. Us-
ing these measurements, we estimate the average value
〈γmin

LP − ΓLP〉 = 10.35 ± 4.27µeV. To model the data at
|cX|2 = 0.42 (Fig. 2(c), (d)), we fixed grσr to this value.
In GaAs, the off-resonant reservoir relaxation time τr into
the polariton system is typically on the order of few hun-
dreds of picoseconds [42]. Here we fix it to a realistic value
τr = 350 ps, resulting in γr ≈ 1.9µeV. Both F and γD
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FIG. S18: (a) SE linewidth versus power for different excitonic
content. (b) Experimental linewidths of the resonant trans-
mission (ΓLP) and of the polariton SE at low power (γmin

LP ),
as a function of the exciton Hopfield coefficient. (γmin

LP ) is
the value of γLP for the minimum measured excitation power,
extracted from (a).

are unknown. However, given that the exciton reservoir
is pumping not only the mode under investigation, but
also the cross-polarized polariton mode with the rate γr,
we assume γD = γr. This leaves only F and the polariton-
polariton interaction strength g as free parameters, while
the other parameters are fixed by the experimental condi-
tions. In particular, we use γLP = 66.6± 0.2µeV, which
corresponds to a filter linewdith of γF = 0.35γLP. We
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FIG. S19: Model for the data at |cX|2 = 0.17. Orange solid
(dashed) line: model obtained by rescaling g as expected from
exciton-exciton interactions, with (without) including reser-
voir noise. The data points are the experimental data as in
Fig. 2(b).

find good agreement with the data using F = 0.006 ps−1

and g = 0.04 γLP ≈ 2.7µeV. From the model, we esti-
mate an average polariton number n ≈ 0.03, an average
reservoir exciton number n̄r ≈ 1 and the fluctuations
σr ≈ 1, which corresponds to gr ≈ 10µeV. This results
in the model shown in Fig. 2(d) of the main text as a
solid line. The corresponding model without including
fluctuations (shown in Fig. 2(d) as dashed line) can be
obtained using Eq. (S22) with the same parameters and
fixing nr = 1. As it is possible to observe, the effect of
fluctuations is to pull down the “S-shaped” curve as a
result of the non-thermal character of the steady state
distribution pn,nr

.

To model the data at |cX|2 = 0.17, we use the same pa-
rameter, but with g = 0. We note that in the simplified
picture where polaritons interact only via exciton-exciton
exchange interaction, at |cX|2 = 0.17 we expect g to be
a factor f = (0.17/0.42)2 smaller than the nonlinearity
at |cX|2 = 0.42. In Fig. S19 we show the result of the
model, including the reservoir noise, in orange solid line,
together with the experimental data as in the main text.
As it is possible to see, a weak dispersive shape is pre-
dicted from the model, which slightly deviates from the
experimental data at negative filter detuning. A bet-
ter matching is obtained without including the reservoir
noise, given in dashed line. Although this model matches
the experimental data within the errorbars, in the main
text we kept g = 0 for simplicity. Importantly, this mea-
surement shows significantly smaller nonlinearities than
the corresponding measurement at |cX| = 0.42.

We used a similar reasoning for the model with and
without noise shown in the inset of Fig. 3, but this time
we included both two-body (via g) and three-body (via
g′) interactions.

Given the results described above, few points are worth
mentioning. The data in Fig. 2(b) in the main text are

nicely described by the theoretical model without in-
cluding the reservoir noise and using g = 0 (dashed
line). Interestingly, the data at higher excitonic content
(Fig. 2(d)) are better described by the noise model with
g = 0.04 γLP ≈ 2.7µeV (solid line), while the model with-
out noise is slightly offset towards higher values. This ob-
servation is consistent with the expectation that at larger
excitonic content the polaritons are more affected by the
interaction with the reservoir. On the other hand, for
the data in the inset of Fig. 3, both the model with and
without noise seem to reproduce reasonably well the ob-
served trend. We note that the data shown Fig. 2 and the
one shown in Fig. 3 were acquired in two different cool-
down sessions, meaning that the QW-microcavity system
was warmed up to room temperature and cooled down
again, at interval of few months, during which the sample
was kept in vacuum. During this time, the experimen-
tal conditions might have changed slightly, including the
sample position. Therefore, one has to be careful when
comparing the two datasets, as the effect of the reser-
voir noise could be different due to different experimen-
tal conditions. A systematic study of the reservoir noise
is not the purpose of the present work. Furthermore, it
would require measuring curves versus filter detuning for
different powers and at different cavity-exciton detuning
during the same cool-down session. This would require
a time > 1 month of continuous measurements, which is
not possible with the current setup that allows for only 4
weeks before helium is fully evaporated. Therefore, this
will be material for follow up work.

Finally, it is worth mentioning that from our model,
one could argue that the reservoir noise is not signifi-
cantly affecting the measured dispersive shape. This fact
is quite surprising. In Sec. 12 c we provide additional
quantification.

b. Curve versus filter cavity-exciton detuning

Here we describe the details for the model shown in
Fig. 3. Once g = (α1 + α2)/2 and g′ are calculated us-
ing Eq. (3) and Eq. (4) respectively, we normalise them
by the experimental linewidth ΓLP measured in reso-
nant transmission (shown in Fig. S4(a)) to take into ac-
count losses which are not included in the model. As in
the experiment, the filter position is fixed to +0.6γLP,
where γLP is the measured SE linewidth, and the fil-
ter width is kept fixed to 23µeV. We then use these ex-
pressions in Eq. (S22), using nr = 1, with the energy
shift calculated as ωn = ωLP + g(n − 1) in the case
where only two-body interactions are included, and as
ωn = ωLP + g(n− 1) + g′(n− 1)(n− 2) when also three-
body interactions are included.
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FIG. S20: (a) g(2)(0) versus filter detuning for different val-
ues of grσr/γ as indicated in the legend, where gr was fixed
to 10µeV. (b) The difference between the maximum and min-

imum g(2)(0) values, calculated in the filter detuning range
∆F = (−0.6, 0.6)γ, and divided by the experimental error
∆g, as a function of grσr/γ. The green band represents the
region within the experimental error, for which the dispersive
shape would not be resolved.

c. Effect of increasing reservoir fluctuations

As mentioned in Sec. 12, we need to include reservoir-
polariton correlations to properly describe the experi-
mental data at higher excitonic content. Due to these
correlations, described in Sec. 10 b, we expect the dis-
persive shape of g(2)(0) versus filter detuning to be com-
pletely washed out as the fluctuations of the exciton
reservoir number increases above a certain threshold. It
is, therefore, important to quantify this threshold, which
is the purpose of this section. Starting from the steady
state probability distribution pn,nr

obtained with a cer-
tain set of parameters and with the fluctuations set to the
experimental value grσr/γ = 0.15, we manually increase
gr to amplify the effect of fluctuations and calculate the
g(2)(0) as a function of filter detuning. For these calcula-
tions, we set F = 0.03 ps−1 to have n̄r ≈ 5.3, while all the
remaining parameters are set as specified in Sec. 12. In
Fig. S20(a) we show the results of these calculations. We
can clearly see that, as a result of the increased flcutua-
tions, the dispersive shape is gradually washed out. To
establish a more quantitative criteria, we calculate the
difference between the maximum and minimum g(2)(0)

(g
(2)
max(0) and g

(2)
min(0) respectively) within the range of

filter detuning (−0.6, 0.6)/γ, which is the range used in
the experiments. In Fig. S20(b) we summarise the re-
sults. As it is possible to observe, for grσr/γ ≥ 2, the
dispersive shape falls within the experimental error ∆g
(green band), meaning it can not be resolved. Impor-
tantly, this means that our experimental measurement,
for which grσr/γ = 0.15, are not significantly affected by
the reservoir fluctuations.
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