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Explanations as a new metric for feature
selection: a systematic approach

Haomiao Wang, Emmanuel Doumard, Chantal Soulé-Dupuy, Philippe Kémoun, Julien Aligon †,∗, Paul
Monsarrat †

Abstract— With the extensive use of Machine Learning
(ML) in the biomedical field, there was an increasing need
for Explainable Artificial Intelligence (XAI) to improve trans-
parency and reveal complex hidden relationships between
variables for medical practitioners, while meeting regula-
tory requirements. Feature Selection (FS) is widely used as
a part of a biomedical ML pipeline to significantly reduce
the number of variables while preserving as much informa-
tion as possible. However, the choice of FS methods affects
the entire pipeline including the final prediction explana-
tions, whereas very few works investigate the relationship
between FS and model explanations. Through a systematic
workflow performed on 145 datasets and an illustration on
medical data, the present work demonstrated the promising
complementarity of two metrics based on explanations
(using ranking and influence changes) in addition to ac-
curacy and retention rate to select the most appropriate
FS/ML models. Measuring how much explanations differ
with/without FS are particularly promising for FS methods
recommendation. While reliefF generally performs the best
on average, the optimal choice may vary for each dataset.
Positioning FS methods in a tridimensional space, inte-
grating explanations-based metrics, accuracy and retention
rate, would allow the user to choose the priorities to be
given on each of the dimensions. In biomedical applica-
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tions, where each medical condition may have its own
preferences, this framework will make it possible to offer
the healthcare professional the appropriate FS technique,
to select the variables that have an important explainable
impact, even if this comes at the expense of a limited drop
of accuracy.

Index Terms— Biomedical, Explainability, Feature selec-
tion, Machine learning, Metrics

I. INTRODUCTION

Although it is undeniable that artificial intelligence (AI) can
be beneficial to the biomedical field, the major challenge lies
in combining and hybridizing human intelligence with AI [1].
Except for a few intrinsically explainable models (i.e. glass-
boxes), one of the barriers to this hybrid alliance is the ”black-
box” effect of most AI/machine learning (ML) systems with
a lack of explainability of predictions [2].

In the biomedical field, explainability plays an important
part of strengthening the relationship between patients and
medical practitioners [3], [4]. Physicians should reasonably
explain and decipher the decision-making process of AI and
consequently be able to communicate with the patient ap-
propriately. This is the basis for respecting patient autonomy
and obtaining informed consent [5]. Despite the high perfor-
mance of these ”black-box” models, empower the medical
practitioner to assess the quality of model inputs, to verify
the absence of bias or discrimination and to understand the
influence of the different variables in prediction is a matter
of medical ethics [5]. Consequently, in recent years, various
regulations and guidance [6], [7] have included explainability
as an essential principle of AI in biomedical and Explainable
Artificial Intelligence (XAI) has become an emerging topic in
biomedical AI [8].

Understanding pathophysiology often requires a holistic
approach, biomedical data are often high-dimensional, but
contain extensive irrelevant and/or redundant information [9].
There is a real risk that useless information interferes with ML
models, resulting in the sparsification of data and a series of
problems (known as the curse of dimensionality [10]), and the
time required to explain a model increases with the number
of features [9]. A frequent solution to address the curse of
dimensionality is the Feature selection (FS), which refers
to the process of selecting relevant features (i.e., variables)
from the original features [11]. As a dimensionality reduction
technique, FS is considered to be a more desirable process
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(compared to feature extraction which creates new features) in
the biomedical context, since the transformation undermines
the understanding of original features [12].

Nevertheless, little is known about the consequences of
adding FS to an ML pipeline on the final explanations. In this
work, a systematic workflow performed on 145 datasets inves-
tigated the impact of the combination of several FS/ML models
on the final prediction explanations obtained. Results showed
that incorporating explanation-based metrics to perform FS
would provide better ML explanations for users, suggesting
their interest to improve ML-based decision support in the
biomedical field.

A. Feature selection
According to the ”no free lunch” (NFL) theorem [13],

there is no omnipotent feature selection method. Many meth-
ods have been developed over the past decades for various
purposes. FS methods can be categorized into three main
types according to their dependency on an ML model, i.e.,
filter, wrapper and embedded. Filter methods are independent
of the learning model and focus on the evaluation metric
computed solely from the data (features and target). Filter
methods can be further subdivided into similarity-based, in-
formation theory-based, sparse-learning-based, and statistic-
based methods [14]. The wrapper methods are ”wrapped”
into the learning model; they directly use the final model in
the evaluation of the subset. The wrapper method must then
be considered as an optimization problem. Current research
emphasizes the search strategy, using either Genetic Algorithm
(GA) [15]–[18], Swarm intelligence [19]–[21], Simulated An-
nealing [22]–[24] or other meta-heuristic algorithms [25]–[27].
Embedded methods mean that the ML algorithms integrate the
FS process intrinsically. For example, since the tree and rule-
based models incorporate splitting steps during training, part of
the features can consequently be discarded. Another example
is the regularization-based model, especially the Lasso [28]
which penalizes small values and makes regression coefficients
sparse, hence playing the role of FS.

A critical issue in comparing FS methods is defining the
quality. Using synthetically generated data allows a calibrated
field of experimentation with clear ground truth, which makes
it easier to evaluate FS methods by creating an accurate
indicator of success rate [29], [30]. However using real-world
data is more complex since defining a clear ground truth is
seldom possible, and the most common practice has been
to use an indirect indicator [11], typically a performance
metric (e.g., accuracy [30]–[35], balanced accuracy [31], [36],
[37], classification error [33], [38], AUC [35], [37], [39]).
Nevertheless, researchers have demonstrated that accuracy is
not sufficient to identify the fitness of a ML model [40], [41].
As a result, a substitution of accuracy must be found for the
evaluation of FS methods.

B. Additive methods in XAI
To address the lack of transparency of traditional AI in the

biomedical field, the usage of XAI has been expanding in
recent years [42]–[45]. XAI methods can be categorized as

intrinsically explainable models and post-hoc methods [46].
The former refers to the ML model itself, i.e. glass-boxes,
self-explainable given its structural simplicity (e.g. decision
trees, rule-based models [47], fuzzy systems [48], [49]). Post-
hoc methods need additional calculation after model training,
since they are in fact model-agnostic, and therefore more
broadly applicable. An alternative taxonomy classifies model
explanations into local and global. Local explanation refers
to the individual explanation of each instance, while global
explanation refers to the explanation of the entire model
behavior. The local explanations may be converted into a
global explanation, through statistical concepts [49] or additive
methods.

Additive methods, popular for ML in the biomedical field
[42], [43], explain a model by assessing the contribution of
each feature for each instance, and the global explanation is
derived by averaging all the local explanations of the instances.
LIME (Local Interpretable Model-agnostic Explanations) [50]
generates neighborhoods for each instance to be explained
and trains an interpretable linear model with the neighboring
data. The prediction of the instance is explained by this linear
model as a vector of feature weight. Another well-known
concept was inspired by the game theory, i.e., Shapley values
[51]. The influence on the prediction of a feature is computed
based on the margin contribution to all possible coalitions of
this feature. To avoid the exponential time complexity, the
Shapley value was approximated by Monte Carlo Sampling
[52]. The Coalitional-based method [53] proposed to create
groups of features in advance, approximating the influence
of features based only on the pre-computed groups, rather
than all coalitions. Another solution, SHAP (SHapley Additive
exPlanations) [54] adopts the same concept of perturbation as
LIME to estimate the feature importance. Some model-specific
explainers, such as TreeSHAP, LinearSHAP and DeepSHAP,
were proposed to overcome the computational burden of
KernelSHAP, which is model-agnostic.

C. Feature Selection and XAI
Before its use in XAI, the game theory and Shapley val-

ues were used as feature selection evaluation metrics [55]–
[57]. Shapley values have also been integrated into other
FS techniques such as Borutashap [58], [59]. Indeed, since
the additive methods assign the contribution values to each
feature, some studies use direct feature importance of the
global explanation as an FS method [60], [61]. In an alternative
approach, SCI-XAI [62] integrated FS and XAI concepts into a
single pipeline, but this work only took Tree-based Ensemble
models into account, and used a fully interpretable model to
quantify the impact of FS methods. Therefore, it is difficult to
generalize to all real-world cases due to model and explainer
limitation.

II. METHODOLOGY

A. Experimental workflow
The following steps were implemented to investigate the

impact of the feature selection methods on the explanations
obtained (Figure 1): dataset selection, feature selection, model
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Fig. 1. Experimental workflow.

training, and model explanation with the subsequent calcula-
tion of suitable metrics. The results of the experiments together
with supplementary materials are accessible on Github1.

1) Dataset selection from the OpenML repository: OpenML
(Open Machine Learning) [63] is an open science data repos-
itory for ML, including thousands of datasets available from
a variety of application fields. This work was restricted to
datasets with 1) binary classification tasks, 2) continuous
explanatory features only, 3) no missing data, 4) 10 to 150
features, 5) less than 12,000 instances.

229 datasets met the previous conditions. A manual sorting
step allowed the exclusion of twenty-four duplicate datasets.
Sixty-four time-series datasets were detected. Since they could
not be handled by traditional classifiers [64], and because
they were all historical exchange rate datasets, only 3 were

1https://github.com/haomiaow/XAI_feature_selection

randomly chosen, removing the timestamp feature. Finally,
144 datasets were taken into consideration for the experiment.

2) Feature Selection: A wide range of FS methods was
implemented to cover both the different families of FS
(filter, wrapper and embedded) and different computational
approaches within the same family. Among filter-based fam-
ily, similarity-based methods (fisher, reliefF [65] and spec
[66]), statistic-based methods (f and chi2), sparse-learning-
based methods (rfs [67]) and information-theory-based meth-
ods (mrmr [68], cmim [69] and jmi [70]) were undertaken. For
embedded methods, feature importance (Random Forest, rf ) or
coefficient (Linear Support Vector - svm, Logistic Regression
- lg) were used as feature ranking. For the wrapper method,
borutaShap, feature ranking was obtained by combining the
Boruta technique with SHAP values [58]. The workflow
included a recursive feature elimination step with 5-fold cross-
validation (RFECV) [71], to determine a suitable threshold
in a reproducible way. A RandomForest with hyperparame-
ters tuned (max depth, min sample) beforehand through grid
search was used in the RFECV.

3) Model Training: Four classification algorithms were cho-
sen to reflect a certain diversity of algorithmic strate-
gies in ML: Elastic-Net (i.e., en, penalized linear model)
[72], K-Nearest Neighbors (i.e., knn, distance-based model),
Naive Bayes (i.e., nb, probabilistic model), XGBoost (i.e.,
xg, tree-based ensemble model) [73]. The hyperparame-
ters of en (l1 ratio), knn (n neighbors) and xg (max depth,
min child weight, gamma, eta) were tuned by grid search with
5-fold cross-validation. Each classifier was trained separately
with each feature subset generated by each FS method (as
previously described). All instances were used for training to
avoid any bias caused by sampling. An accuracy score was
also computed as the performance metric.

4) Model Explanation: As a model-agnostic explanation
method, LIME can be applied to any model, regardless of
the ML model employed. As an additive method, it assigns an
influence value to each feature of each instance, which repre-
sents its contribution to the prediction. Moreover, an advantage
of LIME over other additive methods such as KernelSHAP and
coalitional-based methods is less computational complexity
when the number of features increases [74], which is critical
for the feasibility of this study.

B. Used Metrics for explanations comparison

The goal of the experiments was to identify the FS method
that achieves the highest level of accuracy with the fewest
number of features while making the smallest alterations to
the original explanation. The first two can be easily measured
by the accuracy value and retention rate. For the third criterion,
four metrics were computed to compare the explanations
obtained after FS for each ML model, with the complete model
(without FS) used as a reference.

1) Kendall rank correlation coefficient: As a local method,
LIME computes a global explanation with feature importance
ranking using Equation 1, where Mi,j denotes the jth feature
explanation of a given instance i in a dataset with n instances
and f features, Function argsort(vf ) returns the descending

https://github.com/haomiaow/XAI_feature_selection
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order of an f -element vector (i.e., feature importance vector)
:

ranking = argsort(

n∑
i=1

|Mi,j |) (1)

The Kendall rank correlation coefficient [75], i.e., Kendall’s
τ , is a non-parametric statistic that measures the similarity
between two rankings. This method compares the position of
each element pair in the two rankings to determine whether
the pair is concordant or discordant. Equation 2 defines the τ
using the number of concordant and discordant pairs:

τ =
# of concordant pairs−# of discordant pairs

1
2 × n× (n− 1)

(2)
where n is the number of elements in a ranking.

A τ of 1, 0 or -1 means the two rankings are identical,
independent or inverse, respectively. Since the same features
are required for comparison, only the intersection of two
subsets was considered.

2) Relative influence change: This metric is complementary
to τ since it is possible to observe changes in feature ranking
with small changes in influence. A feature’s contribution
eliminated by feature selection was considered as zero. In
order to make the influence metric independent of the number
of features, normalization was performed relative to the total
influence.

inf ′
f =

inff∑f
j=1|infj |

(3)

In Equation 3, for a given instance described by n features,
inf ′

f denotes the normalized value of the f th feature’s influ-
ence value infi.

diff =

f∑
j=1

|MFS′
i,j −MO′

i,j |
∣∣∣n
i=1

(4)

Equation 4 shows the Relative influence change between two
explanation value matrices of a dataset with n features and m
instances, MO′ denotes the normalized original explanation
matrix, MFS′ represents the normalized explanation obtained
after applying a feature selection method.

3) Composite metric of rank and influence changes: the RI
metric: The intuition behind this metric is to limit the penalty
of rank change between different features if their influences
are close, and conversely. In fact, the metric combines the
relative influence change and the ranking change. C denotes
the normalized explanation value matrices M ′ reordered by
feature importance in descending order; l stands for the size
of the selected subset of features; function PR(M,f) returns
the percentile rank of a feature f in the ranking calculated
from the given explanation matrix M using Formula 1. The
root of four serves to adjust the two penalties to the same

scale.

RI =(|PR(MFS , j)− PR(MO, j)|+ ϵ)

×(( |CFS
i,j − CO

i,j |
∣∣∣n
i=1

)
1
4 + ϵ)− ϵ2

∣∣∣∣l
j=1

(5)

4) Composite metric of rank, influence and accuracy
changes: the RIA metric: Based on the previous metric, the
RIA penalizes a model with highly degraded accuracy com-
pared to the original model. Function Acc(M) returns the
model accuracy associated with a given explanation M .

RIA =(|PR(MFS , j)− PR(MO, j)|+ ϵ)

×(( |CFS
i,j − CO

i,j |
∣∣∣n
i=1

)
1
4 + ϵ)

×(Acc(MO)−Acc(MFS)) + ϵ)− ϵ3
∣∣∣l
j=1

(6)

An analysis of variance (ANOVA) has been performed to
test for a putative significant difference between FS methods
for a given metric and a given ML model, adjusted on the
accuracy of the model, the dataset, the number of features
and instances and the retention rate. The level of significance
was considered at p-value ≤ .05 after considering multiple
comparisons using Tukey’s HSD test.

C. Running environment

The experiments were performed on a workstation with an
Intel® Xeon® Gold 6230 processor and 125GB of RAM under
Python 3.9.7. fisher, reliefF, spec, f, chi2, mrmr, cmim, jmi
and rfs were found in the Python library scikit-feature version
1.0.2. borutashap implementation was found in the library
BorutaShap version 1.0.16. rf, svm and lg, as well as the
ML models (en, knn and nb) were used from scikit-learn [76]
version 1.0.2. xg classifier was found in the library XGBoost
version 1.5.0, and the LIME library version 0.2.0.1 was used
as the explanation method.

III. RESULT

A. Statistical analysis

Figure 2-A illustrates Kendall’s τ of the feature contribution
rankings generated for each FS method, using the explanation
without FS (all) as a reference. Similar results were observed
for a given FS technique according to the different ML models,
with a tendency toward better τ for the xg ML model. The
highest τ was achieved with the xg ML model with the
borutashap FS method (.58), but in other models, the highest τ
were found with reliefF. The lowest τ was observed in the knn
ML model (spec FS model, .21). The spec FS model exhibited
the lowest coefficients regardless of the ML model, with a τ
between .21 and .29.

Figure 2-B describes the Relative influence change between
the explanations generated by each FS method, and the original
explanations (all). The most significant changes were achieved
for the rfs and rf FS technique while the least significant
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Fig. 2. Kendall rank correlation coefficient (A), Relative influence change (B), RI (C) and RIA (D) metrics. The circle size and value represent
the differences between explanations generated by the feature selection method on the x-axis and the original feature set, for the classifier on the
y-axis. The circle color indicates the standard deviation. For a given model (in row), identical letters indicate no significant difference of metric
between FS methods after adjustment on the accuracy of the model, the dataset id, the number of features and instances and the retention rate,
and using the Tukey’s HSD test as multiple test correction at a significance level of 0.05.
The x-axis shows the feature selection methods and the selection rate, average accuracy, and the number of datasets involved;

the y-axis shows classifiers and the average accuracy.
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changes were achieved for reliefF consistently across all ML
models.

The lowest RI was encountered for reliefF, with both
reduced mean metrics and standard deviations regardless of the
ML model and conversely for spec (Figure 2-C). Weighted by
the accuracy change (Figure 2-D), the positive value of RIA for
the knn model could be related to an improvement in accuracy
for all FS methods. On the contrary, for the xg model, accuracy
was slightly degraded, although the differences between FS
methods were very minor. The RIA of an FS method was
largely dependent on the choice of model.

Table I summarizes the average retention rate and accuracy
across the datasets according to the FS and ML methods,
highlighting high variability in retention rates across the FS
methods. Table II presents the pair-wise Kendall’s τ of feature
rankings between FS methods. Supposing that some tech-
niques of the same family provide fairly consistent results (e.g.,
the fisher score and the chi2 with f score), in that case, the τ
would be generally low between techniques, which would tend
to show specificities for each FS method. The retention rate
of spec (63.1%) was significantly higher than with other FS
methods (37.9 % on average). spec was the most discordant
technique compared to the others, with negative τ for almost
all comparisons (Table II).

B. Use-cases

Two biomedical datasets were chosen to illustrate how
explanations change according to the FS and ML model,
especially to clarify the relationship between model accuracy
and model explanation similarity. The summary plot of the
explanations, inspired by SHAP [54], was used below for an
overview of the model explanation.

1) Oxford Parkinson’s Disease Detection dataset: Oxford
Parkinson’s Disease Detection dataset (parkinsons, OpenML
ID 1488), contains 197 voice recordings (instances) from 23
Parkinson’s disease patients and 8 healthy individuals. Each
voice record consists of a decomposition of 21 variables (i.e.,
feature engineering) [77]. Figure 3 shows the summary plots
of each FS method for the en model. Several FS methods
exhibited very low retention rates, with only 1 or 2 features
(jmi, fischer, f, mrmr, borutashap, cmim and rf ) and resulting
in τ that cannot be estimated, or a value of 1 for Kendall’s
τ . On the contrary, spec was the most conservative with a
high accuracy rate. However, the presence of a non-monotonic
correlation between data and influence values in numerous
features has created challenges for users attempting to extract
meaningful insights. As the objective of the experiments was to
attain the highest level of accuracy and the minimum number
of features, with explanations as close as possible to the
reference (i.e., the original explanation). The lg FS technique
had the best behavior: only 8 features were chosen and the
order of importance of the variables was closely respected
compared to the full model. The explanation of most features
(7 out of 8) was monotonically related to the data values,
allowing the users to easily understand the contribution of the
features to the model.

2) Indian Liver Patient Dataset: The Indian Liver Patient
dataset (ilpd, OpenML ID 41945, [78]) contains 583 instances,
including 416 subjects with liver damage and 167 healthy
subjects. The dataset was used to evaluate liver disease
prediction algorithms and 10 features were recorded: age,
gender, TB (Total Bilirubin), DB (Direct Bilirubin), Alkphos
(Alkaline Phosphatase), SGPT (Alanine Aminotransferase),
SGOT (Aspartate Aminotransferase), TP (Total Proteins), ALB
(Albumin), AG ( Albumin and Globulin Ratio).

Opposite explanations were found between models. Age and
Alkaline Phosphatase were explained oppositely in the nb
model (47.9% of accuracy) compared to other models (71.4
to 79.1% accuracy, Figure 4). In terms of the xg model, all FS
models provided similar accuracy (Figure 5). However, their
explanations differed significantly. spec and mrmr, achieved
similar accuracy, but the explanation of mrmr was meaning-
less. The best subset was generated by borutashap, having the
most similar explanations to the full set of variables with the
highest accuracy, although this subset contains more variables
than the others FS methods.

IV. DISCUSSION

The main objective of this study was to explore the
impact of FS methods on the final prediction explanations
obtained. Although retention rate and accuracy are fairly
well-established metrics for FS method evaluation, using ex-
planations and related metrics is particularly promising for
recommending FS methods.

A. Experiment design
ML pipelines can be complex in their implementation,

i.e., being able to integrate stages of standardization, fea-
ture engineering, encoding for multi-category classification
or regression tasks. To reduce this complexity, all datasets
available on OpenML were filtered. Only datasets containing
exclusively numerical features were chosen to avoid adding a
categorical feature encoding and datasets with missing values
were excluded to avoid an additional data imputation step,
which may have itself influenced the final explanations. Size of
datasets was limited to ensure a sufficient number of features
for meaningful FS within acceptable computation times.

Only FS methods providing feature ranking were tested
in this study. Apart from these methods, subset selection is
another category of FS methods with a specific subset as the
output; these outputs could not be compared. Moreover, subset
selection methods integrate complex and sophisticated strate-
gies to simplify the exponential search for the optimal subset.
The computational expensiveness would have undermined the
feasibility of the experiment. Nonetheless, the framework
offers extensibility that enables users to conveniently integrate
any FS method (such as domain-specific FS) for comparison
with existing methods.

A crucial challenge in feature ranking is to determine a
suitable threshold [79], to select the minimal and necessary
number of features (i.e., the retention rate), hence the imple-
mentation of the RFECV step. The optimal minimum number
of features was determined as the subset of features with the
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TABLE I
NUMBER OF DATASETS INVOLVED, RETENTION RATE AND ACCURACY OF EACH FEATURE SELECTION METHOD

FS method
ML Models

# of datasets Retention rate en knn nb xg
involved avg. std. avg. std. avg. std. avg. std. avg. std.

all 145 100.0% -% 81.75% 11.95% 83.89% 9.15% 73.02% 14.53% 92.01% 7.08%
fisher 131 34.7% 28.0% 80.12% 12.66% 88.78% 7.28% 72.16% 13.59% 91.07% 7.30%

reliefF 134 36.7% 27.4% 79.03% 12.70% 89.17% 7.09% 70.26% 15.00% 91.20% 7.24%
spec 110 63.1% 29.9% 82.27% 11.88% 84.23% 11.30% 73.84% 14.79% 91.08% 7.46%

f 131 34.9% 27.6% 80.08% 12.79% 88.79% 7.30% 72.08% 13.51% 91.12% 7.27%
chi2 132 35.6% 28.2% 79.10% 14.29% 88.33% 9.90% 71.76% 13.37% 91.13% 7.40%

rfs 125 44.3% 29.0% 81.65% 11.93% 87.22% 7.98% 72.72% 13.10% 90.88% 7.65%
mrmr 127 42.7% 30.4% 79.16% 13.81% 86.38% 8.86% 70.54% 15.25% 91.48% 6.61%
cmim 133 38.7% 31.1% 79.23% 12.76% 88.26% 7.41% 70.48% 15.03% 90.90% 7.43%

jmi 132 40.0% 31.5% 79.45% 12.93% 88.28% 7.62% 69.83% 15.56% 91.11% 7.37%
borutashap 137 31.5% 25.5% 79.18% 13.12% 90.08% 6.55% 69.80% 14.73% 91.45% 7.22%

rf 135 29.3% 25.7% 78.70% 13.16% 89.84% 6.88% 70.44% 14.28% 91.34% 7.42%
svm 127 42.9% 27.1% 81.69% 11.97% 87.50% 7.66% 72.47% 13.87% 91.07% 7.82%

lg 115 42.8% 29.6% 82.71% 12.32% 87.46% 8.38% 73.73% 13.97% 90.24% 7.85%
The number in bold indicates the best value for each column (i.e., lowest retention rate, highest accuracy, lowest standard deviation) and underlined number
indicates the worst value.

TABLE II
PAIR-WISE KENDALL’S τ OF THE FEATURE RANKINGS

fisher reliefF spec f chi2 rfs mrmr cmim jmi borutashap rf svm lg
fisher 1 0.125 -0.048 0.937 0.393 0.079 0.030 0.092 0.086 0.165 0.166 0.068 0.054

reliefF 0.125 1 -0.047 0.118 0.128 0.061 0.053 0.100 0.103 0.169 0.175 0.094 0.069
spec -0.048 -0.047 1 -0.046 -0.030 -0.014 -0.014 -0.034 -0.037 -0.036 -0.039 -0.017 0.013

f 0.937 0.118 -0.046 1 0.396 0.076 0.028 0.089 0.084 0.160 0.158 0.069 0.051
chi2 0.393 0.128 -0.030 0.396 1 0.064 0.059 0.078 0.086 0.139 0.132 0.111 0.051

rfs 0.079 0.061 -0.014 0.076 0.064 1 0.057 0.093 0.076 0.087 0.095 0.130 0.124
mrmr 0.030 0.053 -0.014 0.028 0.059 0.057 1 0.208 0.210 0.047 0.050 0.066 0.052
cmim 0.092 0.100 -0.034 0.089 0.078 0.093 0.208 1 0.347 0.097 0.105 0.073 0.057

jmi 0.086 0.103 -0.037 0.084 0.086 0.076 0.210 0.347 1 0.103 0.117 0.080 0.054
borutashap 0.165 0.169 -0.036 0.160 0.139 0.087 0.047 0.097 0.103 1 0.229 0.104 0.072

rf 0.166 0.175 -0.039 0.158 0.132 0.095 0.050 0.105 0.117 0.229 1 0.099 0.077
svm 0.068 0.094 -0.017 0.069 0.111 0.130 0.066 0.073 0.080 0.104 0.099 1 0.225

lg 0.054 0.069 0.013 0.051 0.051 0.124 0.052 0.057 0.054 0.072 0.077 0.225 1
For each row, the number in bold indicates the highest value of τ (most similar) and the underlined number indicates the minimum value (the inverse likely).

highest accuracy score while features were eliminated one-by-
one. RFE algorithm is frequently combined with Support Vec-
tor Machine (SVM-RFE, [80]–[85]) and Random Forest (RF-
RFE, [81], [82], [85]–[87]), achieving powerful performance
in many studies. The size of the subset was determined by
cross-validation (CV). This paper pioneers the use of RFECV
to determine the threshold of selection, enabling automatic
comparison between ML models and FS methods. Since some
studies have concluded that RF-RFE outperforms SVM-RFE
[81], [86] and that accuracy is the best-known evaluation
metric, they were chosen for this experiment associated with
the tuning of hyperparameters. This step is of course user
definable and can be substituted by any other evaluation model
and metric.

Finally, this study deliberately focused on “classical” ML
models (en, knn, nb, xg) for classification tasks, and did not
consider deep learning models or regression tasks. However,
since the explanation method is model-agnostic, this frame-
work can be effortlessly incorporated for other ML models.

B. Retention rate and model accuracy

The consensual goal of FS is to choose the relevant and
non-redundant features. A priori, with a real dataset this
information is unknown. Therefore a common solution was

to use indirect indicators [88] such as the retention rate and
accuracy [30]–[35] to assess whether a method is able to
select as few features as possible without harming the model
performance.

One of the most influential factors of accuracy is model
selection, a fundamental question in the ML task [89]. In the
ilpd dataset, the accuracy of model nb was significantly lower
than in other models, and the explanation was also clearly
different from others. The model choice has a significant
impact on the explanation profile [74], and adding FS to a
model pipeline provides reinforcement.

Existing reviews have compared diverse combinations of
FS/ML in several application fields. The performance of FS
techniques highly depends on the context [32]. Mean accuracy
between FS methods showed no significant differences while
the retention rates were dissimilar (Table I). The most notable
example was for spec. As demonstrated in Table II, spec
provided the most different rankings compared to the other
FS methods including reliefF, although reliefF belongs to the
same family (similarity-based) and can even be considered
as a special case of the spec framework. In the original
paper [66], spec was designed to be a unified supervised
and unsupervised feature selection framework that combines
ranking, similarity and penalty functions using the graph
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Fig. 3. Summary plots for the Oxford Parkinson’s Disease Detection dataset with different FS methods in the en ML model. The features
are sorted in descending order of their contribution to the model. Each feature is renamed according to its original order in the dataset, the feature
name, and the order of importance in the explanation for the full feature set (v[OriginalOrder] [FeatureName] [ImportanceOrder]).
For each feature, a dot represents an instance of the dataset (red for a high feature value and blue for a low value). A positive value on the x-axis
indicates feature contributes positively to the prediction for this instance, and conversely for a negative value.

spectrum. The adaptation of spec to unsupervised FS can cause
the ranking of generated features to be out of alignment with
other FS methods, which varied the retention rate but had little
effect on accuracy.

For quite identical accuracies, explanations can lack mean-
ing, as was the case for the mrmr method in the xg model of
the ilpd dataset (Figure 5). This issue was due to the extremely
low retention rate and an imbalance in the target class (a
frequent characteristic of biomedical datasets [90]). The model
almost used the ZeroR rule [91], which directly returns the
majority category as the prediction. The parkinsons use-case
(Figure 3), demonstrated that the method with the highest
accuracy does not guarantee that the explanations will be
similar to the original explanations. That means, if physicians
expect relevant explanations, an accuracy-focused practice can
lead to inappropriate decisions. Thus, an alternative metric is
required to supplement accuracy.

C. Retention rate and model explanation

The main difficulty in assessing feature selection methods
is the lack of a ground truth [11]. The complete model
(i.e., model trained with all features) contains all available
information captured by the ML model and reflected in the
explanations (i.e., the full explanation). The hypothesis of
this work was that explanations could serve as ground truth,
containing the influence of each feature in the model and
all confounding factors between features. The aim of FS in
the biomedical field may be not only to improve or maintain
accuracy, but also to preserve as much information [14] as
possible from the original model with a minimum number of
features. In fact, the closer the explanations are to the full
explanation, the better is FS method, although there may be a
slight degradation in accuracy.

The explanations contain two types of information about the
features: 1) the influence of the feature on the prediction, and
2) the importance of the feature, which represents the position
of a feature in relation to other features. In XAI studies,
the former has been used to measure differences between
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Fig. 4. Summary plots for the Indian Liver Patient dataset with a full feature set in four models.

explanations [92]. Relative influence change thus allowed to
consider influence changes of each feature. Feature importance
by ranking was rarely investigated. Kendall’s τ [75], was used
in this work to measure the correlation between two rankings.

The present work demonstrated that the information pro-
vided by ranking and influence differed significantly and were
therefore complementary. Consequently, the originality of RI
is to combine both metrics to provide a comprehensive view of
explanation differences. It has been demonstrated that accuracy
plays an essential role in FS evaluation. Therefore, RIA was
designed to account for accuracy changes. Furthermore, the
threshold for selecting features was determined using accuracy
via RFECV. It would also be interesting to use metrics based
on explanations to determine the suitable number of features
to select.

D. Retention rate, model accuracy and model
explanation

Classically for FS, the minimal subset of features to be
selected was determined using the accuracy. However, in
biomedical applications, the stakeholders may have their own
preferences and priorities for FS. For example, physicians can
prioritize understandable and reliable explanations to commu-
nicate effectively with patients. A loss of accuracy, within
reasonable limits, can thus be assumed if the explanations
better correspond to reality.

The three-way relationship between the retention rate,
model accuracy and model explanation was explored (Figure
6). In most cases, these three dimensions are difficult to concil-
iate: the optimal FS method was different for each dimension.
reliefF and spec had completely different behaviors, with high
accuracy/high retention rate/high variation of explanations and
lower accuracy/low retention rate/low variation of explana-
tions, respectively. lg and rf providing the best accuracy and
retention rate, respectively.

A trade-off must then be made between the three dimen-
sions, to be considered in a future FS recommender system
and matching with user priorities.

V. CONCLUSION

In brief, FS must take into account the characteristics and
complexity of the dataset and select the appropriate evaluation
measures. As stated in the NFL theorem, no single method is
the best in every dimension. Each metric also has its own
properties. Accuracy of a model is not always trustworthy,
while the explanations of the model seems more reliable but
much more resource-consuming. The accuracy could be used
as a precondition before calculating the explanations as the
balance between the three factors made sense only when
accuracy was within an acceptable range.

Each decision maker and medical issue has its own pref-
erences, it might be better to let users decide according to
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Fig. 5. Summary plots for the Indian Liver Patient dataset with different feature selection methods in the xg model.

Fig. 6. Positioning the feature selection methods for en model in a tridimensional space with axes that represent respectively explanation
(RI), accuracy and retention rate.

their own needs and create a ”Human-in-the-loop” iteration
for feature selection included in the entire ML pipeline. In
future work, the study will concentrate on the application
of this FS solution on others biomedical datasets with the
help of domain experts. New metrics and workflows based on
user experience can be developed and integrated into existing

systems. The ultimate FS solution should be hybrid, both data
and knowledge-driven.
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[6] P. Ala-Pietilä, Y. Bonnet, U. Bergmann, M. Bielikova, C. Bonefeld-
Dahl, W. Bauer, L. Bouarfa, R. Chatila, M. Coeckelbergh, V. Dignum,
et al., The assessment list for trustworthy artificial intelligence (ALTAI).
European Commission, 2020.

[7] K. Lekadir, R. Osuala, C. Gallin, N. Lazrak, K. Kushibar, G. Tsakou,
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