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ABSTRACT   

Coastal erosion is a major problem that has been worsened by climate change, along with other natural occurrences like 

droughts and marine flooding. Countries situated along coastlines are facing significant challenges when it comes to 

preserving their land and protecting their people and assets. To mitigate the damage caused by the encroachment of the 

sea on land, effective monitoring tools and methods are required. Several remote sensing techniques and methods have 

been developed to address these issues, including machine learning and deep learning methods. In this study, object-

oriented analysis (OBIA), pixel-oriented analysis (PBIA), and convolutional neural network (CNN) methods are used to 

automatically detect and extract the Greater Libreville coastline, based on Pléiades very high-resolution satellite image 

dating from 2022. Three test areas were chosen there and then extracted. The first zone is located in the north of the 

municipality of Akanda (marked by the presence of small coastal cliffs). The second zone is located in the commune of 

Libreville (sandy beach). The third zone is located in the municipality of Owendo (artificialized beach, mostly muddy). 

The images of the three zones were the subject of a classification based on the methods mentioned above. Results of 

proposed methodologies showed competitive Overall accuracy (OA) values obtained with OBIA method and the CNN 

model. However, the OBIA method using Random Forest algorithm (RF) achieved the highest accuracy rates, which 

reached 95%, 90%, and 80% for the 3 test areas respectively.  

Keywords:  Remote sensing, machine learning, deep learning, Grand Libreville, coastal erosion, OBIA_PBIA, RF, 

SVM, CNN 

 

1. INTRODUCTION  

 
Artificial intelligence (AI) is an essential tool of the current era. It is present everywhere, both in our homes and 

outside. Although AI is somewhat controversial because it is seen as an adversary to humans, it is proving to be a 

revolution for humanity in several areas. Machine learning (ML) and deep learning (DL) are subfields of AI that offer 

many algorithms that are widely used in various professional fields on different topics. Geomatics deals with various 

related subjects, such as human activities, agricultural plots, drought and coastal erosion monitoring, and various other 

human pursuits. It has been able to integrate ML and DL using robust and reliable algorithms. The ML algorithms 

include decision trees (DT), the k-nearest neighbors (K-NN) algorithm, linear regression, the Naïve Bayes algorithm, 



 

 
 

 

 

 

logistic regression, gradient boosting, forests (RF), and the support vector machine (SVM). On the other hand, DL 

integrates several algorithms such as, convolutional neural networks (CNN), recurrent neural networks (RNN), radial 

basis function networks (RBFN), long-term and short-term memory networks (LSTM), iterative adversarial networks 

(GANs) and restrictive Boltzmann machines (RBM). 

Coastal erosion is a topical issue that has been the focus of renewed attention for several decades. “Coastal areas 

will see continued sea level rise throughout the 21st century, contributing to more frequent and severe coastal flooding in 

low-lying areas and coastal erosion. Extreme sea level events that previously occurred once in 100 years could happen 

every year by the end of this century”. Given this reality, several developed countries have conducted decades of 

research to find solutions to this problem. While several developing coastal countries are struggling to assess the 

evolution of their coast. In this study, which deals with the detection and extraction of the Greater Libreville coastline, 

machine, and deep learning methods were used, including random forest (RF) and support vector machine (SVM) for 

machine learning and CNN for deep learning. These are considered to be among the most effective classification 

methods. Nevertheless, opinions differ on their accuracy, even though their reliability is undisputed. Some studies 

confirm the similarity of classification accuracy between random forest and support vector machine ([1], [2]). However, 

studies ([3], [4], [5]) believe that SVM outperforms RF. Conversely, other studies ([6], [7], [8]) tend to believe that RF 

performs better than SVM. As for CNN, according some studies [9], [10] give more satisfactory results than RF and 

SVM. In this paper, we evaluated the performance of these different approaches for the detection and extraction of the 

Greater Libreville coastline using Pléiades very high-resolution image from 2022. For this comparison, we selected the 

models whose relevance was based on the parameterization of the number of trees (Ntree) and the number of variables 

(Mtry) for the RF, the cost value (C), and the gamma (γ) penalty function for the SVM, the scale and homogeneity for 

the CNN. 

 
2. Study area 

 

The Grand Libreville town is composed of four municipalities (Figure 1), namely Libreville, Ntoum, Owendo, and 

Akanda. The area is situated within the coastal sedimentary basin of Gabon, which is characterized by low altitudes. 

Three study areas were selected in the coastal municipalities of Greater Libreville to apply the proposed methodology. 

The first area is located in the municipality of Akanda and covers an area of about 5 km. It is covered with shrubby 

vegetation and characterized by small discontinuous coastal cliffs. In addition, the beach is essentially characterized by 

an extension of the reef flat towards the sea and covered with a thin layer of sand. The second one, located in Libreville, 

is more urbanized and extends over approximately 4 km. Its projecting sandy beaches leave rocky outcrops in some 

places. This sector is part of the heart of the capital and boasts many infrastructures, including roads, schools, hotels, 

restaurants, and residences located along its sandy beaches. The third area, located in Owendo, is an urbanized area that 

stretches for about 13 km. 



 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Geographic situation of the study area 

 

3. Methodology 

To address the assigned purpose of this study, the proposed methodology includes the following steps: the 

choice of the baseline of the coastline, the choice of data, the processing tools, and the processing methods. 

There are about 45 coastline indicators [11] depending on the type of coast around the world. The vegetation limit, 

the outer limit of coastal construction, the run-up limit, and the limit between the dry sand and the wet sand are the 

references used for the characterization of the coastline of our three test zones. 

 3.1 Materials 

Both open-source and paid software were used, these are QGIS, Orfeo tool box (OTB), ArcGis, and eCognition. 

QGis (version 3.28.4) was used for image preprocessing, image segmentation, and cartographic presentation of our input 

data (images and samples). OTB (version 8.1.1) was useful for the generation and prediction of RF and SVM 



 

 
 

 

 

 

classification models for both PBIA and OBIA approaches. ArcGis (version 10.8.1) on the other hand was used to 

generate the training and verification points selected according to the characteristics of the images randomly. These data 

are very important for the application of the different methods. Also, ArcGis was used for the extraction of the coastlines 

of our different areas of interest as well as the layout of the final cartographic results. To carry out the image 

classification through CNN, we used eCognition software version 10.0. 

  3.2 Machine learning approaches 

Two machine-learning algorithms were established and compared: RF and SVM. The objective was to define the 

most efficient one for the accurate detection and extraction of the coastline. These algorithms were applied in two image 

levels according to PBIA approach based on pixels and the OBIA approach based on image segmentation. 

The pixel-based image analysis approach is a process that consists of classifying each pixel of an image directly 

according to its spectral similarity. It was tested using OTB software for shoreline detection. Five steps were followed: 

identification of thematic classes, model training, classification, accuracy assessment, and shoreline extraction (Figure 

2). In this context, we decided to classify our image into five classes as previously defined. For each class, at least, 200 

samples were created using ArcGIS software. Of the samples, 80% were used in the training phase, and the remaining 

20% were used for the crucial validation phase. It was imperative to use the input data, which is the very high-resolution 

Pléiades image and the training and validation samples, to test the robustness of the random forest (RF) and the support 

vector machine (SVM) for the classification pixel by pixel (figure 2). 

Figure 2: Shoreline extraction by PBIA approach 

Object-based image analysis (OBIA), on the other hand, is based on the fundamental principle that an image is not 

made up of pixels but of several objects. Objects are created based on similarity criteria built on the spectral response, 

texture, and neighbourhood. The eCognition software was the main tool used to perform this analysis. This approach is 

almost identical to the previous one, with one difference: the segmentation phase. Segmentation is a crucial step that 

strongly influences the classification quality. The scale parameter in multiresolution segmentation is key to controlling 



 

 
 

 

 

 

the size of the segmented objects, and should be optimized for improving OBIA classification [12]. There are a 

variety of segmentation algorithms. For this study, multi-resolution [13] segmentation algorithm was selected, making it 

possible to extract some relevant information (figure 3).  

Random Forest is an algorithm built into the OTB software. Build multiple decision trees using a randomly 

selected subset of samples and learning variables. It is one of the most successful classifiers in machine learning. It has 

many advantages, such as high-precision output [14]. Despite the robustness of radio frequency, it also has some obvious 

disadvantages, such as tree visualization, due to the use of multiple trees for prediction [15]. Its classification division 

rules are ambiguous, so it is considered a black-box classifier [14]. The Ntree and Mtry are the two parameters that 

strongly influence the RF. They are user defined. The influence of these parameters on the different precision and the 

Mtry parameter is more significant than the Ntree parameter [16]. Nevertheless, the use of the optimal values for the two 

parameters is essential to obtain a better precision. Belgiu and Drǎguţ [17], proposed 500 as the default number for 

Ntree. Along the same lines, Guan and al [18]  advise as many Ntree values as possible, indicating that the RF classifier 

is efficient/robust and resistant to overfitting. Regarding the Mtry parameter, it is usually defined as the square root (sqrt) 

of the number of input variables unlike other researchers who intend it to be equal to the total number of available 

variables [16]. The opinion of Belgiu  and Drǎguţ [17]  is completely opposite and asserted that setting such a value can 

however affect the speed of the algorithm because the method has to calculate the information obtained from all the 

parameters expressed to split the nodes. 

In this work, we assigned the values of 15 and 100 respectively to Ntree and Mtry after several tests. This 

setting was maintained for each of the study areas. After training the model and passing it through the classification 

phase, we tested its reliability, and for this, 20% of the samples were used to produce the matrix and calculate the Kappa 

coefficient and the overall accuracy (Overall Accuracy) on OTB (Figure 3). Then the image, which was in the raster file, 

was converted to a vector file. The last step was the extraction of the coastline. 

 

 

Figure 3: Shoreline extraction by OBIA approach 

Another algorithm was tested, it’s the support vector machine (SVM). It is a supervised machine learning 

classification algorithm [19]. It is a linear classifier. It is part of the most powerful machine learning (ML) algorithms. 

The basic principle of SVM is to reduce a classification or discrimination problem to a hyperplane (feature space) in 



 

 
 

 

 

 

which the samples are separated into several classes whose boundary is as far as possible from the data points (maximum 

margin) [20]. 

Several kernels, such as linear, polynomial, Gaussian radial basis function, and sigmoid kernels can be used in SVM 

models.. The cost parameter C and the gamma parameter are the two main parameters that can significantly affect the 

performance of the SVM. RBF is the most popular used in support vector machines. In this work, the linear kernel was 

applied and the default values of two parameters were maintained, namely 1 for each of the parameters. 

 

 3.3 Convolutional neural network (CNN) 

 
The CNN architecture was created in Trimble eCognition Developer (v.10). The CNN Training process consists of 

three main steps: 1) creating patch samples, 2) generating and training the model, and 3) applying the model. To this 

process is added that of classification based on the Object-Based Image Analysis (OBIA) (Figure 4). First, it would like 

to point out that the convolutional neural network is a deep learning (DL) model inspired by the architectures of 

biological neural networks. This model is inspired by the ability of the human brain to detect and process text, images, 

and videos. CNN is composed of neurons with learnable weights and biases [21]. 

 As input, convolutional layers use patches of image samples containing all the features by scanning the entire 

image. The first convolution layer detects image features such as edges, shapes, and textures. Subsequent layers then 

detect more complex features based on the features detected by the previous layer. A fully connected layer that combines 

the features detected by the convolution layers and uses them to classify the image usually follows the last convolution 

layer. 

Several parameters are crucial for CNN optimization. Tuning the sample patch size, hidden layers and learning rate 

are essential steps to obtain a performing model. Thus, in order to choose a relevant sample patch size, we took into 

consideration the dimensions of our five target classes (Water, wet sand, dry sand, vegetation, and urban). Since the 

patch sample size is considered one of the most critical parameters in the optimal CNN architecture [22], several sample 

sizes were tested: 8×8, 10×10, 16×16, 20×20, and 32×32 pixels. After having followed a cross-validation process, the 

CNN models of our three test images (Akanda, Libreville, Owendo) were fed with the 20×20 sample patch size; 8×8 and 

20×20 pixels respectively. In total, the global number of labeled sample patches for training the models of the images 

Akanda, Libreville, and Owendo are respectively: 5000, 10000, and 10000. 

Once the sample patches have been created, the next step is to create the CNN model. In this process, all spectral 

bands of the input data have been solicited. Two hidden layers were constructed for each CNN model after running 

cross-validation and evaluating the CNN output accuracy results. The maximum pooling was applied. Then following a 

cross-validation method, a convolution was implemented. The models of the images of the Akanda and Owendo areas 

were parameterized so that the kernel size  value  of the first layer is 5 × 5 and 7 × 7 for that of the second layer. While 

the second model, the one generated from the Libreville area image has a kernel size of 3x3 for the first and second 

layer.  



 

 
 

 

 

 

In training step of CNN model of Akanda area, the following parameters were retained: patch size of 50 and 5000 

training steps. From a cross-validation process revealed that the optimal learning rate to be set at 0.0006. This made it 

possible to achieve a good performance. The same configuration was assigned in the case of CNN architecture of the two 

other areas. Moreover, after several cross-validation processes (with rates set at 0.0008, 0.0006, 0.0005, 0.0003 and 

0.0001), their optimal learning rate retained was 0.0001 each. Note that if the learning rate is insufficient, it can either 

increase the time of the learning process (at low rate), this could block the network in the local minima, or reduce it (at a 

high rate), but it is could then, in this case, that the network does not reach the minima. In both cases, it would be 

impossible to obtain correct weights.  

The application of the CNN generated from the three images allowed to obtain three thermal maps were generated 

based on fully connected layers. The layers correspond to the occupation of the ground according to the five predefined 

classes. These heatmaps have a unit for each class predicted by CNN where two possibilities were considered: a value 

close to 1 or a value close to 0. The first case would indicate a higher probability of the category, while the second case 

would indicate a probability weaker. 

 The results of the training of the built models of the three zones images served as input datasets for the OBIA 

classification. The latter is dedicated to the development of automated methods for the segmentation of geospatial 

imagery into image objects. Since the CNN is carried out at the pixel level, the OBIA approach will be applied to it so 

that the entirety of this image is transformed into a segmented object image from the multi-resolution algorithm [23].This 

last is a widely used segmentation algorithm for very high spatial resolution data applications. It is based on the 

evolution of the fractal network and aggregating individual pixels into objects of increasing size at several levels in an 

iterative process. Critical MRS issues are parameter optimization and segmentation quality assessment. This 

segmentation process is based on three parameters whose adjustment is submitted to the user. Mainly: 1) the scale, 

(defined as the maximum allowed heterogeneity within the objects); 2) the shape (weight between the spectral and a 

shape factor); and 3) compactness (regularization factor). After cross-validation, the scale, Shape and compactness 

parameters were set to: 20, 0.9 and 0.1 respectively for the images of our three areas of interest. The resulting objects 

were trained and classified based on a combination of neighborhood, spatial properties, and similarity in CNN 

probability. After final classification, the polygon vector images obtained were converted to polyline format in order to 

detect and extract the target shoreline on each of the images. The selected coastlines are the limit of the run-up, the limit 

between dry sand and wet sand, the limit of vegetation on the sea side as well as the limit on the land side of protection 

works. In fact, the extraction is done by selecting the class identifier of interest in the attribute table and eliminating all 

other class polylines (figure 4). 



 

 
 

 

 

 

 

Figure 4: Shoreline extraction from CNN integrated with OBIA 

3.4 Accuracy assessment 

 Through precise evaluation, the reliability and relevance of the comprehensive method for shoreline extraction in 

the three test areas developed in this study can be assessed. The accuracy assessment is based on precision indices 

generated by the confusion matrix, namely OA, Kappa index and all other precision indices by class (class precision, 

class recall and class F-score). A visual inspection was also performed. To form the confusion matrix for each image of 

the different test regions, the result of the classification was crossed with the 20% sample dataset manually created by 

“Edit function” (ArcGis). This approach is applied based on the “ComputeConfusionMatrix” process on OTBv8.1.0. 

3.5. Data 

   3.5.1 Pleiades 

The methodology followed in this study was applied to three  Pléiades satellite images acquired on 21 and 27 

August 2022, and provided by Airbus DS. The images available with high spatial, multispectral, and panchromatic 

resolution have four bands: red, green, blue, and near-infra-red. The precision of this image is 2 meters (Table 1). The 

projection system of the study areas is  (WGS 84 32 N). 

 

 

 

 

 



 

 
 

 

 

 

 

 

Images Acquisition day Precision (m) Resolution (m) 
 

    Pléiades _PHR1A 

Akanda 

 

2022-08-27 

 

2 

4 spectral bands: visible Red, 

Green, Blue and Near infrared 

(RGB and NIR) 

 

Pléiades_PHR1A 

Libreville 

 

2022-08-21 

 

2 

4 spectral bands: visible Red, 

Green, Blue and Near infrared 

(RGB and NIR) 

 

Pléiades_PHR1A 

Owendo 

 

2022-08-27 

 

2 

4 spectral bands: visible Red, 

Green, Blue and Near infrared 

(RGB and NIR) 
Table 1: Pleiades characteristic 

Previously, these images went through a pre-processing phase to improve their visual quality (figure5). First, the 

images collected were georeferenced using the "georeferencing" tool. Georeferencing allows the user to define the 

location of rasters to be georeferenced in their spatial location based on geographic coordinates. In our case, a satellite 

image of Greater Libreville dating from 2013 was used as a base. Then; the images were mosaicked using the “mosaic” 

algorithm. Tiling allows multiple rasters or images from the same sensor to be merged into a single overview image. At 

another time, this mosaic underwent an orthorectification. An ortho-rectification is a process allowing correct the 

geometry of the images in order to make them superimposable with other rasters. Finally, our three different areas of 

interest were extracted from this mosaic from the Polygon Shapefiles representing the companies in the areas. The 

"raster" tool was used for this purpose. 

 

Figure 5: Pre-processing of images 

3.5.2 Samples creation  

Furthermore, other data just as necessary as the previous ones have been collected. These are the training and 

validation samples. These samples provide information about the surface characteristics of the area studied. They are 

labelled and organised into classes. In our case, five classes were retained, namely: water, wet sand, dry sand, vegetation, 

and urban (figure 6).   



 

 
 

 

 

 

 

Figure 6: Creation of samples 

As with the type of algorithm chosen, the quality and number of classified samples has a significant impact on the 

accuracy of the expected result (land cover map). The selection of samples is therefore a crucial step. Controversy over 

the size of these samples exists in the scientific community. For some, to obtain good classification accuracy, the training 

data must represent 0.25% of the total study area [24]. In contrast, others argue that training samples should not be less 

than 10 times the number of features in the classification model [25]. Never mind, you have to choose a large number of 

samples to improve the results. 

Two hundred (200) train samples were created for each class in the three test zones. We took care to ensure that 

these points did not overlap. We then converted these points into polygons (squares) to form the various models. Each 

sample was labelled according to the class it belongs to. 

 

4. Results and discussion 

 

 The results presented within the framework of this study come from the application of three approaches, which 

are the PBIA, the OBIA and the CNN. The first two approaches were designed from models based on two algorithms: 

RF and SVM. As for the CNN, it was combined with the OBIA approach. Given the diversity of the results obtained, the 

analysis will be based on the results of the approach that demonstrated the best performance rates for the classification of 

the three test areas located respectively in the municipalities of Akanda, Libreville and Owendo. 15 classified images 

from the three different approaches were obtained. Each algorithm was tested on the three test areas. As well as with the 

PBIA and OBIA approaches, the RF recorded the best classification performance rates but those obtained from the RF-

OBIA are the most relevant (Table 2).  
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 PBIA  OBIA  

 RF SVM RF SVM CNN 

Zone 1 

(Pléiades_Akanda) 

OA : 87 % 

Kappa : 83 % 

OA : 86 

% 

Kappa : 

82 % 

OA : 95 

% 

Kappa : 

94 % 

OA : 92 % 

Kappa : 90 % 

OA : 91 % 

Kappa : 

88 % 

Zone 2 

Pléiades_Libreville) 

OA : 89 % 

Kappa : 86 % 

OA : 79 

% 

Kappa : 

74 % 

OA : 90 

% 

Kappa : 

88 % 

OA : 82 % 

Kappa : 77 % 

OA : 68 % 

Kappa : 

75 % 

Zone 3 

Pléiades_Owendo) 

OA : 80 % 

Kappa : 75 % 

OA : 79 

% 

Kappa : 

74 % 

OA : 80 

% 

Kappa : 

75 % 

OA : 67 % 

Kappa : 58 % 

OA : 79 % 

Kappa : 

74 % 

Table 2: comparison of the performance of ML and DL algorithms 

 

OA and kappa values of the image classifications of the three zones are respectively: 95% and 94% for the 

Akanda zone; 90% and 88% for the Libreville area and 80% and 75% for the Owendo area. Overall, SVM-OBIA was 

also achieved satisfactory results. It showed OA index and kappa index rates of 92% and 90 for the Akanda area; 82% 

and 77% for the Libreville area and 67% and 58% for the Owendo area. The approach having been the least efficient for 

the classification of the coastline of the three images of the test areas is the CNN. The OA and the recorded kappa indices 

are respectively: 91% and 90%, 68% and 75 and 79% and 74%.  

Of the 15 images resulting from the tests of the different approaches, only three images will be presented zone (1, 2 and 

3). These are the resulting classification images from the RF-OBIA. The figures below (figures 7, 11 and 13) present in 

each case the image of the study area and then the result of its classification 

 



 

 
 

 

 

 

 

Figure 7: Zone 1 classification by RF-OBIA 

 

The results obtained using the confusion matrix show that the learning rates per class are correct since they are 

above 90% in most cases. All five classes (water, wet sand, dry sand, vegetation and urban) are represented. The 

confusion matrix presents slight classification conflicts between the classes "wet sand" and "dry sand" and "dry sand" 

and "urban". This confusion may arise from the fact that certain pixels of the sand have spectral information similar to 

certain pixels belonging to the "wet sand". The slight confusion between the two other classes can also be explained by a 

similarity of spectral signature between dry sand and bare soils included in the "urban" class. Furthermore, it would like 

to point out that in the majority of cases, the class "wet sand" actually represents the rocky flat which is covered with a 

thin layer of wet sand. The indicators by class (precision, recall and f-score) are also correct since they are above 90% in 

most cases. 

From these excellent results, the coastline was extracted by converting the polygon vector image into polyline 

vectors. This made it possible to extract the coastline (Figure 8) by selecting the vegetation and urban classes in the 

attribute table. 



 

 
 

 

 

 

 

Figure 8: Shoreline extraction by RF-OBIA in zone 1 

 

The coastline extracted is that defined by the limit of the vegetation at the top of the cliffs. The top of the cliffs 

are not always covered with vegetation. In the rare cases where the vegetation is hindered by built-up areas, the limit on 

the sea side of the building (barrier) was considered for In addition, the coastal line is also a broken aspect linked to the 

confusion of classification between vegetation and buildings. It can be seen that there are linear sectors belonging to the 

“urban” class which encroach on the vegetation in urbane zone. In this case, we consider this linear as a coastline 

because it reflects the limit of vegetation at the top of the cliffs (Figure 9). 



 

 
 

 

 

 

 

Figure 9:  Coastline fragmented 

 

As a whole, the coastline does not suffer from any gap (discontinuity) thanks to the fusion of the linear obtained 

from the "urban" class. In other cases of class confusion between the vegetation and the urban, the limit of the latter has 

been considered as the coastline (figure 10). 

 

 

Figure 10:  Case of class confusion 

 

The confusion matrix of the classification of test area 2 (Libreville) indicates that the learning rates per class are 

satisfactory since they are above 80 in general. The five classes (water, wet sand, dry sand, vegetation and urban) were 

also all extracted (Figure 11). The “urban” class has the lowest classification accuracy rate, at 78%. This rate comes from 

a confusion between this class and all the other classes. However, the vegetation class causes the most confusion. This 

confusion may be related to the shade. Because the class "urban" includes buildings and these buildings often generate 

shade, as well as vegetation (tree).  



 

 
 

 

 

 

 

Figure 11: Zone 2 classification by RF-OBIA 

 

The conversion of the polygon vector image into polyline vectors allowed extracting two coastlines. The first  is 

instantaneous water line and the second is wet/dry line or runup maxima (Figure 12). These indicators turned out to be 

very relevant because the sandy beach makes it visible almost over the entire area of interest. It should be reported that 

compared the two extracted coastlines, it is the second, which is interrupted, unlike the first, which is a continuous line. 
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Figure 12: Shoreline extraction by RF-OBIA in zone 2 

According to the results of the learning rates obtained for the classification of the image of the third test area located 

in the municipality of Owendo, the 5 classes of were not correctly extracted (Figure 13). Consequently, the learning rates 

by class rarely reach the 80% mark, for instance “vegetation” class and “Water” class, which exceed the 80% threshold. 

The “dry sand” and “urban” classes are my well-ranked classes. Many pixels belonging to the "dry sand" class have been 

classified as flat to the "wet sand" and "urban" classes.  

 

 

 

 

 

 

 

 

 

 

 

  



 

 
 

 

 

 

 

Figure 13: Zone 3 classification by RF-OBIA 

 

May be confusion with the “urban” class comes from the fact that this class also takes into account bare soils whose 

spectral characteristics would seem similar to those of the “dry sand” class. Moreover, the “urban” class, for its part, 

merges with almost all the other classes except the “dry sand” class. The "wet sand" and "water" classes have the most 

biased rates. Indeed, this confusion with the aforementioned first class is linked to the fact that wet bare soils have 

spectral signatures similar to that of wet mud or sand. It should be noted that the Owendo area has a mostly muddy coast 

due to the supply of continental sediments to the beaches via the Komo River. It is not entirely fortuitous to recall that 

the “urban” class includes sub-classes such as: built-up areas, bare soils and all kinds of anthropogenic marks. Thus, note 

that the quay of Owendo has been "erased" to the detriment of the "water" class. 

The reason for this may lie in the fact that the quay in Owendo's port is most likely coated with a thin layer of wet sand at 

the outset. Additionally, the tide coefficient was at a low point during image acquisition, which could emphasize the 

turbidity of the seawater and in turn, affect classification by introducing spectral features akin to the dock, ultimately 

causing confusion between categories.  

 

Considering previous classification results, the extraction stage of the coastal zone was important.  Similarly, the 

polygon vector image was converted to a polyline vector (Figure 14). The coastline used here is derived from a 

combination of several other reference points: inflow maxima or wet/dry lines, landward edges of coastal structures, and 

vegetation Limit. The extraction of coastlines heavily relies on their accurate classification, as a flawed categorization 

renders the extraction process unfeasible. To overcome the challenges posed by the discontinuity of each frame of 

reference, multiple frames of reference were utilized. Although significant efforts were made to obtain a complete 

coastal line encompassing the entirety of the study area, errors in classification still resulted in a fragmented appearance. 



 

 
 

 

 

 

The primary objective of the classification process is to extract the coastline using various indicators such as the 

boundary between dry and wet sand, the limit of the run-up, the limit of vegetation or buildings like barriers, riprap, 

arrows, and the foot of the cliff. To achieve this, the conversion of the image into a polygon vector format had to be 

transformed into polyline vectors, aligning it with the aforementioned reference lines. The unsmoothed coastline after the 

conversion from polygon to polyline format is exhibited in figure 14-a. This is merely a rough drawing made to provide a 

general overview of the coastline.  A visual inspection was then performed, confirming that the reference line was clearly 

recognizable and matched reasonably well with the coastline in the imagery.  

Comparing the three classification approaches, we found that ML with RF was more relevant than DL for 

classifying the three test domains. These areas have same spatial resolutions and topographic features. 

The application of RF-OBIA method in test area 1, our objective was achieved very satisfactorily. The classification 

and extraction of coastlines was facilitated by the fact that there were not many signs of enthronization marks. However, 

this stretch of coastline has more noise than other areas because it is based on treetop routing. Manual digitization of 

vegetation (shrubs) requires more time and attention to detail. Being able to do this thanks to the classifications in 

Rescore is quite a feat. However, a smoothing process is needed to better reflect the actual situation. Cliff areas are often 

difficult to access, so this approach provides an excellent relief for field data collection, although it is also important for 

better coastal surveillance. 

Furthermore, the second area classification results show that the classification of sandy coastlines can 

simultaneously extract three coastlines, despite the necessity of a judicious choice of identified classes. As well, the 

coastlines in question are : the instantaneous limit of the run-up; the boundary between dry sand and wet sand; and, the 

vegetation line. The coastline defined by the limit of the run-up is the best executed but the least relevant because of its 

very changing nature over time. The last two, although often discontinuous due to classification errors, are to be 

preferred for extraction. Visual inspection efforts and adjustments (manual scanning) are still required. As for urbanized 

areas and muddy foreshore like those of the third zone, their classifications are not satisfactory because the RF model 

struggles to clearly identify the different objects such as dry sand, wet sand and built-up areas. We can see that only the 

vegetation class was successfully classified, reaching an accuracy rate of 96%. 

Badly classified pixels hinder the recognition of the coastal line in the sense that they do not reflect the reality on the 

ground but also do not allow the recognition of the coastline. Moreover, if the discontinuous character of the 

anthropogenic indicators (limit of riprap, residential barriers, retaining walls, etc.) and geomorphological (dry sand, wet 

sand, foot of cliff) cannot by themselves serve as a definition on several kilometers, they nevertheless serve as a 

connection in certain places where the vegetation or the limit of the run-up shows these limits, etc. It is difficult to define 

a coastline in its entirety with only one indicator, unless it is a very small study area. In our three test areas, the 

vegetation limit seems more suitable for the delimitation of the geomorphological coastline [26] as well as the limit of 

the run-up are the most represented indicators because of their continuity in space. 



 

 
 

 

 

 

  

Figure 14: Shorelines extraction by RF-OBIA in zone 3 

5. Conclusion 

 This study entitled "Automatic detection and extraction of the coastline of Greater Libreville (Gabon) using 

machine learning methods and convolutional neural networks" aimed to find a relevant automation method for the 

extraction of the feature coast of Greater Libreville. It was used as a spatial data a Pléiades very high resolution (VHR) 

satellite image  acquired on 2022. Three areas of interest were extracted for the satellite images.  To reach the primary 

objective of this study, different Machine and Deep Learning approaches have been tested. For this purpose, PBIA and 

OBIA approaches based on ML algorithms were performed and compared to the CNN integrated with OBIA approach. 

As well, three algorithms (RF, SVM and CNN) were examined in three areas located respectively in the municipalities of 

Akanda, Libreville and Owendo. For the implementation of the different approaches, sampling points (training and 



 

 
 

 

 

 

validation) as well as the three extracted satellite images were requested. The selected algorithms allowed to assess the 

performance of the proposed approaches by creating models that could be used for image classification and validation. 

Five classes were distinguished for each classified image: ‘water’, ‘wet sand’, ‘dry sand’, ‘vegetation’ and ‘urban’. 

Fifteen classified images were obtained but only three of them were presented. It is from them that the coastlines were 

extracted and they were obtained thanks to the OBIA approach driven by the RF. Indeed, the RF-OBIA approach was the 

most efficient for the detection and the extraction of the coastline. It reached OA and kappa index rates equal to 95% and 

94% of the Akanda area; 90% and 88% for the Libreville area and 80% and 75% for the Owendo area. In second 

position, the SVM then the CNN. Although the classification results were generally satisfactory, after visual inspection 

and consulting the information provided by the confusion matrix, there is a great confusion of classes coming mainly 

from the ‘urban’ and ‘dry sand’ classes in the municipality of ’Owendo. These confusions of classes have repercussions 

on the extraction of the coastline, thus preventing the recognition and extraction of certain indicators in certain sectors 

where the error is large. Moreover, certain anthropogenic and geomorphological indicators present more limits related to 

their discontinuities in time, which calls into question their relevance as coastline indicators. Additionally, on the coast, 

the vegetation limit and the run-up are the most appropriate indicators because of their continuities in space, making the 

detection, extraction and choice of the latter as reference points less complex. This study showed the relevance of 

machine learning for the automatic detection and extraction of varied coastlines. Although the latter are very affected by 

noise due to the fact that the algorithm that generates them processes data in great detail. If, the automation of the 

coastline proves to be a perfect alternative for the extraction of the coastline in on small scale linear like that of Akanda 

or Libreville, manual adjustments will be required to improve results. 
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