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THE ISOMETRY OF SYMMETRIC-STRATONOVICH INTEGRALS

W.R.T. FRACTIONAL BROWNIAN MOTION H < 1
2

ALBERTO OHASHI1, FRANCESCO RUSSO2, AND FREDERI VIENS3

Abstract. In this work, we present a detailed analysis on the exact expression of
the L2-norm of the symmetric-Stratonovich stochastic integral driven by a multi-
dimensional fractional Brownian motion B with parameter 1

4
< H < 1

2
. Our main

result is a complete description of a Hilbert space of integrand processes which realizes
the L2-isometry where none regularity condition in the sense of Malliavin calculus is
imposed. The main idea is to exploit the regularity of the conditional expectation
of the tensor product of the increments Bt−δ,t+δ ⊗Bs−ǫ,s+ǫ onto the Gaussian space
generated by (Bs, Bt) as (δ, ǫ) ↓ 0. The Hilbert space is characterized in terms of
a random Radon σ-finite measure on [0, T ]2 off diagonal which can be characterized
as a product of a non-Markovian version of the stochastic Nelson derivatives. As a
by-product, we present the exact explicit expression of the L2-norm of the pathwise
rough integral in the sense of Gubinelli.
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1. Introduction

Let B = (B(1), . . . , B(d)) be a d-dimensional Fractional Brownian motion (henceforth
abbreviated by FBM) with exponent 1

4
< H < 1

2
on a probability space (Ω,F ,P) over

the positive line R+. That is, B is a d-dimensional Gaussian process with covariance
1
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E
[
B(i)
s B

(j)
t

]
=

1

2
{t2H + s2H − |t− s|2H}δij,

for 1 ≤ i, j ≤ d. We set

R(s, t) :=
1

2
{t2H + s2H − |t− s|2H}

for (s, t) ∈ R2
+ and γ(s) := R(s, s). In the sequel, increments of paths t 7→ ft will be

denoted by fs,t := ft − fs.
For a given positive constant T , let g : [0, T ]× Rd → Rd be a Borel function, where

Rd is equipped with the usual inner product 〈·, ·〉. For a given ǫ > 0, let us denote

I0(ǫ, g, dB) :=
1

2ǫ

∫ T

0

〈g(s, Bs), Bs−ǫ,s+ǫ〉ds, (1.1)

where we set Br := 0 for r ≤ 0. In this paper, we study the existence of the symmetric-
Stratonovich integral in the sense of stochastic calculus of regularization (see e.g. [33]):

∫ T

0

g(t, Bt)d
0Bt := lim

ǫ↓0
I0(ǫ, g, dB), (1.2)

when the limit exists in L2(P). Significantly, we present a concrete, explicitly defined
separable Hilbert space LR(Rd) associated with the covariance structure R such that

E

∣
∣
∣
∣
∣

∫ T

0

g(t, Bt)d
0Bt

∣
∣
∣
∣
∣

2

= ‖g(·, B)‖2LR(Rd),

for a large class of functions g admitting only integrability conditions w.r.t. R. We
choose to work with the R defined above, which is specific to FBM, though our method-
ology could be easily adapted to many other examples of Gaussian processes with
Hölder-continuous paths, particularly those which satisfy a form of self-similarity. For
the sake of simplicity, in this paper, we will not discuss the technical aspects of this
point further.

The Hilbert space isometry structure of stochastic integrals has been one of the
fundamental pillars in probability theory since the pioneering works of Itô [22] and
Kunita and Watanabe [25]. As a reminder to the reader, in the case of integration
against martingales, the isometry is constructed via the fundamental and classical
concepts of filtration F = (Ft)t≥0 and quadratic variation [X ] as

E

∣
∣
∣
∣
∣

∫ T

0

YtdXt

∣
∣
∣
∣
∣

2

= E

∫ T

0

|Yt|
2d[X ]t, (1.3)

where the driving noise X is an F-square integrable continuous martingale and Y is
an F-progressively measurable adapted process such that the right-hand side of (1.3) is
finite. The integral on the left-hand side of (1.3) is the stochastic integral in the sense
of Itô [22] and Kunita and Watanabe [25]. In this case, the underlying Hilbert space
is L2(Ω× [0, T ], µX) w.r.t. the measure
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µX(A) := E

∫ T

0

1A(s)d[X ]s,

for a measurable subset A ⊂ Ω × [0, T ]. The isometry (1.3) gives a fundamental
tool for the study of strong solutions of stochastic differential equations (SDEs) for
semimartingale driving processes. The combination of the isometry with the regularity
of the measure µX provide the minimal regularity conditions for well-posedness of
SDEs. One notes in (1.3) how the existence of a finite quadratic variation is essential
to the isometry, and equivalently, is essential to defining the associated Hilbert space
and its component measure µX defined above.

Beyond the semimartingale case, the stochastic integration is much more involved,
not least because processes which are more irregular than Martingales typically have
no quadratic variation. Many techniques have been employed over the last decades to
circumvent this issue, sometimes proposing alternative Hilbert-space representations
which might intuitively be appropriate for expressing some simplified form of isometry.
Let X be a continuous Gaussian process with positive definite covariance kernel K and
let H(K) be the Reproducing Kernel Hilbert space (henceforth abbreviated by RKHS)
of X (see e.g. Chapter 3 in [1]). In this work, with a slight abuse of notation, any
Hilbert space which is isometrically isomorphic to H(K) will be called as RKHS.

Starting with a covariance kernel K, one can construct a canonical Hilbert space
HX defined as the closure of the set of all stepwise constant functions via the scalar
product

〈1[0,t],1[0,s]〉HX
= K(s, t),

for every 0 ≤ s, t ≤ T . The Hilbert space HX is isometrically isomorphic to H(K).
One should observe that HX is the fundamental object in the study of the stochastic
calculus for Gaussian processes. Indeed, any stochastic integral should satisfy

∫ T

0

fsdXs =
n∑

i=1

aiXti,ti+1
, (1.4)

whenever f =
∑n

i=1 ai1(ti,ti+1] is a stepwise constant deterministic function. More
importantly, a stochastic integral of a deterministic f w.r.t. X is the limit in L2(P)
for a sequence of the form (1.4) if, and only if, f ∈ HX . It is in that narrow sense,
applicable to integrals with deterministic integrands, that the RKHS captures a form
of isometry for integrating against FBM and other Gaussian processes.

There is, however, one important and well-known case of a Gaussian process where
HX provides the exact class of integrands much beyond the deterministic ones. That
case is the classical Brownian motion, and in that case, the exact class is the space
L2(Ω;HX) of the HX-valued square-integrable random elements. In other words, in
reference to the measure µX discussed earlier, for Brownian motion, we have L2(Ω ×
[0, T ], µX) = L2(Ω;HX), where HX = L2([0, T ]). Beyond the Brownian motion case,
the Malliavin calculus has been employed towards a Hilbert space theory of stochas-
tic integrals for Gaussian processes (in particular FBM with H 6= 1

2
) in terms of the
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so-called divergence operator (δ, dom δ) which, when restricted to deterministic inte-
grands in HX ⊂ dom δ, is the so-called Paley-Wiener integral which realizes

‖δ(f)‖2L2(P) = ‖f‖2HX
,

for every f ∈ HX . By using the multiplication rule of smooth random variables with the
divergence operator (see e.g. Prop 1.3.3 in [31]) and/or interpreting δ as an integral
(inspired by the Brownian motion case), many authors have developed a stochastic
calculus for Gaussian driving noises for stochastic processes in the Malliavin-Watanabe
space D1,2(HX) (see e.g. [31] for the definition). The drawback of this approach relies on
the fact that D1,2(HX) is much smaller than L2(Ω;HX) and it requires severe regularity
conditions which prevents the solvability of multi-dimensional non-linear SDEs.

One also notes that the coincidence between the divergence operator and the Ito in-
tegral for adapted integrands, which is a motivation for interpreting δ(f) as an integral,
clashes with the fact that it is the adjoint of a derivative operator, which is a motivation
for thinking of δ(f) as a gradient, rather than an integral. This has not prevented a
number of authors from working in the direction of interpreting δ(f) as an integral, see
e.g. [11], [3], [6], [29], [8], [7], [35] and other references therein, though it does provide
an indication of why this interpretation is fraught with technical difficulties.

Stochastic calculus for real-valued FBM for 1
6
< H < 1

2
in the sense via regularization

was studied by [19], [18], [20] and [8] for smooth integrands in the one-dimensional
case. In this approach, the symmetric-Stratonovich integral exists if, and only if,
1
6
< H < 1

2
. Connections with the divergence operator was established by [2]. See

also the monographs [31], [4] and [34] and other references therein. Defining stochastic
integrals using this class of approaches is closer to an intuitive notion of integral than
is the notion of divergence in the Malliavin calculus, and is arguably a precursor to
fully pathwise methods.

A pathwise integration w.r.t. paths of Gaussian processes (including FBM with
H < 1

2
) can be implemented in the sense of [21] and a complete theory of differen-

tial equations in the sense of rough paths is now well-understood. See e.g [15], [13]
and other references therein. Recently, a mixed theory of rough paths based on Lê’s
so-called stochastic sewing lemma [26] has been developed by [12], [14], [16] and [28].
In particular, based on an extension of [26], Matsuda and Perkowski [28] prove L2(P)-
convergence of the Stratonovich integral for 1

4
< H < 1

2
(see Prop. 3.5 in [28]) for the

class of integrands of the form g(B), where g is any bounded and globally γ-Hölder
continuous function with γ > 1

2H
− 1. The authors also provide L2(P)-convergence in

the regime 1
6
< H ≤ 1

4
under the assumptions that ∇g is γ−1-Hölder continuous (note

that γ is larger than 1 in this case) and ∇g is symmetric.
Our work in the present paper takes a rather different strategy compared to the

previous literature. The main goal is the description of the exact Hilbert space structure
of the symmetric-Stratonovich integral solely based on the underlying RKHS, without
relying on Malliavin-Watanabe spaces, and therefore, without imposing unnecessary
regularity assumptions on the level of the underlying Wiener space. Our philosophy
is close in spirit to the theory developed by Itô in the classical Brownian motion case,
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in that the Hilbert space structure is expressed via an isometry relation w.r.t. the
underlying RKHS. It is well-known that the forward stochastic integral

∫ ·

0
Bd−B does

not exist for H < 1
2
, see e.g. [2] and Lemma 6.1 of [34]. Therefore, we choose to

focus our article on the symmetric-Stratonovich integral (1.2), which is known to exist
(see e.g. [19], [8]), and which has a natural interpretation as a true integral. By
deriving a fully explicit isometry formula for the symmetric-Stratonovich, our work
is the necessary starting point for a program which develops the stochastic calculus for
this integral w.r.t. Gaussian processes along a path (no pun intended) which attempts
to mirror the original path of Itô for Brownian motion. In order to illustrate our
results in the simplest possible way, avoiding unnecessary technicalities, we choose to
work with FBM, but as mentioned earlier, our methodology will certainly hold for a
larger class of Gaussian processes.

There already exist some characterizations of the RKHS of FBM for 0 < H < 1
2

described in terms of fractional integrals. In this direction, see e.g [31], [4] and other
references therein. In this approach, FBM is viewed as a functional of a standard
Brownian motion via a singular kernel. In fact, scholars working in this direction know
that much work can be achieved using so-called Wiener chaos calculus, by converting
multiple Wiener integrals w.r.t. FBM into multiple Wiener integrals w.r.t. the ordinary
Brownian motion. This does not, however, address the nature of integration w.r.t. FBM
in its “native” sense.

In the present work, we adopt instead the intrinsic characterization of the RKHS
in terms of the covariance kernel R as described in [23]. In this approach, the RKHS
(henceforth denoted by LR(R

d)) is equipped with the norm

‖f‖2LR(Rd) =

∫ T

0

|ft|
2m(dt) +

1

2

∫

[0,T ]2
|fs,t|

2|µ|(dsdt), (1.5)

where

m(dt) :=
∂R

∂t
(T, t)dt, |µ|(dsdt) :=

∣
∣
∣
∂2R

∂t∂s
(s, t)

∣
∣
∣dsdt, (1.6)

and ∂2R
∂t∂s

(s, t) < 0 and ∂R
∂t
(T, t) > 0 for s 6= t. See [23], [32] and Section 6 herein for

further details on the space LR(R
d) and the nature of its typical elements. Since m is

a positive finite measure, the leading term in the L2 norm in (1.5), which constrains
the pathwise singularity of the elements f in LR(R

d), is the term involving the σ-finite
measure |µ| since the increments of those functions f must be integrable against it.
To be precise, the action of this term on functions f in (1.5) can be identified as a
Schwartz distribution on [0, T ]2 but it is also a σ-finite negative measure on [0, T ]2 off
the diagonal, and is absolutely continuous w.r.t. Lebesgue measure. See [23] and [32]
for details. In this sense, the Hilbert space L2(|µ|) of functions in [0, T ]2 fully describes
LR(R

d) modulo an integrability condition w.r.t. m. One can check (see Prop. 6.9 in
[23]) that the class of continuous functions over [0, T ] with modulus of continuity V
such that

∫

[0,T ]2
V 2(|t− s|)|µ|(dsdt) <∞ (1.7)
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is contained in LR(R
d). A typical modulus of continuity V satisfying (1.7) has the form

V (y) = y
1
2
−Hψ(y) for a strictly increasing function ψ in a neighborhood of zero such

that

∫ η

0

1

y
ψ2(y)dy <∞, (1.8)

for some 0 < η < 1. Thus, LR(R
d) contains a rather general class of continuous

functions f with modulus of continuity ranging from γ-Hölder-type with γ > 1
2
−H to

more elaborated ones satisfying (1.8), such as cases where ψ is a sufficiently integrable
slowly varying function (see e.g. Chapter 1 in [5]) but f is not γ-Hölder-continuous for
any γ > 1

2
−H . See the examples and remarks in Section 6.1 for details.

As mentioned, this article presents a natural isometry property (2.6) associated with
the underlying RKHS in the spirit of Itô’s classical Hilbert space theory of stochas-
tic integration. Our results show that the L2(P)-norm of the Stratonovich integral
w.r.t. FBM for 1

4
< H < 1

2
is described by a well-defined set of functions whose regu-

larity is largely described by the regularity of elements in the RKHS LR(R
d) which we

described broadly in the previous two paragraphs. In this sense, our isometry shares
a similar structure to the classical Brownian motion case H = 1

2
. This article indicate

that the role played by the RKHS in the stochastic calculus for Gaussian processes is
most likely universal for the whole class of FBM with 1

4
< H < 1

2
since the isometry

formula (2.6) fully describes a large and precise class of integrands for the stochastic
Stratonovich integral.

The remainder of this introduction presents quantitative details of the claims in the
above paragraph. The technique used in the present work is the introduction of a
polarization scheme to analyze the limits in (1.1) and (1.2); this requires a careful
analysis of the existence and characterization of the limits

Λ(s, t) := lim
(ǫ,δ)↓0

1

4ǫδ
E

[

Bs−ǫ,s+ǫ ⊗ Bt−δ,t+δ

∣
∣Bs, Bt

]

and
∥
∥
∥

∫ T

0

g(t, Bt)d
0Bt

∥
∥
∥

2

L2(P)
= lim

(ǫ,δ)↓0
〈I0(ǫ, g, dB), I0(δ, g, dB)〉L2(P), (1.9)

where ⊗ denotes the tensor on Rd and the pair (ǫ, δ) ↓ 0 goes simultaneously to zero.
Theorems 2.1 and 2.2 show the L2(P)-norm of the stochastic Stratonovich integral
defined in (1.1) is described by two matrix-valued terms

Ψt :=
∂R

∂t
(t, T )Id×d +Mt (1.10)

and

Λ(s, t) =
∂2R

∂t∂s
(s, t)Id×d +W(s, t), (1.11)

for (s, t) ∈ [0, T ]2 with s 6= t, where Id×d is the identity matrix and where M and W are
explicit stochastic processes which live in the second Wiener chaos of the underlying
FBM (see their definitions in the statement of Theorem 2.1). A comparison with the
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expression for the RKHS’s norm (1.5) shows that the two terms ∂R
∂t
(t, T ) and ∂2R

∂t∂s
(s, t)

which appear in (1.10) and (1.11) are identical to the two terms which fully define the
RKHS’s topology via the the L2(P)-isometry for the Paley-Wiener integral, i,e. when
integrands are deterministic. The case of stochastic integrands which is the object
of study in the current paper, is for integrands of the form Y· = g(·, B·). In this
paper, we defined a Hilbert space LR(Rd) of such stochastic integrands for which the
integral in (1.1) exists (see Theorem (1.2)), and we show that the Lp(P)-norms of the
stochastic components M and W in each of the two fundamental quantities (1.10)) and
(1.11) which appear in our isometry formula are in fact dominated by their associated

deterministic counterparts ∂R
∂t
(t, T ) and ∂2R

∂t∂s
(s, t), respectively.

We show there exists an explicit deterministic Lebesgue q-integrable kernel κ over
[0, T ]2 for every 1 < q < 1

1−H
such that

‖Mt‖2 .
∂R

∂t
(t, T ), ‖W(s, t)‖2 .

∣
∣
∣
∂2R

∂t∂s
(s, t)

∣
∣
∣+ κ(s, t) (1.12)

for (s, t) ∈ [0, T ]2 with s 6= t and ‖·‖p denotes the standard L
p(P)-norm for 1 ≤ p <∞.

By the equivalence of ‖ · ‖p-norms on the second Wiener chaos, we have

‖Ψt‖p ≅
∂R

∂t
(t, T ), (1.13)

∣
∣
∣
∂2R

∂t∂s
(s, t)

∣
∣
∣ . ‖Λ(s, t)‖p .

∣
∣
∣
∂2R

∂t∂s
(s, t)

∣
∣
∣+ κ(s, t) (1.14)

for every s 6= t and 1 < p <∞. Observe

L2(Ω;LR(R
d)) = {Y : Ω → LR(R

d); ‖Y·‖2 ∈ L2(m) and ‖Y·,··‖2 ∈ L2(|µ|)}.

This article concentrates on the subset L2(Ω;LR(R
d)) of processes Y ∈ L2(Ω;LR(R

d))
such that Y· = g(·, B·) for some g. The fact that m(dt) is a positive finite mea-
sure imposes almost none restrictions on ‖Y·‖2 and the main constraint imposed on
L2(Ω;LR(R

d)) comes from the condition ‖Y·,··‖22 ∈ L2(|µ|), i.e.,

∫

[0,T ]2
‖Ys,t‖

2
2|µ|(dsdt) <∞. (1.15)

The nontrivial question to be answered is on the validity of the inclusion

L
2(Ω, LR(R

d)) ⊂ LR(R
d).

The main results of this article demonstrate this is almost the case. Theorems 2.1, 2.2,
(1.13) and (1.14) show that typical stochastic integrands Y ∈ L2(Ω, LR(R

d)) for which
there exists p > 1 such that

∫

[0,T ]2
‖Ys,t‖

2
2p|µ|(dsdt) <∞ and sup

0≤s,t≤T
‖Ys,t‖2p <∞ (1.16)

belong to the domain LR(Rd) whose topology realizes the isometry (2.6). The reader
should observe (1.16) is only slightly stronger than the regularity condition (1.15) which
fully describes L2(Ω, LR(R

d)).
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In any case, in our chosen state-dependent framework where the integrand Yt =
g(t, Bt), for this Y to belong to LR(Rd), thanks to (1.13) and (1.14), the space reg-
ularity of the function g is essentially inherited from that of functions in the RKHS,
where the marginal t 7→ Yt and increment (s, t) 7→ Ys,t stochastic dependence of the

integrands are inherited from the deterministic terms ∂R
∂t
(t, T ) and ∂2R

∂t∂s
(s, t), respec-

tively, in the RKHS. The reader will consult (2.10) and (2.11) in section 2.1, as well
as Lemmas 6.1, 6.2 and 6.3, for all technical details on this near complete coincidence
between the regularity of the deterministic functions in the RKHS and the regularity
of their stochastic counterparts in LR(Rd). These details include the regularity of the
aforementioned kernel κ, and the need to work in an L2p(P) space with p > 1 because
of the randomness of M and W.

We stress that the present article does not rely on Lp(P)-bounds (p ≥ 2) on the
3-increments of a two-parameter process commonly used in the rough path philosophy
in the sense of Gubinelli [21] or in the recent stochastic sewing lemma approach (see e.g
[26] and [28]). As a result, we are able to implement a finer analysis than that of the γ-
Hölder scale of regularity imposed on the integrand functions for γ > 1

2H
−1. Certainly,

our integrands are still constrained by the integrability condition (1.16) inherited from
the RKHS LR(R

d), for some p > 1, as seen in Theorem 2.2. However, as seen via the
examples given in Section 6.1, the condition (1.16) is satisfied for integrands of the
form Y = g(B), where g is not γ-Hölder for any γ > 1

2H
− 1, because their modulus

of continuity is equal to r 7→ r
1

2H
−1L(r) where L is a slowly-varying function (for

definition see e.g Chapter 1 of [5]).
One of the important consequences of Theorem 2.1 is given by Corollary 2.1 which

presents the exact L2(P)-norm of the pathwise rough integral in the sense of [21] only as
a function of the marginals (0-increments) and first-order increments of the integrands
and not on Gubinelli’s derivative. This is possible due to the recent investigations
by Ohashi and Russo [32] and Liu, Selk and Tindel [27], where the authors connect
symmetric - Stratonovich calculus with rough integrals in the sense of Gubinelli[21].

To the best of our knowledge, our paper is the first to provide an exact isometry
formula for the L2(P)-norm of the symmetric-Stratonovich stochastic integral w.r.t. a
Gaussian process, which only involves integrability conditions of the integrand in the
spirit of the the underlying RKHS. We advocate for the development of a natural
stochastic calculus for Gaussian processes, in that it should remain only on the level
of the RKHS and the covariance function. This paper reveals that this is possible for
FBM in the regime 1

4
< H < 1

2
. Ours being the first foray in this direction, we have

chosen to consider only state-dependent integrands, though we believe an extension of
our Hilbert space LR(Rd) and our isometry formula to more general integrands should
be possible.

We conclude this introduction with a note on the limits of our strategy of exploiting
the Hilbert space structure inherited from the RKHS. In the case 0 < H ≤ 1

4
, we

observe that B 6∈ L2(Ω;LR(R
d)) due to the fact that

∫

[0,T ]2
E|Bs,t|

2|t− s|2H−2dsdt = +∞.
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Therefore, in the regime 0 < H ≤ 1
4
, one should adopt a different strategy to obtain

a meaningful isometry property. This is beyond the scope and the intent of this ar-
ticle. In particular, noting that some of the literature results quoted earlier in this
introduction are able to handle the case 1

6
< H ≤ 1

4
, such as via the use of rough

paths theory, stochastic sewing lemma or via the Malliavin calculus, we believe that
no correspondence can be drawn between the techniques needed to descend into that
range of H and the natural extension of the stochastic calculus for Gaussian processes
for which this paper represents an initial step.

Notation: In this article, 0 < T <∞ is a positive finite terminal time,

[0, T ]2⋆ := {(s, t) ∈ [0, T ]2; s 6= t},

∆T := {(s, t) ∈ [0, T ]⋆; 0 ≤ s < t ≤ T},

and the increment of a one-parameter function f is denoted by fs,t := ft − fs for
(s, t) ∈ R2

+ Throughout this article, we write (ǫ, δ) ↓ 0 to denote ǫ ↓ 0 and δ ↓ 0
simultaneously. We further write a . b for two positive quantities to express an
estimate of the form a ≤ Cb, where C is a generic constant which may differ from line
to line. The sign function is denoted by sgn. We also write a ∧ b = min{a; b} and
a ∨ b = max{a; b} for any real numbers a, b. Moreover, for any two natural numbers
(i, j), we write δij = 1 when i = j and δij = 0, otherwise. The identity matrix of size
d is denoted by Id×d.

If a = (ai)di=1, b = (bj)dj=1 ∈ R
d, then a⊗b := (aibj)1≤i,j≤d denotes the tensor product

of (a, b), 〈·, ·〉 denotes the standard Frobenius inner product on the space of n × m-
matrices for n,m ≥ 1. Whenever clear from the context, | · | denotes any norm of a
finite-dimension vector space. For a given column vector a, a⊤ denotes the transpose
of a. For a random variable X , we denote ‖X‖pp := E|X|p for 1 ≤ p <∞. If θ = (θi)

d
i=1

and ξ = (ξj)
d
j=1 are two column random vectors, then the joint covariance matrix of

(θ, ξ) is denoted by

Cov
(
θ, ξ
)
:= cov

(
θi, ξj

)
; 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ,

where cov is the covariance operation. We will denote

ϕ(s, t) := R(s, t)− γ(s),

for (s, t) ∈ ∆T , where γ(s) = R(s, s).

2. Main results

This section presents the main results of this paper. Fix 1
4
< H < 1

2
. In the sequel,

we denote

dγ̄,γ
(
(t, x); (s, y)

)
:= |t− s|γ̄ + |x− y|γ, (2.1)
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for (t, x), (s, y) ∈ [0, T ] × Rd. For 0 < γ, γ̄ ≤ 1, let C γ̄,γ([0, T ] × Rd) be the space of
continuous functions g : [0, T ]× Rd → Rd equipped with the seminorm

‖g‖γ̄,γ := sup
(t,x)6=(s,y)

|g(t, x)− g(s, y)|

dγ̄,γ
(
(t, x); (s, y)

) <∞.

Let Θs,t be the determinant of the covariance matrix of the Gaussian vector (B
(1)
s , B

(1)
t ).

In the sequel, we conveniently recall the definition of the Stratonovich integral
∫
Y d0B

given by (1.2) as the L2(P)-limit of the Riemann integrals limǫ↓0 I
0(ǫ, Y, dB) for inte-

grands of the form Yt = g(t, Bt).

Theorem 2.1. Let g ∈ C γ̄,γ([0, T ]×Rd) with γ > 1
2H

−1, γ̄ > 1
2
−H and Yt = g(t, Bt).

Then, limǫ↓0 I
0(ǫ, Y, B) exists in L2(P) and

E

∣
∣
∣
∣
∣

∫ T

0

Ytd
0Bt

∣
∣
∣
∣
∣

2

= E‖Y ‖2LR(Rd) −
1

2
E

∫

[0,T ]2

〈
Ys,t ⊗ Ys,t,W(s, t)

〉
dsdt (2.2)

+E

∫ T

0

〈
Yt ⊗ Yt,Mt

〉
dt,

where

Mij
t :=

{B
(i)
t B

(j)
t − cov

(
B

(i)
t ;B

(j)
t

)

t2H

}R(T, t)

t2H
dγ

dt
(t) (2.3)

W ij(s, t) := λ11(s, t)λ21(s, t)
(
B(i)
s B

(j)
s − cov(B(i)

s ;B(j)
s )
)

(2.4)

+ λ11(s, t)λ22(s, t)
(
B(i)
s B

(j)
t − cov(B(i)

s ;B
(j)
t )
)

+ λ12(s, t)λ21(s, t)
(
B

(i)
t B

(j)
s − cov(B

(i)
t ;B(j)

s )
)

+ λ12(s, t)λ22(s, t)
(
B

(i)
t B

(j)
t − cov(B

(i)
t ;B

(j)
t )
)
,

for 1 ≤ i, j ≤ d, where

λ11(s, t) :=
1

Θs,t

{1

2
γ′(s)γ(t)−R(s, t)

∂R

∂s
(s, t)

}

,

λ12(s, t) :=
1

Θs,t

{∂R

∂s
(s, t)γ(s)− R(s, t)

1

2
γ′(s)

}

,

λ21(s, t) :=
1

Θs,t

{∂R

∂t
(t, s)γ(t)− R(s, t)

1

2
γ′(t)

}

,

λ22(s, t) :=
1

Θs,t

{1

2
γ′(t)γ(s)−R(s, t)

∂R

∂t
(t, s)

}

,

for (s, t) ∈ [0, T ]2⋆.
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The pointwise differentiability of (s, t) 7→ R(s, t) for s 6= t plays an important role in
the proof of Theorem 2.1. It provides the pointwise existence of W(s, t) which might be
interpreted as a non-Markovian version of product of stochastic symmetric derivatives
in the sense of Nelson [30] w.r.t. the sigma-algebra generated by the “present” of the
FBM driving noise. See Remark 3.2 for further details.

As far as the Hölder-modulus of continuity is concerned, the conditions γ > 1
2H

− 1

and γ̄ > 1
2
− H in Theorem 2.1 are sharp for the existence of (1.2) in the class of

Hölder continuous functions. Indeed, we observe γH > 1
2
− H for every γ > 1

2H
− 1,

Cα ⊂ LR(R
d) for every α > 1

2
− H but this inclusion fails for α = 1

2
− H (see Prop

6.9 in [23] and Chapter 5 in [31]). We stress that W(s, t)dsdt is only a random σ-finite
measure over [0, T ]2 and, for this reason, the existence of (1.2) requires a regularity
condition on the integrand’s increments which is dictated by Λ via (1.14). We choose
to work with

C+
H :=

⋃

γ̄> 1
2
−H,γ> 1

2H
−1

C γ̄,γ([0, T ]× R
d)

as the initial set where we construct the domain of the extension of the Stratonovich
integral (1.2).

In [32], the authors have proved equivalence of the rough integral

(Y, Y ′) 7→
(
∫

Y dX, Y
)

in the sense of Gubinelli [21] with the symmetric-Stratonovich integral in a suitable class
of stochastic controlled processes (Y, Y ′) (see [17]) admitting some regularity conditions
in the sense of Malliavin calculus and X = (B,X) is given in the Stratonovich form
(2.5). Theorem 1.1 in [32] covers the case Yt = g(Bt) and Y

′
t = ∇g(Bt) if g ∈ C2

b (R
d).

Therefore, a direct implication of Theorem 2.1 is the following result.

Corollary 2.1. Let X = (B,X) be the Hölder rough path associated with the FBM
with 1

3
< H < 1

2
, where the area process X is given by

Xu,v =

∫ v

u

(Br −Bu)⊗ d0Br; 0 ≤ u ≤ v ≤ T. (2.5)

Suppose that g ∈ C2
b (R

d) and let Y = g(B). Then

E

∣
∣
∣
∣
∣

∫ T

0

YsdXs

∣
∣
∣
∣
∣

2

= E‖Y ‖2LR(Rd) −
1

2
E

∫

[0,T ]2

〈
Ys,t ⊗ Ys,t,W(s, t)

〉
dsdt

+E

∫ T

0

〈
Yt ⊗ Yt,Mt

〉
dt.

As discussed above, Theorem 2.1 allows us to extend the notion of the Stratonovich
integral (1.2) beyond the set C+

H . Let E
0 be the set of all processes of the form g(t, Bt)

where g : [0, T ]× Rd → Rd ∈ C+
H . We equip this vector space with the positive semi-

inner product inherited from the right-hand side of (2.2). Let LR(Rd) be the (Hilbert
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space) completion of
(
E0, 〈·, ·〉E0

)
. Then, we can extend the domain of the symmetric-

Stratonovich stochastic integral from E0 to LR(Rd) via (2.2). In the sequel, we denote
this extension by

∫ T

0

Ytd̂
0Bt,

for Y ∈ LR(Rd). We stress that
∫ T

0
Ytd̂

0Bt =
∫ T

0
Ytd

0Bt, whenever Y· = g(·, B·) ∈ E0.
Then, we arrive at the isometry result.

Proposition 2.1. The set LR(Rd) is a separable Hilbert space which realizes

E

∣
∣
∣
∣
∣

∫ T

0

Ytd̂
0Bt

∣
∣
∣
∣
∣

2

= ‖Y ‖2LR(Rd), (2.6)

for every Y ∈ LR(Rd).

In the sequel, we set

ρ(dsdt) := |µ|(dsdt) + κ(s, t)dsdt (2.7)

for the q-integrable kernel κ as described in (1.12). For the precise expression of κ, we
refer the reader to (6.10) in Section 6.

Theorem 2.2. If g is a bounded function and for Y· = g(·, B·), there exists p > 1 such
that (s, t) 7→ ‖Ys,t‖2p ∈ L2(|µ|), i.e.,

∫

[0,T ]2
‖Ys,t‖

2
2p|µ|(dsdt) <∞, (2.8)

then Y ∈ LR(Rd) and

‖Y ‖2LR(Rd) .

∫ T

0

‖Yt‖
2
2pm(dt)

+
1

2

∫

[0,T ]2
‖Ys,t‖

2
2pρ(dsdt). (2.9)

We highlight the boundedness condition imposed in Theorem 2.2 is just a technical
restriction and it is not essential. One can make use of localization arguments as long as
(s, t) 7→ ‖Ys,t‖2p ∈ L2(|µ|) and supt∈[0,T ] ‖Yt‖2p < ∞ for p > 1 and, for conciseness, we
restrict the analysis under this boundedness condition for the present paper. Theorem
2.2 is the loose summary of Theorem 6.1 up to a technical condition which resembles
(2.8) shifted by constants in a small neighborhood of the origin at R+×Rd. For further
details, see (6.19) in Theorem 6.1 and Remark 6.2.
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2.1. Strategy of the proof. We consider the natural idea of exploring the underlying
RKHS described in (1.5) based on a polarization scheme and projecting Bs,t⊗Bu,v via
conditional expectation onto the Gaussian space generated by Bc, Bd where s < c <
t < u < d < v. For a given integrand of the form Yt = g(t, Bt) and (ǫ, δ) ∈ (0, 1)2, we
shall write

〈

I0(ǫ, Y, dB), I0(δ, Y, dB)
〉

L2(P)
= E

∫

[0,T ]2

〈

sym
(
Ys ⊗ Yt

)
,
1

4ǫδ
Bs−ǫ,s+ǫ ⊗Bt−δ,t+δ

〉

dsdt

+E

∫

[0,T ]2

〈

ant
(
Ys ⊗ Yt

)
,
1

4ǫδ
Bs−ǫ,s+ǫ ⊗Bt−δ,t+δ

〉

dsdt := Isym(ǫ, δ) + Iant(ǫ, δ),

where ant
(
Ys ⊗ Yt

)
and sym

(
Ys ⊗ Yt

)
denotes the anti-symmetric and symmetric part

of the matrix-valued process Ys ⊗ Yt, respectively. The philosophy is to concentrate
the analysis on the symmetric component (see Lemma 3.2), where sym

(
Ys ⊗ Yt

)
can

be represented (by polarization) as

sym
(
Ys ⊗ Yt

)
=

1

2

{

Ys ⊗ Ys
︸ ︷︷ ︸

marginal

+ Yt ⊗ Yt
︸ ︷︷ ︸

marginal

−Ys,t ⊗ Ys,t
︸ ︷︷ ︸

1−increment

}

. (2.10)

Then, we can represent

Isym(ǫ, δ) =
1

2
E

∫

[0,T ]2

〈

Ys ⊗ Ys + Yt ⊗ Yt,
1

4ǫδ
Bs−ǫ,s+ǫ ⊗Bt−δ,t+δ

〉

dsdt (2.11)

−
1

2
E

∫

[0,T ]2

〈

Ys,t ⊗ Ys,t,Λ
0(ǫ, δ; s, t)

〉

dsdt,

where

Λ0(ǫ, δ; s, t) :=
1

4ǫδ
E

[

Bs−ǫ,s+ǫ ⊗ Bt−δ,t+δ

∣
∣Bs, Bt

]

.

The limit (as (ǫ, δ) ↓ 0) of the marginal component in (2.11) does not require too much
regularity from Y essentially because ∂R

∂t
(T, t)dt is a finite positive measure. In the

limit, the marginal component in (2.11) gives rise to the one-parameter matrix-valued
process

Ψt = Mt +
∂R

∂t
(T, t)Id×d.

defined in (1.10). The analysis of the marginal component in (2.11) is investigated in
Section 2.5. The analysis of the increment component in (2.11) is much more involved

essentially because ∂2R
∂t∂s

(s, t) is a Schwartz distribution over [0, T ]2. We will also use the
important fact it is a σ-finite measure restricted to [0, T ]2⋆ combined with the projection
operator Λ(ǫ, δ). The limit (as (ǫ, δ) ↓ 0) of the increment component in (2.11) requires
regularity from the increments of Y roughly of the form

∫

[0,T ]2
‖Ys,t‖

2p
2pρ(dsdt) <∞,
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for some p > 1, where ρ is given by (2.7). In the limit, the increment component gives
rise to the two-parameter matrix-valued process

Λ(s, t) = lim
(ǫ,δ)↓0

Λ0(ǫ, δ; s, t)

= W(s, t) +
∂2R

∂t∂s
(s, t)Id×d

almost sure for each s 6= t (see Lemma 3.3). Sections 4 and 5 are devoted to the
analysis of the limit

lim
(ǫ,δ)↓0

{

Isym(ǫ, δ) + Iant(ǫ, δ)
}

.

Lemma 3.2 reveals that Iant(ǫ, δ) will play no role in the isometry expression. The
proof of Theorem 2.2 is given in Section 6 and it is based on Theorem 2.1 and Lemmas
6.2 and 6.3.

3. Preliminaries

In this section, we introduce the basic objects for the proof of Theorem 2.1.

3.1. The projection operator. In this section, we will describe the conditional ex-
pectation

Λ0(ǫ, δ; s, t) =
1

4ǫδ
E

[

Bs−ǫ,s+ǫ ⊗Bt−δ,t+δ|Bs, Bt

]

(3.1)

=
1

4ǫδ
E

[

B
(i)
s−ǫ,s+ǫB

(j)
t−δ,t+δ|Bs, Bt

]

; 1 ≤ i, j ≤ d,

for (s, t) ∈ [0, T ]2. The projection operator Λ0(ǫ, δ; ·) onto the sigma-algebra generated
by (Bs, Bt) can be completely characterized by Gaussian linear regression which we
now describe in detail. Let us denote

B
(i)
s,t :=

(

B
(i)
s

B
(i)
t

)

Bs,t =






B
(1)
s,t
...

B
(d)
s,t




 ,

for (s, t) ∈ [0, T ]2 and 1 ≤ i ≤ d. Observe

Λ0(ǫ, δ; s, t) =
1

4ǫδ
E

[

Bs−ǫ,s+ǫ ⊗ Bt−δ,t+δ|Bs,t

]

for (s, t) ∈ [0, T ]2.

For each 1 ≤ i, j ≤ d, we observe
(
B⊤
s,t, B

(i)
s−ǫ,s+ǫ, B

(j)
t−δ,t+δ

)
is a 2d + 2-dimensional

Gaussian vector. Therefore, the classical linear regression analysis yields the following
representation
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(

B
(i)
s−ǫ,s+ǫ

B
(j)
t−δ,t+δ

)

= E

[(

B
(i)
s−ǫ,s+ǫ

B
(j)
t−δ,t+δ

)
∣
∣
∣Bs,t

]

+Ns,t(ǫ, δ), (3.2)

where Ns,t(ǫ, δ) is a (zero-mean) 2-dimensional Gaussian vector independent from the
sigma-algebra generated by Bs,t. Moreover, we have the following representation

E

[(

B
(i)
s−ǫ,s+ǫ

B
(j)
t−δ,t+δ

)
∣
∣
∣Bs,t

]

= N ǫ,δ
s,t (i, j)Σ

−1
s,tBs,t, (3.3)

where

N ǫ,δ
s,t (i, j) := Cov

(

(B
(i)
s−ǫ,s+ǫ, B

(j)
t−δ,t+δ)

⊤;Bs,t

)

,

Σs,t := Cov
(

Bs,t;Bs,t

)

.

We can represent N ǫ,δ
s,t (i, j) and Σ−1

s,t as follows: Σs,t is a 2d × 2d-square matrix parti-
tioned into a block diagonal form

Σs,t =







Σs,t(1, 1) 0 . . . 0
0 Σs,t(2, 2) . . . 0
...

...
. . .

...
0 0 . . . Σs,t(d, d)






,

where

Σs,t(i, i) := Cov
(
B
(i)
s,t;B

(i)
s,t

)
,

for (s, t) ∈ [0, T ]2 and 1 ≤ i ≤ d. By the very definition, for (s, t) ∈ [0, T ]2, we have

Σs,t(i, i) =

(
γ(s) R(s, t)
R(s, t) γ(t)

)

,

det(Σs,t(i, i)) = γ(s)γ(t)−R2(s, t),

Σ−1
s,t (i, i) =

1

Θs,t

(
γ(t) −R(s, t)

−R(s, t) γ(s)

)

.

Here, in order to keep notation simple, we denote

Θs,t := det(Σs,t(i, i)),

for (s, t) ∈ [0, T ]2. By construction,

Σ−1
s,t =







Σ−1
s,t (1, 1) 0 . . . 0
0 Σ−1

s,t (2, 2) . . . 0
...

...
. . .

...
0 0 . . . Σ−1

s,t (d, d)






.
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By the independence between B(i) and B(j) for i 6= j, we observe we can represent
N ǫ,δ
s,t (i, j) as follows

N ǫ,δ
s,t (i, j) =

(
αi1(ǫ, s, t) . . . αii(ǫ, s, t) . . . αid(ǫ, s, t)

βj1(δ, s, t) . . . . . . βjj (δ, s, t) . . . βjd(δ, s, t)

)

.

Here, the first row is represented by αiℓ(ǫ, s, t) := (0, 0) for every ℓ 6= i and

αii(ǫ, s, t) :=
(

cov
(
B

(1)
(s−ǫ)∨0,s+ǫ;B

(1)
s

)
, cov

(
B

(1)
(s−ǫ)∨0,s+ǫ;B

(1)
t

))

.

The second row is represented by βjm(δ, s, t) := (0, 0) for every m 6= j and

βjj (δ, s, t) :=
(

cov
(
B

(1)
(t−δ)∨0,t+δ ;B

(1)
s

)
, cov

(
B

(1)
(t−δ)∨0,t+δ ;B

(1)
t

))

.

From (αii(s, t), β
j
j (s, t), we can construct the following submatrix of N ǫ,δ

s,t (i, j), namely:

N ǫ,δ
s,t :=

(
n11(ǫ, s) n12(ǫ, s, t)
n21(δ, s, t) n22(δ, s, t)

)

,

where

n11(ǫ, s) := R(s, s+ ǫ)−R(s, (s− ǫ)∨ 0), n12(ǫ, s, t) := R(s+ ǫ, t)−R((s− ǫ)∨ 0, t),

and

n21(δ, s, t) := R(s, t+ δ)−R(s, (t− δ)∨0), n22(δ, s, t) := R(t+ δ, t)−R((t− δ)∨0, t),

for (ǫ, δ) ∈ (0, 1)2 and (s, t) ∈ [0, T ]2.
Let us denote

(
Z1;ij
s,t (ǫ)

Z2;ij
s,t (δ)

)

:= E

[(

B
(i)
s−ǫ,s+ǫ

B
(j)
t−δ,t+δ

)
∣
∣
∣Bs,t

]

, (3.4)

for (s, t) ∈ [0, T ]2. From (3.3), the coordinates of the conditional expectation (3.4) are
given by

Z1;ij
s,t (ǫ) =

1

Θs,t

{
λ11(ǫ, s, t)B

(i)
s + λ12(ǫ, s, t)B

(i)
t

}
(3.5)

and

Z2;ij
s,t (δ) =

1

Θs,t

{
λ21(δ, s, t)B

(j)
s + λ22(δ, s, t)B

(j)
t

}
, (3.6)

where we set

λ11(ǫ, s, t) := n11(ǫ, s)γ(t)− n12(ǫ, s, t)R(s, t),

λ12(ǫ, s, t) := n12(ǫ, s, t)γ(s)− n11(ǫ, s)R(s, t),

λ21(δ, s, t) := n21(δ, s, t)γ(t)− n22(δ, s, t)R(s, t),

λ22(δ, s, t) := n22(δ, s, t)γ(s)− n21(δ, s, t)R(s, t),
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for (s, t) ∈ [0, T ]2⋆. We shall represent Λ0(ǫ, δ; ·) as follows.

Lemma 3.1. For any (ǫ, δ) ∈ (0, 1)2,

Λ0,ij(ǫ, δ; s, t) =
1

4ǫδ

[

Z1;ij
s,t (ǫ)Z

2;ij
s,t (δ)− E[Z1;ij

s,t (ǫ)Z
2;ij
s,t (δ)]

]

+
1

4ǫδ
E
[
B

(i)
s−ǫ,s+ǫB

(j)
t−δ,t+δ

]
,

for (s, t) ∈ [0, T ]2 and 1 ≤ i, j ≤ d.

Proof. Fix 1 ≤ i, j ≤ d and (ǫ, δ) ∈ (0, 1)2. Let Ns,t(ǫ, δ) =

(

N
(1)
s,t (ǫ)

N
(2)
s,t (δ)

)

be the

Gaussian vector in (3.2). From (3.2), we have

B
(i)
s−ǫ,s+ǫ = Z1;ij

s,t (ǫ) +N
(1)
s,t (ǫ), B

(j)
t−δ,t+δ = Z2;ij

s,t (δ) +N
(2)
s,t (δ),

for (s, t) ∈ [0, T ]2. By recalling that Ns,t(ǫ, δ) is independent from the sigma-algebra
generated by Bs,t and it has zero mean, we have

1

4ǫδ
E

[

B
(i)
s−ǫ,s+ǫB

(j)
t−δ,t+δ|Bs,t

]

=
1

4ǫδ
Z1;ij
s,t (ǫ)Z

2;ij
s,t (δ) (3.7)

+
1

4ǫδ
E
[
N

(1)
s,t (ǫ)N

(2)
s,t (δ)

]
,

for (s, t) ∈ [0, T ]2. By taking expectation in the right-hand side of (3.7), we must have

1

4ǫδ
E
[
N

(1)
s,t (ǫ)N

(2)
s,t (δ)

]
=

1

4ǫδ
E
[
B

(i)
s−ǫ,s+ǫB

(j)
t−δ,t+δ

]
−

1

4ǫδ
E
[
Z1;ij
s,t (ǫ)Z

2;ij
s,t (δ)

]
,

for (s, t) ∈ [0, T ]2. This concludes the proof. �

The following simple result shows that the anti-symmetric component Iant does not
play any role for the construction of the symmetric-Stratonovich integral.

Lemma 3.2. The anti-symmetric component Iant(ǫ, δ) is null for every (ǫ, δ) ∈ (0, 1)2.
Therefore,

〈

I0(ǫ, Y, dB), I0(δ, Y, dB)
〉

L2(P)
= Isym(ǫ, δ),

for every (ǫ, δ) ∈ (0, 1)2.

Proof. Fix (ǫ, δ) ∈ (0, 1)2. For each i 6= j, we can write

∫

[0,T ]2
E

[

Y ij
ant(s, t)

1

4ǫδ
B

(i)
s−ǫ,s+ǫB

(j)
t−δ,t+δ

]

dsdt

+

∫

[0,T ]2
E

[

Y ji
ant(s, t)

1

4ǫδ
B

(j)
s−ǫ,s+ǫB

(i)
t−δ,t+δ

]

dsdt

=
1

2

∫

[0,T ]2
E

[

Y (i)
s Y

(j)
t

1

4ǫδ
{B(i)

s−ǫ,s+ǫB
(j)
t−δ,t+δ − B

(j)
s−ǫ,s+ǫB

(i)
t−δ,t+δ}

]

dsdt
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+
1

2

∫

[0,T ]2
E

[

Y (j)
s Y

(i)
t

1

4ǫδ
{B(j)

s−ǫ,s+ǫB
(i)
t−δ,t+δ −B

(i)
s−ǫ,s+ǫB

(j)
t−δ,t+δ}

]

dsdt.

Therefore, we can write

Iant(ǫ, δ) =
1

2

d∑

i,j=1

∫

[0,T ]2
E

[

Y (i)
s Y

(j)
t

1

4ǫδ
{B(i)

s−ǫ,s+ǫB
(j)
t−δ,t+δ −B

(j)
s−ǫ,s+ǫB

(i)
t−δ,t+δ}

]

dsdt

=
1

2

d∑

i,j=1

E

∫

[0,T ]2
Y (i)
s Y

(j)
t

[

Λ0,ij(ǫ, δ; s, t)− Λ0,ji(ǫ, δ; s, t)
]

dsdt. (3.8)

We observe the matrix-valued process Λ0,ij(ǫ, δ); 1 ≤ i, j ≤ d is not symmetric. Indeed,
by applying Lemma 3.1, we have

Λ0,ij(ǫ, δ; s, t)− Λ0,ji(ǫ, δ; s, t) = 1
4ǫδΘ2

s,t
{λ11(ǫ, s, t)λ22(δ, s, t)− λ12(ǫ, s, t)λ21(δ, s, t)}

× {B(i)
s B

(j)
t − B(j)

s B
(i)
t }, (3.9)

for (s, t) ∈ [0, T ]2⋆ and i 6= j. In view of (3.8) and (3.9), it sufficient to check

E
[
Y (i)
s Y

(j)
t B(i)

s B
(j)
t

]
= E

[
Y (i)
s Y

(j)
t B(j)

s B
(i)
t

]
,

for every (s, t) ∈ [0, T ]2⋆ and i 6= j. Let us choose a version Aij(s, t; ·) of the conditional

expectation E[Y
(i)
s Y

(j)
t |M,N ], i.e.,

Aij(s, t;M,N) = E[Y (i)
s Y

(j)
t |M,N ],

for (s, t) ∈ [0, T ]2⋆ and any pair of random variables (M,N). The independence between

B
(i)
s and B

(j)
t yields

E
[
Y (i)
s Y

(j)
t B(i)

s B
(j)
t

]
= E

[
B(i)
s B

(j)
t Aij(s, t;B(i)

s B
(j)
t )
]

=

∫

R2

xyAij(s, t; x, y)P
(B

(i)
s ,B

(j)
t )

(dxdy)

=

∫

R2

xyAij(s, t; x, y)P
(B

(j)
s ,B

(i)
t )

(dxdy)

= E
[
B(j)
s B

(i)
t A

ij(s, t;B(j)
s B

(i)
t )
]

= E
[
Y (i)
s Y

(j)
t B(j)

s B
(i)
t

]
.

This concludes the proof.
�

Lemma 3.1 reveals that the planar increment of R will play a role in the asymp-
totic behavior of Isym(ǫ, δ) as (ǫ, δ) ↓ 0. More precisely, for i = j, we observe
1
4ǫδ

E[B
(i)
s−ǫ,s+ǫB

(j)
t−δ,t+δ] is written as
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1

2ǫ2δ
E[B

(i)
s−ǫ,s+ǫB

(i)
t−δ,t+δ] =

1

2ǫ2δ
∆Iǫ,δR(s, t),

where Iǫ,δ := (s− ǫ, s+ ǫ]× (t− δ, t + δ] and

∆Iǫ,δR(s, t) := R(s+ ǫ, t+ δ) +R(s− ǫ, t− δ)− R(s− ǫ, t+ δ)− R(s+ ǫ, t− δ).

One can also view 1
2ǫ2δ

∆Iǫ,δR as the standard finite-difference approximation scheme
for the singular derivative

∂2R

∂t∂s
= H(2H − 1)|t− s|2H−2; s 6= t. (3.10)

Remark 3.1. Fix 0 < H < 1
2
and 1 ≤ i ≤ d. For each s 6= t, we can take (ǫ, δ) ∈ (0, 1)2

small enough (and obviously depending on (s, t)) such that

1

2ǫ2δ
E[B

(i)
s−ǫ,s+ǫB

(i)
t−δ,t+δ] =

1

2ǫ2δ

∫ t+δ

t−δ

∫ s+ǫ

s−ǫ

∂2R

∂t∂s
(a, b)dadb.

Therefore, we have pointwise convergence

1

2ǫ2δ
E[B

(i)
s−ǫ,s+ǫB

(i)
t−δ,t+δ] →

∂2R

∂t∂s
(s, t),

as (ǫ, δ) ↓ 0 for each s 6= t and 1 ≤ i ≤ d.

In view of the representation (2.11), the following result is a first step of getting a
hint on the limiting behavior of the increment component in Isym(ǫ, δ) as (ǫ, δ) ↓ 0.

Lemma 3.3. For each (s, t) ∈ [0, T ]2⋆, we have

Λ(s, t) := lim
(ǫ,δ)↓0

Λ0(ǫ, δ; s, t) = W(s, t) +
∂2R

∂t∂s
(s, t)Id×d, (3.11)

almost surely, where

W ij(s, t) := λ11(s, t)λ21(s, t)
(
B(i)
s B

(j)
s − cov(B(i)

s ;B(j)
s )
)

(3.12)

+ λ11(s, t)λ22(s, t)
(
B(i)
s B

(j)
t − cov(B(i)

s ;B
(j)
t )
)

+ λ12(s, t)λ21(s, t)
(
B

(i)
t B

(j)
s − cov(B

(i)
t ;B(j)

s )
)

+ λ12(s, t)λ22(s, t)
(
B

(i)
t B

(j)
t − cov(B

(i)
t ;B

(j)
t )
)
,

and

λ11(s, t) :=
1

Θs,t

{1

2
γ′(s)γ(t)−R(s, t)

∂R

∂s
(s, t)

}

,

λ12(s, t) :=
1

Θs,t

{∂R

∂s
(s, t)γ(s)− R(s, t)

1

2
γ′(s)

}

,
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λ21(s, t) :=
1

Θs,t

{∂R

∂t
(s, t)γ(t)− R(s, t)

1

2
γ′(t)

}

,

λ22(s, t) :=
1

Θs,t

{1

2
γ′(t)γ(s)− R(s, t)

∂R

∂t
(s, t)

}

for (s, t) ∈ [0, T ]2⋆ and 1 ≤ i, j ≤ d.

Proof. Just apply Remark 3.1, Lemma 3.1, make use of the representations (3.5), (3.6)
and the pointwise differentiability of the covariance kernel R. In this case,

λ11(s, t) = lim
ǫ↓0

1

2ǫ
λ11(ǫ, s, t), λ12(s, t) = lim

ǫ↓0

1

2ǫ
λ12(ǫ, s, t),

λ21(s, t) = lim
δ↓0

1

2δ
λ21(δ, s, t), λ22(s, t) = lim

δ↓0

1

2δ
λ22(δ, s, t),

for each (s, t) ∈ [0, T ]2⋆. �

Remark 3.2. By the very definition, we observe that

1

4ǫδ
Z1,ij
s,t (ǫ)Z

2,ij
s,t =

1

2ǫ
E

[

B
(i)
s−ǫ,s+ǫ

∣
∣Bs,t

] 1

2δ
E

[

B
(i)
t−δ,t+δ

∣
∣Bs,t

]

.

Hence, W ij(s, t) can be interpreted as a sort of product of the stochastic derivatives
introduced by the classical work of Nelson [30] (in the Markovian case) and studied in
the works [9] and [10] in the non-Markovian case. In the language of the works [30] and
[9], we are taking derivatives w.r.t. present information and not w.r.t. whole history
of the Gaussian process. We observe the pointwise differentiability of (s, t) 7→ R(s, t)
plays a central role for the pointwise existence of W. Moreover, we stress the forward
version of the almost sure pointwise limit (in time)

lim
(ǫ,δ)↓0

1

4ǫδ
E

[

B
(i)
s,s+ǫ

∣
∣Bs,t

]

E

[

B
(i)
t,t+δ

∣
∣Bs,t

]

does not exists when 0 < H < 1
2
. Indeed,

R(s, s+ ǫ)−R(s, s)

ǫ
=

1

2

{(s+ ǫ)2H − s2H

ǫ
+ ǫ2H−1

}

.

This can also be interpreted as a side effect of the well-known fact that the stochastic
forward integral only exists in the regime 1

2
≤ H < 1.

Remark 3.3. The random field Λ is not integrable over the rectangle and it can be
interpreted as a random Schwartz distribution on [0, T ]2 but also a random Radon
sigma-finite measure on [0, T ]2⋆ which is absolutely continuous w.r.t. Lebesgue. We also
stress that each term λ11, λ12, λ21 and λ22 admits a rather strong singularity of the form
|t−s|−1 along the diagonal of [0, T ]2. See Lemma 3.4. Therefore, we get non-integrable
divergent terms

|t− s|2Hλ11(s, t)λ21(s, t)
(
B(i)
s B

(j)
s − cov(B(i)

s ;B(j)
s )
)
,

|t− s|2Hλ11(s, t)λ22(s, t)
(
B(i)
s B

(j)
t − cov(B(i)

s ;B
(j)
t )
)
,
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|t− s|2Hλ12(s, t)λ21(s, t)
(
B

(i)
t B

(j)
s − cov(B

(i)
t ;B(j)

s )
)
,

|t− s|2Hλ12(s, t)λ22(s, t)
(
B

(i)
t B

(j)
t − cov(B

(i)
t ;B

(j)
t )
)
,

even when multiplying by compensating terms of the form |t− s|2H .

Remark 3.3 suggests that despite pointwise convergence of the projection operator
lim(ǫ,δ)↓0 Λ(ǫ, δ) is in force, the singularity of R along the diagonal would prevent any
attempt to make the full use of Λ when proving convergence of lim(ǫ,δ)↓0 Isym(ǫ, δ). The
following calculation suggests that this is not the case.

In the sequel, let us denote

η11(s, t) := λ11(s, t) + λ12(s, t), η12(s, t) := λ12(s, t) (3.13)

η21(s, t) := λ21(s, t) + λ22(s, t), η22(s, t) := λ22(s, t), (3.14)

for (s, t) ∈ [0, T ]2⋆. By using the fact that λ11(s, t) = λ22(t, s) and λ12(s, t) = λ21(t, s)
for every (s, t) ∈ [0, T ]2⋆, we can represent

W ij(s, t) =
(

η11(s, t)B
(i)
s + η12(s, t)B

(i)
s,t

)(

η21(s, t)B
(j)
s + η22(s, t)B

(j)
s,t

)

(3.15)

− E

[(

η11(s, t)B
(i)
s + η12(s, t)B

(i)
s,t

)(

η21(s, t)B
(j)
s + η22(s, t)B

(j)
s,t

)]

,

for 0 ≤ s < t ≤ T and

W ij(s, t) =
(

η11(t, s)B
(j)
t + η12(t, s)B

(j)
t,s

)(

η21(t, s)B
(i)
t + η22(t, s)B

(i)
t,s

)

(3.16)

− E

[(

η11(t, s)B
(j)
t + η12(t, s)B

(j)
t,s

)(

η21(t, s)B
(i)
t + η22(t, s)B

(i)
t,s

)]

,

for 0 ≤ t < s ≤ T . The appearance of the increments Bs,t and Bt,s and the more
regular functions η11 and η21 in representations (3.15) and (3.16) give us hope that one
can indeed make use of Λ for the study of the asymptotics of Isym(ǫ, δ) as (ǫ, δ) ↓ 0.

3.2. The projection operator over the 2-simplex. The above discussion suggests
that it is important to view Λ0(ǫ, δ; ·) in terms of increments Bs,t rather than Bs, Bt as
follows. In case 0 ≤ s < t, we will write

Λ0(ǫ, δ; s, t) =
1

4ǫδ
E

[

Bs−ǫ,s+ǫ ⊗ Bt−δ,t+δ|Bs, Bs,t

]

. (3.17)

In case 0 ≤ t < s, we will write

Λ0(ǫ, δ; s, t) =
1

4ǫδ
E

[

Bs−ǫ,s+ǫ ⊗ Bt−δ,t+δ|Bt, Bt,s

]

. (3.18)

For this reason, we collect some important objects of the projection operator over
∆T = {(s, t); 0 ≤ s < t ≤ T} which will play a key role in our analysis. In this section,
we restrict the discussion to the 2-simplex ∆T . The representation of (3.18) over the
other 2-simplex of [0, T ]2 is totally analogous. Let us consider
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Oǫ,δ
s,t :=

(
o11(ǫ, s) o12(ǫ, s, t)
o21(δ, s, t) o22(δ, s, t)

)

,

where the elements o11, o12, o21, o22 are given by

o11(ǫ, s) := cov
(
B

(1)
(s−ǫ)∨0,s+ǫ, B

(1)
s

)
= R(s, s+ ǫ)−R(s, (s− ǫ) ∨ 0),

o12(ǫ, s, t) := cov
(
B

(1)
(s−ǫ)∨0,s+ǫ;B

(1)
s,t

)
= R(s+ ǫ, t)− R((s− ǫ) ∨ 0, t)

− [R(s+ ǫ, s)− R((s− ǫ) ∨ 0, s)],

o21(δ, s, t) : cov
(
B

(1)
(t−δ)∨0,t+δ ;B

(1)
s

)
= R(s, t+ δ)− R(s, (t− δ) ∨ 0)

and

o22(δ, s, t) := cov
(
B

(1)
(t−δ)∨0,t+δ ;B

(1)
s,t

)
= R(t+ δ, t)−R((t− δ) ∨ 0, t)

− [R(t+ δ, s)−R((t− δ) ∨ 0, s)],

for (ǫ, δ) ∈ (0, 1)2 and (s, t) ∈ ∆T . Gaussian linear regression yields the following
representation

Z1;ij
s,t (ǫ) =

1

Θs,t

{

η11(ǫ, s, t)B
(i)
s + η12(ǫ, s, t)B

(i)
s,t

}

(3.19)

and

Z2;ij
s,t (δ) =

1

Θs,t

{

η21(δ, s, t)B
(j)
s + η22(δ, s, t)B

(j)
s,t

}

, (3.20)

where we set

η11(ǫ, s, t) := o11(ǫ, s)|t− s|2H − o12(ǫ, s, t)ϕ(s, t),

η12(ǫ, s, t) := o12(ǫ, s, t)s
2H − o11(ǫ, s)ϕ(s, t),

η21(δ, s, t) := o21(δ, s, t)|t− s|2H − o22(δ, s, t)ϕ(s, t),

η22(δ, s, t) := o22(δ, s, t)s
2H − o21(δ, s, t)ϕ(s, t),

for (s, t) ∈ ∆T . One can easily check that η11(ǫ, s, t) = λ11(ǫ, s, t) + λ12(ǫ, s, t),
η21(δ, s, t) = λ21(δ, s, t)+λ22(δ, s, t), η12(ǫ, s, t) = λ12(ǫ, s, t) and η22(δ, s, t) = λ22(δ, s, t),
for (s, t) ∈ ∆T and (ǫ, δ) ∈ (0, 1)2.

The matrix Oǫ,δ
s,t will play a key rule in our analysis and we can actually write it in

terms of a single function ℓ : R → R defined by

ℓ(x) := |1 + x|2H − |1− x|2H ; x ∈ R. (3.21)

For a positive δ ∈ (0, 1), we also define
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∆ℓ(δ, s, t) :=
{t2H

2
ℓ
(δ

t

)

−
|t− s|2H

2
ℓ
( δ

t− s

)}

for (s, t) ∈ ∆T .
One can easily check we can write

Oǫ,δ
s,t =

(
s2H

2
ℓ
(
ǫ
s

) |t−s|2H

2
ℓ
(

ǫ
t−s

)

∆ℓ(δ, s, t) |t−s|2H

2
ℓ
(

δ
t−s

)

)

,

for (s, t) ∈ ∆T such that 0 < s− ǫ and 0 < t− δ. Other representations are given by

Oǫ,δ
s,t =

(
R(s, s+ ǫ) R(t, s+ ǫ)− R(s, s+ ǫ)

∆ℓ(δ, s, t) |t−s|2H

2
ℓ
(

δ
t−s

)

)

,

for (s, t) ∈ ∆T such that 0 ≥ s− ǫ, 0 < t− δ and

Oǫ,δ
s,t =

(
R(s, s+ ǫ) R(t, s+ ǫ)− R(s, s+ ǫ)
R(s, t+ δ) R(t+ δ, t)− R(t+ δ, s)

)

,

for (s, t) ∈ ∆T such that 0 ≥ s− ǫ and 0 ≥ t− δ.
The following inequality is crucial to estimate Λ0(ǫ, δ; s, t) along the diagonal of

[0, T ]2 and the origin.

Lemma 3.4. Fix H ∈ (0, 1). The following representation holds

Θs,t = |t− s|2HA(s, t), (3.22)

for (s, t) ∈ [0, T ]2⋆, where

A(s, t) :=
1

4

{

2s2H + 2t2H − |t− s|2H −
(t2H − s2H)2

|t− s|2H

}

,

for (s, t) ∈ [0, T ]2⋆. Moreover,

s2H ∧ t2H

|A(s, t)|
≤

22−2H

4− 22H
; (s, t) ∈ [0, T ]2⋆.

Therefore,

1

Θ2
s,t

.
1

|t− s|4H(s4H ∧ t4H)
, (3.23)

for every (s, t) ∈ [0, T ]2⋆ such that s ∧ t > 0.

Proof. Representation (3.22) is obvious. Fix 0 < t ≤ T . Let us write

A(s, t) =
1

4

{

2s2H + φ(s, t)
}

,

for s 6= t, where

φ(s, t) := t2H − |t− s|2H + t2H −
(t2H − s2H)2

|t− s|2H
; s 6= t.
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If 1
2
≤ H < 1, the function a 7→ a2H is Lipschitz. If 0 < H < 1

2
, the function a 7→ a2H

is 2H-Hölder, then

|t2H − s2H |2

|t− s|2H
→ 0

as s→ t. Therefore, lims→t φ(s, t) = 2t2H and hence

lim
s→t

s2H

A(s, t)
= lim

s→t

s2H

1
4
{2s2H + φ(s, t)}

= 1.

We claim

lim
s↓0

s2H

A(s, t)
= 1, (3.24)

for any H ∈ (0, 1). Indeed, let us write

s2H

A(s, t)
=

4s2H

2s2H + φ(s, t)
=

4

2 + φ(s,t)
s2H

.

Observe

∂φ

∂s
(s, t) = 2Hsgn(t− s)|t− s|2H−1 +

1

|t− s|4H

{

4Hs2H−1(t2H − s2H)|t− s|2H

− 2Hsgn(t− s)|t2H − s2H |2|t− s|2H−1
}

,

for s 6= t. By L’Hospital, we know that

lim
s↓0

φ(s, t)

s2H
= lim

s↓0

[

2(t2H − s2H)

(t− s)2H
+

(t− s)4H − (t2H − s2H)2

(t− s)1+2Hs2H−1

]

= lim
s↓0

[

2(t2H − s2H)

(t− s)2H
+

{(t− s)4H − t4H}+ {s2H(2t2H − s2H)}

(t− s)1+2Hs2H−1

]

.

We have

lim
s↓0

2(t2H − s2H)

(t− s)2H
= 2, lim

s↓0

s2H(2t2H − s2H)

(t− s)1+2Hs2H−1
= 0.

Mean value theorem yields

|(t− s)4H − t4H | ≤ 4Hmax{t4H−1, (t− s)4H−1}s

so that ∣
∣
∣
∣
∣

(t− s)4H − t4H

(t− s)1+2Hs2H−1

∣
∣
∣
∣
∣
≤

4Hmax{t4H−1, (t− s)4H−1}

(t− s)1+2H
s2−2H → 0,

as s ↓ 0. This shows (3.24). Now, let us consider
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g(s, t) =

{
s2H

A(s,t)
; if 0 < s < t

1; if s = 0 or s = t.

This function is continuous (it is C1 over (0, t)) on the interval [0, t] for each t ∈ (0, T ].
Moreover,

∂g

∂s
(s, t) =

2Hs2H−1A(s, t)− s2H ∂A
∂s
(s, t)

|A(s, t)|2
; 0 < s < t.

Clearly, g(·, t) has a unique critical point at t
2
over (0, t), i.e., ∂sg

(
t
2
, t
)

= 0. Moreover,

g
( t

2
, t
)

=
( t
2
)2H

A
(
t
2
, t
) = −

22−2H

22H − 4
≥ 1,

for every t ∈ (0, T ] and H ∈ (0, 1). This completes the proof. �

4. Analysis of the marginal component

In this section, we will analyse the limit

lim
(ǫ,δ)↓0

1

2
E

∫

[0,T ]2

〈

Ys ⊗ Ys + Yt ⊗ Yt,
1

4ǫδ
Bs−ǫ,s+ǫ ⊗Bt−δ,t+δ

〉

dsdt,

for Yt = g(t, Bt).

Lemma 4.1. If Y· = g(·, B·) satisfies

E sup
0≤t≤T

|Yt|
p <∞,

for some 1 < p <∞, then

lim
(ǫ,δ)↓0

1

2
E

∫

[0,T ]2

〈

Ys ⊗ Ys + Yt ⊗ Yt,
1

4ǫδ
Bs−ǫ,s+ǫ ⊗ Bt−δ,t+δ

〉

dsdt

= E

∫ T

0

〈
Yt ⊗ Yt,Mt

〉
dt

+E

∫ T

0

|Yt|
2∂R

∂t
(T, t)dt.

Proof. We claim that if f : [0, T ] × Rd → R satisfies E sup0≤t≤T |f(t, Bt)|p < ∞, for
some 1 < p <∞, then

lim
(ǫ,δ)↓0

E

∫

[0,T ]2
f(t, Bt)

1

4ǫδ
B

(i)
s−ǫ,s+ǫB

(j)
t−δ,t+δdsdt

= lim
(ǫ,δ)↓0

E

∫

[0,T ]2
f(s, Bs)

1

4ǫδ
B

(i)
s−ǫ,s+ǫB

(j)
t−δ,t+δdsdt

= E

∫ T

0

|f(t, Bt)|
2∂R

∂t
(T, t)dtδij
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+
1

2
E

∫ T

0

f(t, Bt)
{B

(i)
t B

(j)
t − cov(B

(i)
t ;B

(j)
t )

t2H

}R(T, t)

t2H
dγ(t), (4.1)

for each 1 ≤ i, j ≤ d. In this case, (4.1) will allow us to conclude the proof.
First, we observe we can write

E

[
∫

[0,T ]2
f(t, Bt)

1

4ǫδ
B

(i)
s−ǫ,s+ǫB

(j)
t−δ,t+δdsdt

]

=
1

2δ
E

[
∫ T

0

f(t, Bt)B
(j)
t−δ,t+δdt

1

2ǫ

∫ T+ǫ

T−ǫ

B(i)
s ds

]

−
1

2δ
E

[
∫ T

0

f(t, Bt)B
(j)
t−δ,t+δdt

1

2ǫ

∫ ǫ

0

B(i)
s ds

]

.

The idea is to project onto the sigma algebra generated by Bt as follows

1

2δ
E

[
∫ T

0

f(t, Bt)B
(j)
t−δ,t+δdt

1

2ǫ

∫ T+ǫ

T−ǫ

B(i)
s ds

]

=
1

2δ
E

[
∫ T

0

∫ T+ǫ

T−ǫ

f(t, Bt)E
[

B
(j)
t−δ,t+δB

(i)
s

∣
∣Bt

]

ds
1

2ǫ
dt

]

. (4.2)

Gaussian regression yields the representation

E

[

B
(j)
t−δ,t+δB

(i)
s

∣
∣Bt

]

= qij(δ; s, t)rij(t) + E
[
B(i)
s B

(j)
t−δ,t+δ

]
,

where

qij(δ; s, t) = cov
(

B
(j)
t−δ,t+δ;

B
(j)
t

tH

)

cov
(

B(i)
s ;

B
(i)
t

tH

)

,

rij(t) =
{B

(i)
t B

(j)
t − cov(B

(i)
t ;B

(j)
t )

t2H

}

.

By writing E
[
B

(i)
s B

(j)
t−δ,t+δ

]
= E

[
B

(i)
T B

(j)
t−δ,t+δ

]
− E

[
(B

(i)
T − B

(i)
s )B

(j)
t−δ,t+δ

]
, we can de-

compose

1

4δǫ
E

[
∫ T

0

∫ T+ǫ

T−ǫ

f(t, Bt)E
[
B(i)
s B

(j)
t−δ,t+δ

]
dsdt

]

=
1

2δ
E

[
∫ T

0

f(t, Bt)E
[
B

(i)
T B

(j)
t−δ,t+δ

]
dt

]

−
1

4δǫ
E

[
∫ T

0

∫ T+ǫ

T−ǫ

f(t, Bt)E
[
(B

(i)
T −B(i)

s )B
(j)
t−δ,t+δ

]
dsdt

]

.

Observe

1

2δ
E
[
(B

(i)
T −B(i)

s )B
(j)
t−δ,t+δ

]
=

[(
R(t+ δ, T )− R(t+ δ, s)

)
−
(
R(t− δ, T )−R(t− δ, s)

)

2δ

]

δij ,
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for (s, t) ∈ [0, T ]2 and hence

1

2δ
E

[
∫ T

0

f(t, Bt)E
[
B

(i)
T B

(j)
t−δ,t+δ

]
dt

]

→ E

[
∫ T

0

f(t, Bt)
∂R

∂t
(t, T )dt

]

δij ,

as δ ↓ 0 and

1

2δ
E

[
∫ T

0

1

2ǫ

∫ T+ǫ

T−ǫ

f(t, Bt)E
[
(B

(i)
T − B(i)

s )B
(j)
t−δ,t+δ

]
dsdt

]

→ 0

as (ǫ, δ) ↓ 0 for any 1 ≤ i, j ≤ d. Again, by writing cov
(
B

(i)
s ;

B
(i)
t

tH

)
= cov

(
B

(i)
s −

B
(i)
T ;

B
(i)
t

tH

)
+ cov

(
B

(i)
T ;

B
(i)
t

tH

)
, we can decompose

1

4δǫ
E

[
∫ T

0

∫ T+ǫ

T−ǫ

f(t, Bt)q
ij(δ; s, t)rij(t)dsdt

]

=
1

4δǫ
E

[
∫ T

0

∫ T+ǫ

T−ǫ

f(t, Bt)cov
(

B
(j)
t−δ,t+δ;

B
(j)
t

tH

)

cov
(

B(i)
s −B

(i)
T ;

B
(i)
t

tH

)

rij(t)dsdt

]

+
1

2δ
E

[
∫ T

0

f(t, Bt)cov
(

B
(j)
t−δ,t+δ;

B
(j)
t

tH

)

cov
(

B
(i)
T ;

B
(i)
t

tH

)

rij(t)dt

]

=: I ij1 (ǫ, δ) + I ij2 (ǫ, δ).

We claim that

I ij2 (ǫ, δ) →
1

2
E

∫ T

0

f(t, Bt)r
ij(t)

R(T, t)

t2H
dγ(t), (4.3)

and

I ij1 (ǫ, δ) → 0, (4.4)

as (ǫ, δ) ↓ 0. Indeed, let us denote

Fδ(s) =
1

2δ

∫ s

0

cov
(

B
(j)
t−δ,t+δ;B

(j)
t

)

dt.

We observe

Fδ(s) =
1

2δ

∫ s

s−δ

R(t+ δ, t)dt +

∫ s

0

{R(t + δ, t)− R(t− δ, t)

2δ

}

dt

−
1

2δ

∫ s

s−δ

R(t+ δ, t)dt→
1

2
γ(s),

for each s ∈ [0, T ], as δ ↓ 0. Moreover, by applying Lemma 5.5, we get

‖Fδ‖TV =

∫ T

0

t2Hℓ
(ǫ

t

) 1

2ǫ
dt
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≤ 22H−1

∫ T

0

t2H−1dt,

for every δ ∈ (0, 1). This shows (4.3). Similar argument can be made for (4.4).
Therefore, we conclude

1

2δ
E

[
∫ T

0

f(t, Bt)B
(j)
t−δ,t+δdt

1

2ǫ

∫ T+ǫ

T−ǫ

B(i)
s ds

]

converges to the right-hand side of (4.1). By applying a similar analysis, one can also
easily check that

1

2δ
E

[
∫ T

0

f(t, Bt)B
(j)
t−δ,t+δdt

1

2ǫ

∫ ǫ

0

B(i)
s ds

]

→ 0,

as (ǫ, δ) ↓ 0. By the symmetry of our argument, we may conclude the proof. �

5. Analysis of the increment component and proof of Theorem 2.1

In this section, we will concentrate the analysis on the increment component of
Isym(ǫ, δ) in (2.11). That is, we will investigate the limit

lim
(ǫ,δ)↓0

−
1

2

∫

[0,T ]2

〈

Ys,t ⊗ Ys,t,Λ
0(ǫ, δ; s, t)

〉

dsdt.

For this purpose, we decompose the matrix-valued process Λ0,ij(ǫ, δ) given in (3.1)
into two distinct components according to Lemma 3.1. The random component

1

4ǫδ

[

Z1;ij
s,t (ǫ)Z

2;ij
s,t (δ)− E[Z1;ij

s,t (ǫ)Z
2;ij
s,t (δ)]

]

and the deterministic component

1

4ǫδ
E
[
B

(i)
s−ǫ,s+ǫB

(j)
t−δ,t+δ

]
.

5.1. Deterministic component. In this section, we investigate the limit of

lim
(ǫ,δ)↓0

−
1

2

d∑

i=1

∫

[0,T ]2
E|Y (i)

s,t |
2 1

4ǫδ
E
[
B

(i)
s−ǫ,s+ǫB

(i)
t−δ,t+δ

]
dsdt,

where we recall 1
4ǫδ

E
[
B

(i)
s−ǫ,s+ǫB

(i)
t−δ,t+δ

]
= 1

4ǫδ
∆Iǫ,δR(s, t) for (s, t) ∈ [0, T ]2⋆.

Lemma 5.1. Let g ∈ C γ̄,γ([0, T ]×Rd) with γ̄ > 1
2
−H, γ > 1

2H
−1 and Y· = g(·, B·). For

every 1 < p < min
{

1
2−2H−2Hγ

; 1
2−2H−2γ̄

}
, there exists a constant C = C(H, γ̄, γ, T, p)

such that

sup
(ǫ,δ)∈(0,1)2

E

∫ T

0

∫ t−max{2ǫ+δ;2δ+ǫ}

0

∣
∣Ys,t

∣
∣2p
∣
∣
∣
1

4ǫδ
∆Iǫ,δR(s, t)

∣
∣
∣

p

dsdt ≤ C‖g‖2pγ̄,γ. (5.1)
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Proof. Fix γ > 1
2H

− 1, γ̄ > 1
2
−H and 1 < p < min{ 1

2−2H−2γH
; 1
2−2H−2γ̄

}. Fix Gǫ,δ =

{(s, t) ∈ ∆T ; 0 ≤ s < t−max{2ǫ+ δ; 2δ + ǫ}, 0 ≤ t ≤ T}. First, we observe (s− ǫ, s+
ǫ) ∩ (t− δ, t + δ) = ∅ whenever t− s > ǫ+ δ. Hence, we can write

1

4ǫδ
∆Iǫ,δR(s, t) = H(2H − 1)

1

2ǫ2δ

∫ t+δ

t−δ

∫ s+ǫ

s−ǫ

(b− a)2H−2dadb, (5.2)

for t− s > ǫ+ δ. From (5.2), we get

∣
∣
∣
1

4ǫδ
∆Iǫ,δR(s, t)

∣
∣
∣ ≤ H(1− 2H)|t− (δ + ǫ)− s|2H−2, (5.3)

whenever t− s > ǫ+ δ. By assumption,

|Ys,t|
2p ≤ ‖g‖2pγ̄,γ{|t− s|2pγ̄ + |Bs,t|

2pγ},

for (s, t) ∈ ∆T . By triangle inequality

{|t− s|2pγ̄ + |Bs,t|
2pγ} . {δ2pγ̄ + ǫ2pγ̄ + |t− s− (ǫ+ δ)|2pγ̄

+ |Bt−δ,t|
2pγ + |Bs,s+ǫ|

2pγ + |Bs+ǫ,t−δ|
2pγ}

=: Iǫ,δ(s, t) + Jǫ,δ(s, t),

for every (s, t) ∈ ∆T . Then,

E

∫

Gǫ,δ

|Ys,t|
2p
∣
∣
1

4ǫδ
∆Iǫ,δR(s, t)

∣
∣pdsdt ≤ ‖g‖2pγ̄,γE

∫

Gǫ,δ

|Iǫ,δ(s, t) + Jǫ,δ(s, t)|

× |t− s− (ǫ+ δ)|(2H−2)pdsdt.

Observe that δ ≤ t− s− (ǫ+ δ) ⇐⇒ s < t− (ǫ+ 2δ) and ǫ ≤ t− s− (ǫ+ δ) ⇐⇒ s <
t− (δ + 2ǫ). Therefore,

|t− s− (ǫ+ δ)|(2H−2)pIǫ,δ(s, t) . |t− s− (ǫ+ δ)|(2H−2+2γ̄)p

on Gǫ,δ. We observe

E

[

|Jǫ,δ||t− s− (ǫ+ δ)|(2H−2)p|
]

. |t− s− (ǫ+ δ)|(2H−2+2γH)p

on Gǫ,δ and using the fact that (2H − 2 + 2γH)p+ 1 > 0 and (2H − 2 + 2γ̄)p+ 1 > 0,
there exists a constant C = C(H, γ̄, γ, p, T ) such that

E

∫

Gǫ,δ

|Jǫ,δ(s, t)||t− s− (ǫ+ δ)|(2H−2)pdsdt

.

∫

Gǫ,δ

|t− s− (ǫ+ δ)|(2H−2+2γH)pdsdt ≤ C

and ∫

Gǫ,δ

|Iǫ,δ(s, t)||t− s− (ǫ+ δ)|(2H−2)pdsdt
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.

∫

Gǫ,δ

|t− s− (ǫ+ δ)|(2H−2+2γ̄)pdsdt ≤ C

for every (ǫ, δ) ∈ (0, 1)2. This concludes the proof. �

We now need to investigate

E

∫ T

0

∫ t

t−max{2ǫ+δ;2δ+ǫ}

|Ys,t|
2 1

4ǫδ

∣
∣∆Iǫ,δR(s, t)

∣
∣dsdt.

First, we need the following elementary lemma.

Lemma 5.2. For each 0 < H ≤ 1
2
, the following inequality holds

(1− u)2H ≥ 1− 4Hu,

for every u ∈ [0, C⋆
H], where C

⋆
H = 1− 2

−1
1−2H .

Proof. Let f(u) = (1 − u)2H − (1 − 4Hu) for 0 ≤ u ≤ 1. Then, f(0) = 0 and
f ′(u) = −2H(1 − u)2H−1 + 4H for 0 < u < 1. We observe that f ′(u) > 0 on [0, C⋆

H)
and f ′(C⋆

H) = 0, where 0 < C⋆
H ≤ 1. This completes the proof. �

Lemma 5.3. Let g ∈ C γ̄,γ([0, T ]× Rd) with γ̄ > 1
2
−H, γ > 1

2H
− 1 and Y· = g(·, B·).

Then, there exists a constant C = C(H, γ, γ̄, T ) which only depends on H, γ, γ̄ and T
such that

E

∫ T

0

∫ t

t−max{2ǫ+δ;2δ+ǫ}

|Ys,t|
2
∣
∣
1

4ǫδ
∆Iǫ,δR(s, t)

∣
∣dsdt

≤ C‖g‖2γ̄,γ min
{

ǫ[2H−1+2(γ̄∧γH)], δ[2H−1+2(γ̄∧γH)]
}

, (5.4)

for every (ǫ, δ) ∈ (0, 1)2.

Proof. First, we may suppose that g(t, x) = g(x) because both γH > 1
2
− H and

γ̄ > 1
2
−H and E|Bs,t|2γ ≅ |t− s|2γH . Let us denote

Gǫ,δ = {(s, t) ∈ ∆T ; t−max{2ǫ+ δ; 2δ + ǫ} ≤ s ≤ t}.

One can easily check we can write

1

4ǫδ
∆Iǫ,δR(s, t) =

|t− s|2H

4ǫδ

1

2
Ψ

(

ǫ+ δ

|t− s|
,
ǫ− δ

|t− s|

)

,

for (s, t) ∈ ∆T , where

Ψ(x, y) := |1 + x|2H + |1− x|2H − |1 + y|2H − |1− y|2H ; (x, y) ∈ R
2.

The Hölder property of g yields

E

∫

Gǫ,δ

|Ys,t|
2
∣
∣
1

4ǫδ
∆Iǫ,δR(s, t)

∣
∣dsdt .

∫

Gǫ,δ

|t− s|2H+2Hγ

ǫδ

∣
∣
∣
∣
∣
Ψ

(

ǫ+ δ

|t− s|
,
ǫ− δ

|t− s|

)∣
∣
∣
∣
∣
dsdt (5.5)
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Next, we devote our attention to the evaluation of the right-hand side of (5.5). Fix
the variable t. In the sequel, for a given (ǫ, δ) ∈ (0, 1)2, we may suppose, for instance,
δ ≤ ǫ. Observe 2ǫ+δ ≥ 2δ+ǫ⇐⇒ ǫ ≥ δ. By making the change of variables, u = t−s,
we can write

∫ t

t−max{2ǫ+δ;2δ+ǫ}

|t− s|2H+2Hγ

ǫδ

∣
∣
∣
∣
∣
Ψ

(

ǫ+ δ

|t− s|
,
ǫ− δ

|t− s|

)∣
∣
∣
∣
∣
ds

=

∫ 2ǫ+δ

0

u2H+2Hγ

ǫδ

∣
∣
∣Ψ
(ǫ+ δ

u
,
ǫ− δ

u

)∣
∣
∣du

=

∫ 2ǫ+δ

0

u2Hγ

ǫδ

∣
∣
∣|u+ ǫ+ δ|2H + |u− (ǫ+ δ)|2H

−|u+ (ǫ− δ)|2H − |u− (ǫ− δ)|2H
∣
∣
∣du. (5.6)

Make another change of variable z = u
ǫ+δ

. Then, the right-hand side of (5.6) is given
by

(ǫ+ δ)2H(γ+1)+1

(ǫδ)

∫ 2ǫ+δ
ǫ+δ

0

z2Hγ
∣
∣
∣|z + 1|2H

+|z − 1|2H −
∣
∣z + 1−

2δ

ǫ+ δ

∣
∣2H −

∣
∣z − 1 +

2δ

ǫ+ δ

∣
∣2H
∣
∣
∣dz.

Since 2ǫ+δ
ǫ+δ

= 1 + ǫ
ǫ+δ

, we first analyse

(ǫ+ δ)2H(γ+1)+1

(ǫδ)

∫ 1

0

z2Hγ
∣
∣
∣|z − 1|2H −

∣
∣z − 1 +

2δ

ǫ+ δ

∣
∣2H
∣
∣
∣dz.

We observe 1− z − 2δ
ǫ+δ

≥ 0 ⇐⇒ z ≤ ǫ−δ
ǫ+δ

. Then, we split

(ǫ+ δ)2H(γ+1)+1

(ǫδ)

∫ 1

0

z2Hγ
∣
∣
∣|z − 1|2H −

∣
∣z − 1 +

2δ

ǫ+ δ

∣
∣2H
∣
∣
∣dz

=
(ǫ+ δ)2H(γ+1)+1

(ǫδ)

∫ ǫ−δ
ǫ+δ

0

z2Hγ
∣
∣
∣|z − 1|2H −

∣
∣z − 1 +

2δ

ǫ+ δ

∣
∣2H
∣
∣
∣dz

+
(ǫ+ δ)2H(γ+1)+1

(ǫδ)

∫ 1

ǫ−δ
ǫ+δ

z2Hγ
∣
∣
∣|z − 1|2H −

∣
∣z − 1 +

2δ

ǫ+ δ

∣
∣2H
∣
∣
∣dz

= J1(k; ǫ, δ, t) + J2(k; ǫ, δ, t).

Observe

J1(k; ǫ, δ, t) =
(ǫ+ δ)2H(γ+1)+1

ǫδ

∫ ǫ−δ
ǫ+δ

0

z2Hγ(1− z)2H
[

1−
(

1−
2δ

ǫ+ δ

1

1− z

)2H]

dz.

By applying Lemma 5.2, we get

∫ T

0

J1(k; ǫ, δ, t)dt .
(ǫ+ δ)2H(γ+1)+1

(ǫδ)

∫ ǫ−δ
ǫ+δ

0

z2Hγ(1− z)2H−1dz
2δ

ǫ+ δ
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. ǫ2Hγ+2H−1 ×

∫ ǫ−δ
ǫ+δ

0

z2Hγ(1− z)2H−1dz.

We observe

J2(k; ǫ, δ, t) =
(ǫ+ δ)2H(γ+1)+1

ǫδ

∫ 1

1− 2δ
ǫ+δ

z2Hγ(1− z)2H
∣
∣
∣1−

( 2δ

ǫ+ δ

1

1− z
− 1
)2H∣∣

∣dz.

By using the Hölder continuity of x 7→ x2H , we observe

(1− z)2H
∣
∣
∣1−

( 2δ

ǫ+ δ

1

1− z
− 1
)2H ∣∣

∣

=
∣
∣
∣(1− z)2H −

( 2δ

ǫ+ δ
− (1− z)

)2H ∣∣
∣

.
∣
∣
∣2(1− z)−

2δ

ǫ+ δ

∣
∣
∣

2H

≤
( 2δ

ǫ+ δ

)2H

,

whenever 1− 2δ
ǫ+δ

< z < 1. Therefore, integrating w.r.t. the variable t, we have

∫ T

0

J2(k; ǫ, δ, t)dt .
(ǫ+ δ)2H(γ+1)+1

ǫδ

( 2δ

ǫ+ δ

)2H
∫ 1

1− 2δ
ǫ+δ

z2Hγdzdt

.
(ǫ+ δ)2H(γ+1)+1

ǫδ

( 2δ

ǫ+ δ

)2H+1

=
(ǫ+ δ)2Hγ

ǫ
δ2H . ǫ2H+2Hγ−1.

Next, we treat the integral over [1, ǫ
ǫ+δ

]. Observing that (1 + x)2H − 1 . x for every
x ≥ 0, we have

(ǫ+ δ)2H(γ+1)+1

ǫδ

∫ 1+ ǫ
ǫ+δ

1

z2Hγ
∣
∣
∣|z − 1|2H −

∣
∣z − 1 +

2δ

ǫ+ δ

∣
∣
2H
∣
∣
∣dz

=
(ǫ+ δ)2H(γ+1)+1

ǫδ

∫ 1+ ǫ
ǫ+δ

1

z2Hγ(z − 1)2H
[(

1 +
2δ

ǫ+ δ

1

z − 1

)2H

− 1
]

dz

.
(ǫ+ δ)2Hγ+2H

ǫ

∫ 1+ ǫ
ǫ+δ

1

z2Hγ(z − 1)2H−1dz . ǫ2H+2γH−1.

Summing up the above estimates, we arrive at

(ǫ+ δ)2H(γ+1)+1

(ǫδ)

∫ T

0

∫ 2ǫ+δ
ǫ+δ

0

z2Hγ
∣
∣
∣|z − 1|2H −

∣
∣z − 1 +

2δ

ǫ+ δ

∣
∣2H
∣
∣
∣dz

. ǫ2H+2Hγ−1,

for every ǫ ≥ δ. Similarly,
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(ǫ+ δ)2H(γ+1)+1

(ǫδ)

∫ T

0

∫ 2ǫ+δ
ǫ+δ

0

z2Hγ
∣
∣
∣|z + 1|2H −

∣
∣z + 1−

2δ

ǫ+ δ

∣
∣
2H
∣
∣
∣dzdt

. ǫ2H+2Hγ−1,

for every ǫ ≥ δ. In case ǫ ≤ δ, we have

E

∫ t

t−max{2ǫ+δ;2δ+ǫ}

|Ys,t|
2
∣
∣
1

4ǫδ
∆Iǫ,δR(s, t)

∣
∣ds

. ‖g‖2γ̄,γ

∫ 2δ+ǫ

0

∣
∣
∣
∣
∣

u2H+2Hγ

ǫδ

∣
∣
∣Ψ
(ǫ+ δ

u
,
ǫ− δ

u

)∣
∣
∣

∣
∣
∣
∣
∣
du

=

∫ 2δ+ǫ

0

u2Hγ

ǫδ

∣
∣
∣|u+ ǫ+ δ|2H + |u− (ǫ+ δ)|2H

−|u+ (ǫ− δ)|2H − |u− (ǫ− δ)|2H
∣
∣
∣du. (5.7)

Make the change of variable z = u
ǫ+δ

. Then, the right-hand side of (5.7) is given by

(ǫ+ δ)2H(γ+1)+1

ǫδ

∫ 2δ+ǫ
ǫ+δ

0

z2Hγ
∣
∣
∣|z + 1|2H

+|z − 1|2H −
∣
∣z + 1−

2ǫ

ǫ+ δ

∣
∣
2H

−
∣
∣z − 1 +

2ǫ

ǫ+ δ

∣
∣
2H
∣
∣
∣dz.

By symmetry of our argument, we then conclude the proof. �

By symmetry, Lemmas 5.1, 5.3 and Remark 3.1, we arrive at the following result.

Lemma 5.4. Let g ∈ C γ̄,γ([0, T ]× Rd) with γ > 1
2H

− 1, γ̄ > 1
2
−H and Y· = g(·, B·).

Then

−
1

2

d∑

i,j=1

E

∫

[0,T ]2
Y

(i)
s,t Y

(j)
s,t

1

4ǫδ
E
[
B

(i)
s−ǫ,s+ǫB

(j)
t−δ,t+δ

]
dsdt→

−
1

2
E

∫

[0,T ]2
|Ys,t|

2 ∂
2R

∂t∂s
(s, t)dsdt,

as (ǫ, δ) ↓ 0.

5.2. Random component. In this section, we investigate the limit of

lim
(ǫ,δ)↓0

−
1

2
E

∫

[0,T ]2

〈
Ys,t ⊗ Ys,t,W

0(ǫ, δ; s, t)
〉
dsdt,

where

W0,ij(ǫ, δ; s, t) :=
1

4ǫδ

{

Z1;ij
s,t (ǫ)Z

2;ij
s,t (δ)− E

[
Z1;ij
s,t (ǫ)Z

2;ij
s,t (δ)

]}

,

for (s, t) ∈ [0, T ]2⋆ and (ǫ, δ) ∈ (0, 1)2. Recall that (Z1;ij, Z2;ij) is given by (3.4), (3.5)
and (3.6).

By Lemma 3.3, we know that
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lim
(ǫ,δ)↓0

W0,ij(ǫ, δ; s, t) = W ij(s, t)

almost surely, for each (s, t) ∈ [0, T ]2⋆ and 1 ≤ i, j ≤ d. In this section, we will prove
that

{

Y
(i)
s,t Y

(j)
s,t W

0,ij(ǫ, δ; s, t); (s, t) ∈ ∆T ; (ǫ, δ) ∈ (0, 1)2
}

(5.8)

is an uniformly integrable family in L1(Ω×∆T ), for each 1 ≤ i, j ≤ d.

Remark 5.1. By symmetry and projecting onto the sigma algebra generated by Bt, Bt,s

for 0 ≤ t < s ≤ T , we will also conclude the convergence on the other part of the simplex
in [0, T ]2⋆.

The following elementary estimates are important in this section.

Lemma 5.5. For a given 0 < H < 1
2
and a > 0, let ℓa(x) = |a+x|2H−|a−x|2H ; x ∈ R.

Then,

sup
x>0

∣
∣
∣
ℓa(x)

x

∣
∣
∣ = 22Ha2H−1.

Proof. First, we observe limx↓0
ℓ1(x)
x

= 4H . Then, we can define the continuous function

f(x) =







(1+x)2H−(1−x)2H

x
; if 0 < x ≤ 1

(1+x)2H−(x−1)2H

x
; if 1 < x <∞

4H ; if x = 0.

The function x 7→ x2H is 2H-Hölder continuous over R+ with Hölder seminorm equals
1 and hence

∣
∣
∣
(1 + x)2H − (x− 1)2H

x

∣
∣
∣ ≤ 22H

for every x ≥ 1. There is no critical point for f in (0, 1) and 4H ≤ 22H and hence we
conclude the proof for a = 1. In the general case a > 0, we just observe we shall write

∣
∣
∣
ℓa(x)

x

∣
∣
∣ = a2H−1 a

x

∣
∣
∣

∣
∣1 +

x

a

∣
∣2H −

∣
∣1−

x

a

∣
∣2H
∣
∣
∣

and by applying the previous case, we conclude the proof. �

There is slight abuse of notation here. We recall ℓ1 = ℓ as described in (3.21). The
following elementary result is useful for the next lemmas.

Lemma 5.6. Fix 0 < H < 1
2
. Let ϕ(s, t) = R(s, t)− γ(s). Then,

|ϕ(s, t)| ≤ min
{
sH |t− s|H ; |t− s|2H ; s2H

}
,

for every (s, t) ∈ ∆T .
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Proof. Hölder’s inequality yields

|ϕ(s, t)| ≤ E|B(1)
s B

(1)
s,t | ≤ sH |t− s|H ,

for (s, t) ∈ [0, T ]2. The function x 7→ x2H is 2H-Hölder continuous over R+ with Hölder
seminorm equals 1 and hence

|ϕ(s, t)| =
1

2

∣
∣
{
t2H − s2H − |t− s|2H

}∣
∣ ≤ |t− s|2H ,

for (s, t) ∈ [0, T ]2. If 0 ≤ s ≤ t ≤ T , then

|ϕ(s, t)| =
1

2

{
s2H + (t− s)2H − t2H

}

≤
1

2
s2H +

1

2
|(t− s)2H − t2H |

≤ s2H .

�

In the sequel, for each (ǫ, δ) ∈ (0, 1)2, we will split the simplex set ∆T = ∪4
i=1∆i,T (ǫ, δ),

where

∆1,T (ǫ, δ) := {(s, t) ∈ ∆T ; δ < t, ǫ < s},

∆2,T (ǫ, δ) := {(s, t) ∈ ∆T ; 0 ≤ t ≤ δ, 0 ≤ s ≤ ǫ},

∆3,T (ǫ, δ) := {(s, t) ∈ ∆T ; 0 ≤ s ≤ ǫ, t > δ},

∆4,T (ǫ, δ) := {(s, t) ∈ ∆T ; s > ǫ, 0 ≤ t ≤ δ}.

The analysis over ∆2,T (ǫ, δ) is unnecessary as the following elementary lemma shows.
It is a straightforward application of Hölder’s inequality.

Lemma 5.7. Let g ∈ C γ̄,γ([0, T ]× Rd) with γ̄ > 1
2
−H, γ > 1

2H
− 1 and Y· = g(·, B·).

Then, there exists a constant C = C(H, T ) which depends on H and T such that

1

4ǫδ
E

∫ δ

0

∫ ǫ

0

|Y (i)
s,t Y

(j)
s,t ||B

(i)
s−ǫ,s+ǫB

(j)
t−δ,t+δ|dsdt ≤ ‖g‖2γ̄,γ(2δ)

H(2ǫ)H ,

for every (ǫ, δ) ∈ (0, 1)2 and i, j = 1, . . . , d.

In the sequel, we repeatedly make use of the following inequality:

E

∫

∆r,T (ǫ,δ)

|Y (i)
s,t Y

(j)
s,t |

p|W0,ij(ǫ, δ; s, t)|pdsdt ≤ ‖g‖2pγ̄,γE

∫

∆r,T (ǫ,δ)

∣
∣dγ̄,γ

(
(s, Bs); (t, Bt)

)∣
∣2p

× |W0,ij(ǫ, δ; s, t)|pdsdt,

for 1 ≤ i, j ≤ d, r = 1, 3, 4 and W0,ij(ǫ, δ; s, t) is given by (see (3.5) and (3.6))
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W0,ij(ǫ, δ; s, t) = η11(ǫ, s, t)η21(δ, s, t)
[
B(i)
s B

(j)
s − γ(s)δij

] 1

4ǫδ
(5.9)

+ η11(ǫ, s, t)η22(δ, s, t)
[
B(i)
s B

(j)
s,t − ϕ(s, t)δij

] 1

4ǫδ

+ η12(ǫ, s, t)η21(δ, s, t)
[
B(j)
s B

(i)
s,t − ϕ(s, t)δij

] 1

4ǫδ

+ η12(ǫ, s, t)η22(δ, s, t)
[
B

(i)
s,tB

(j)
s,t − Var(B

(i)
s,t)δij

] 1

4ǫδ
,

for (s, t) ∈ ∆T . In case (s, t) ∈ ∆1,T (ǫ, δ), we have

η11(ǫ, s, t) =
1

Θs,t

{s2H

2
ℓ
( ǫ

s

)

|t− s|2H −
|t− s|2H

2
ϕ(s, t)ℓ

( ǫ

t− s

)}

, (5.10)

η12(ǫ, s, t) =
1

Θs,t

{

|t− s|2H

2
s2Hℓ

( ǫ

t− s

)

−
s2H

2
ℓ
( ǫ

s

)

ϕ(s, t)

}

,

η21(δ, s, t) =
1

Θs,t

{

∆ℓ(δ, s, t)|t− s|2H − ϕ(s, t)
|t− s|2H

2
ℓ
( δ

t− s

)}

,

η22(δ, s, t) =
1

Θs,t

{

s2H
|t− s|2H

2
ℓ
( δ

t− s

)

−∆ℓ(δ, s, t)ϕ(s, t)
}

.

In the following technical lemmas, we repeatedly make use of Lemmas 3.4, 5.5 and
5.6. The estimates for W0,ij(ǫ, δ) will be based on the decomposition (5.9).

Lemma 5.8. Let g ∈ C γ̄,γ([0, T ]× Rd) with γ̄ > 1
2
−H, γ > 1

2H
− 1 and Y· = g(·, B·).

For each 1 < p < 1
2−2H−2(γH∧γ̄)

, there exists a constant C = C(γ, γ̄, H, T ) such that

E

∫

∆1,T (ǫ,δ)

∣
∣
∣
1

4ǫδ
Y

(i)
s,t Y

(j)
s,t η12(ǫ, s, t)η22(δ, s, t)

[
B

(i)
s,tB

(j)
s,t − |t− s|2Hδij

]
∣
∣
∣

p

dsdt ≤ C‖g‖2pγ̄,γ,

(5.11)
for every (ǫ, δ) ∈ (0, 1)2 and i, j = 1, . . . , d.

Proof. Without loss of generality, we may assume g is time-homogeneous, i.e., g(t, x) =
g(x) for (t, x) ∈ [0, T ]× R

d. Fix i, j = 1, . . . , d, γ > 1
2H

− 1 and 1 < p < 1
2−2H−2γH

. In
order to shorten notation, we define

βij1 (γ,H, s, t) :=
∣
∣dγ̄,γ

(
(s, Bs); (t, Bt)

)∣
∣2
∣
∣B

(i)
s,tB

(j)
s,t − |t− s|2Hδij

∣
∣,

for (s, t) ∈ ∆T . Throughout this proof, we repeatedly use the following elementary
estimate

βij1 (γ,H, s, t) . |Bs,t|
2γ|B(i)

s,tB
(j)
s,t |+ |t− s|2H |Bs,t|

2γδij . (5.12)

For each 1 < q <∞, we observe
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E|βij1 (γ,H, s, t)|
q . |t− s|(2γ+2)Hq , (5.13)

for (s, t) ∈ ∆T . In the sequel, in order to shorten notation, we write

I ij1 (ǫ, δ, s, t) := βij1 (γ,H, s, t)s
2H
∣
∣
∣ℓ
( ǫ

s

)∣
∣
∣ϕ2(s, t)|∆ℓ(δ, s, t)|Θ−2

s,t

1

ǫδ

I ij2 (ǫ, δ, s, t) := βij1 (γ,H, s, t)s
4H
∣
∣
∣ℓ
( ǫ

s

)

ℓ
( δ

t− s

)∣
∣
∣|ϕ(s, t)||t− s|2HΘ−2

s,t

1

ǫδ

I ij3 (ǫ, δ, s, t) := βij1 (γ,H, s, t)|t− s|2Hs2H
∣
∣
∣ℓ
( ǫ

t− s

)∣
∣
∣|∆ℓ(δ, s, t)ϕ(s, t)|Θ−2

s,t

1

ǫδ

I ij4 (ǫ, δ, s, t) := βij1 (γ,H, s, t)|t− s|4Hs4H
∣
∣
∣ℓ
( ǫ

t− s

)

ℓ
( δ

t− s

)∣
∣
∣Θ−2

s,t

1

ǫδ
,

for (s, t) ∈ ∆1,T (ǫ, δ). By using the expressions (5.10) for η12 and η22 and the Hölder
property of g, we have

E

∫

∆1,T (ǫ,δ)

∣
∣
∣
1

4ǫδ
Y

(i)
s,t Y

(j)
s,t η12(ǫ, s, t)η22(δ, s, t)[B

(i)
s,tB

(j)
s,t − |t− s|2Hδij ]

∣
∣
∣

p

dsdt

. ‖g‖2pγ̄,γ

4∑

m=1

∫

∆1,T (ǫ,δ)

E|I ijm(ǫ, δ, s, t)|
pdsdt,

By using Lemmas 3.4 and 5.5, the fact Θs,t = |t−s|2HA(s, t) for (s, t) ∈ ∆T and (5.12),
we have

I ij4 (ǫ, δ, s, t) . βij1 (γ,H, s, t)|t− s|−2, (5.14)

for (s, t) ∈ ∆T . Then,

∫

∆1,T (ǫ,δ)

E|I ij4 (ǫ, δ, s, t)|
pdsdt .

∫

∆T

|t− s|(2γH+2H−2)pdsdt <∞.

Next, we estimate I ij3 (ǫ, δ, s, t). Lemma 5.5 yields

|∆ℓ(δ, s, t)| . δt2H−1 + δ(t− s)2H−1, (5.15)

for (s, t) ∈ ∆T and δ ∈ (0, 1). By applying (5.15) and (3.23) we get

|I ij3 (ǫ, δ, s, t)| . βij1 (γ,H, s, t)|t− s|−2H−1s−2Ht2H−1|ϕ(s, t)|

+ |t− s|−2s−2H |ϕ(s, t)|β1(γ,H, s, t),

for (s, t) ∈ ∆T and hence, the estimates (5.12) and (5.13) jointly with Lemma 5.6 yield

∫

∆T

E|I ij3 (ǫ, δ, s, t)|
pdsdt .

∫

∆T

|t− s|(2γH−1)pt(2H−1)pdsdt

+

∫

∆T

|t− s|(2γH+2H−2)pdsdt <∞.
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Next, by applying again (3.23), we have

|I ij2 (ǫ, δ, s, t)| . βij1 (γ,H, s, t)s
−1|ϕ(s, t)||t− s|−2H−1

for (s, t) ∈ ∆T . Therefore,

∫

∆T

E|I ij2 (ǫ, δ, s, t)|
pdsdt .

∫

∆T

|t− s|(2γH−1)ps−p|ϕ(s, t)|pdsdt

=

∫ T

0

∫ t
2

0

|t− s|(2γH−1)ps−p|ϕ(s, t)|pdsdt

+

∫ T

0

∫ t

t
2

|t− s|(2γH−1)ps−p|ϕ(s, t)|pdsdt.

Lemma 5.6 yield

∫ T

0

∫ t
2

0

|t− s|(2γH−1)ps−p|ϕ(s, t)|pdsdt .

∫ T

0

t(2γH−1)p

∫ t
2

0

s−p+2Hpdsdt

.

∫ T

0

t(2γH+2H−2)p+1dt <∞

and

∫ T

0

∫ t

t
2

|t− s|(2γH−1)ps−p|ϕ(s, t)|pdsdt .

∫ T

0

t−p
∫ t

t
2

|t− s|(2γH+2H−1)pdsdt

.

∫ T

0

t(2γH+2H−2)p+1dt <∞.

Next, we analyze I ij1 as follows. By using (5.15) and (3.23), we get

|I ij1 (ǫ, δ, s, t)| .
βij1 (γ,H, s, t)s

−1−2Ht2H−1ϕ2(s, t)

|t− s|4H

+
βij1 (γ,H, s, t)s

−1−2H |t− s|2H−1ϕ2(s, t)

|t− s|4H
(5.16)

for (s, t) ∈ ∆T . A direct application of Lemma 5.6 yields

∫

∆T

E|I ij1 (ǫ, δ, s, t)|
pdsdt .

∫

∆T

|t− s|(2γ−2)pHs−(2H+1)pt(2H−1)p|ϕ(s, t)|2pdsdt

+

∫

∆T

|t− s|(2γH−1)ps−(2H+1)p|ϕ(s, t)|2pdsdt <∞.

This concludes the proof. �
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Lemma 5.9. Let ∆ℓ(δ, s, t) = t2H

2
ℓ
(
δ
t

)

− (t−s)2H

2
ℓ
(

δ
t−s

)

for (s, t) ∈ ∆T . Then, there

exists a constant C which depends on H such that

|∆ℓ(δ, s, t)| ≤ C
{

s2H
δ

t
+ |t− s|2H−1

(

1−
δ

t

)2H−1 δs

t

}

+ C
{

(t− s− δ)2H−1 δs

t
|t− s|−2H

}

, (5.17)

for 0 < s < t− δ and δ ∈ (0, 1). Moreover,

s−2H |∆ℓ(δ, s, t)| ≤ 2 + (2T )2H, (5.18)

for every t > δ and t− δ < s < t ≤ T .

Proof. Lemma 5.5 yields

|∆ℓ(δ, s, t)| =
∣
∣
∣
t2H

2
ℓ
(δ

t

)

−
|t− s|2H

2
ℓ
( δ

t− s

)∣
∣
∣

.
∣
∣
∣

(
t2H − (t− s)2H

)
ℓ
(δ

t

)∣
∣
∣ +
(
t− s

)2H
∣
∣
∣ℓ
(δ

t

)

− ℓ
( δ

t− s

)∣
∣
∣

. s2H
δ

t
+
(
t− s

)2H
∣
∣
∣ℓ
(δ

t

)

− ℓ
( δ

t− s

)∣
∣
∣,

for (s, t) ∈ ∆T . Fix t and denote

f(s) = ℓ
(δ

t

)

− ℓ
( δ

t− s

)

; 0 ≤ s < t− δ.

Observe f(0) = 0, f ′(s) < 0 for s ∈ (0, t−δ). The fact that f is decreasing on (0, t−δ)
and f(0) = 0 imply f(s) < 0 for s ∈ (0, t− δ). Then,

∣
∣
∣ℓ
(δ

t

)

− ℓ
( δ

t− s

)∣
∣
∣ =

(

1 +
δ

t− s

)2H

−
(

1 +
δ

t

)2H

+
(

1−
δ

t

)2H

−
(

1−
δ

t− s

)2H

,

Because 2H − 1 < 0, a second order Taylor expansion yields

0 <
(

1 +
δ

t− s

)2H

−
(

1 +
δ

t

)2H

< 2H
(

1−
δ

t

)2H−1 δs

t(t− s)
,

for s ∈ (0, t− δ). Similarly,

0 <
(

1−
δ

t

)2H

−
(

1−
δ

t− s

)2H

< 2H
(

1−
δ

t− s

)2H−1 δs

t(t− s)

= 2H
(

t− s− δ
)2H−1

(t− s)1−2H δs

t(t− s)

for s ∈ (0, t− δ). This shows (5.17). Next, we claim that
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2|∆ℓ(δ, s, t)| = t2H

{
(

1 +
δ

t

)2H

−
(

1−
δ

t

)2H
}

− (t− s)2H

{
(

1 +
δ

t− s

)2H

−
( δ

t− s
− 1
)2H

}

, (5.19)

whenever 0 < t− δ < s < t. Indeed,

−∆ℓ(δ, s, t) = (t− s)2H

{
(

1 +
δ

t− s

)2H

−
( δ

t− s
− 1
)2H

}

− t2H

{
(

1 +
δ

t

)2H

−
(

1−
δ

t

)2H
}

.

We observe −δℓ(δ, t, t) = (t − δ)2H − (t + δ)2H < 0 for t > δ. Moreover, Lemma 5.5
yield

−∆ℓ(δ, t − δ, t) =
(

1 +
δ

t

)2H

−
(

1−
δ

t

)2H

− 22H

<
t

δ

{(

1 +
δ

t

)2H

−
(

1−
δ

t

)2H}

− 22H

≤ 0,

for t > δ. Since −∂∆ℓ
∂s

(δ, s, t) < 0 for t−δ < s < t, we can safely state that−∆ℓ(δ, s, t) <
0 for 0 < t− δ < s < t. The estimate (5.19) yields

s−2H |∆ℓ(δ, s, t)|

= s−2H{(t+ δ)2H − (t− δ)2H}+ s−2H{(δ − (t− s))2H − (t− s+ δ)2H}

≤ s−2H{(t+ δ)2H − (t− s+ δ)2H}+ s−2H
∣
∣(δ − (t− s))2H − (t− δ)2H

∣
∣

≤ 2 + (2T )2H ,

for every t > δ and t− δ < s < t ≤ T . This concludes the proof. �

Lemma 5.10. Let g ∈ C γ̄,γ([0, T ] × Rd) with γ̄ > 1
2
− H, γ > 1

2H
− 1 and Y· =

g(·, B·). For each 1 < p < min
{

1
2−2H−2(γH∧γ̄)

; 1
1−(γH∧γ̄)

}
, there exists a constant C =

C(γ, γ̄, H, T, p) such that

E

∫

∆1,T (ǫ,δ)

∣
∣
∣
1

4ǫδ
Y

(i)
s,t Y

(j)
s,t η11(ǫ, s, t)η21(δ, s, t)

[
B(i)
s B

(j)
s −γ(s)δij

]
∣
∣
∣

p

dsdt ≤ C‖g‖2pγ̄,γ, (5.20)

for every (ǫ, δ) ∈ (0, 1)2 and i, j = 1, . . . , d.
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Proof. Fix i, j = 1, . . . , d, γ > 1
2H

− 1 and 1 < p < min
{

1
2−2H−2γH

; 1
1−γH

}
. Similar to

Lemma 5.8, we may suppose g is time-homogeneous. In order to shorten notation, we
define

βij2 (γ,H, s, t) :=
∣
∣dγ̄,γ

(
(s, Bs); (t, Bt)

)∣
∣2
∣
∣B(i)

s B
(j)
s − s2Hδij

∣
∣,

for (s, t) ∈ ∆T . Throughout this proof, we repeatedly use the following elementary
estimate

βij2 (γ,H, s, t) . |Bs,t|
2γ |B(i)

s B
(j)
s |+ s2H |Bs,t|

2γδij , (5.21)

for (s, t) ∈ ∆T . For each 1 < q <∞, we observe

E|βij2 (γ,H, s, t)|
q . |t− s|2γqHs2qH (5.22)

whenever 0 < t − s < 1 or s is close to the origin. In the sequel, in order to shorten
notation, we write

I ij1 (ǫ, δ, s, t) := βij2 (γ,H, s, t)s
2H
∣
∣
∣ℓ
( ǫ

s

)∣
∣
∣|t− s|4H |∆ℓ(δ, s, t)|Θ−2

s,t

1

ǫδ

I ij2 (ǫ, δ, s, t) := βij2 (γ,H, s, t)|t− s|4H |ϕ(s, t)|
∣
∣
∣ℓ
( ǫ

t− s

)∣
∣
∣|∆ℓ(δ, s, t)|Θ−2

s,t

1

ǫδ

I ij3 (ǫ, δ, s, t) := βij2 (γ,H, s, t)s
2H
∣
∣
∣ℓ
( ǫ

s

)∣
∣
∣|t− s|4H |ϕ(s, t)|

∣
∣
∣ℓ
( δ

t− s

)∣
∣
∣Θ−2

s,t

1

ǫδ

I ij4 (ǫ, δ, s, t) := βij2 (γ,H, s, t)|t− s|4Hϕ2(s, t)
∣
∣
∣ℓ
( ǫ

t− s

)

ℓ
( δ

t− s

)∣
∣
∣Θ−2

s,t

1

ǫδ
,

for (s, t) ∈ ∆T . By using (5.10) for η11 and η21 and the Hölder property of g, we have

E

∫

∆1,T (ǫ,δ)

∣
∣
∣
1

4ǫδ
Y

(i)
s,t Y

(j)
s,t η11(ǫ, s, t)η21(δ, s, t)[B

(i)
s B

(j)
s − s2Hδij ]

∣
∣
∣

p

dsdt

. ‖g‖2pγ̄,γ

4∑

m=1

∫

∆1,T (ǫ,δ)

E|I ijm(ǫ, δ, s, t)|
pdsdt.

We first analyse the components with I ij4 and I ij3 . By Lemma 3.4, we have

I ij4 (ǫ, δ, s, t) . βij2 (γ,H, s, t)ϕ
2(s, t)s−4H |t− s|−2

and

I ij3 (ǫ, δ, s, t) . βij2 (γ,H, s, t)s
−2H−1|t− s|−1|ϕ(s, t)|,

for (s, t) ∈ ∆T . Lemma 5.6 and (5.22) yield

∫

∆1,T (ǫ,δ)

E|I ij4 (ǫ, δ, s, t)|
pdsdt .

∫

∆T

|t− s|(2γH−2)p|ϕ(s, t)|2ps−2Hpdsdt <∞

and
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∫

∆T

E|I ij3 (ǫ, δ, s, t)|
pdsdt .

∫

∆T

|t− s|(2γH−1)ps−p|ϕ(s, t)|pdsdt <∞,

for 1 < p < 1
2−2γH−2H

. Next, we analyse the component with I ij2 . By Lemma 5.5 and

(5.15), we have

I ij2 (ǫ, δ, s, t) . βij2 (γ,H, s, t)|t− s|−1|ϕ(s, t)|t2H−1s−4H

+ βij2 (γ,H, s, t)|t− s|2H−2|ϕ(s, t)|s−4H,

for (s, t) ∈ ∆T and hence Lemma 5.6 allows us to state

∫

∆T

E|I ij2 (ǫ, δ, s, t)|
pdsdt .

∫

∆T

|t− s|(2γH+2H−2)p|ϕ(s, t)|ps−2pHdsdt <∞,

for 1 < p < 1
2−2γH−2H

. Next, we treat the term with I ij1 . We will check that

∫

∆1,T (ǫ,δ)

E|I ij1 (ǫ, δ, s, t)|
p
1{t−δ≤s<t}dsdt→ 0 (5.23)

as (ǫ, δ) ↓ 0 and

sup
(ǫ,δ)∈(0,1)2

∫

∆1,T (ǫ,δ)

E|I ij1 (ǫ, δ, s, t)|
p
1{0≤s≤t−δ}dsdt <∞. (5.24)

First, we observe that Lemma 5.5 yields

I ij1 (ǫ, δ, s, t) . βij2 (γ,H, s, t)s
−2H−11

δ
|∆ℓ(δ, s, t)| (5.25)

for (s, t) ∈ ∆1,T (ǫ, δ). Then,

∫

∆1,T (ǫ,δ)

E|I ij1 (ǫ, δ, s, t)|
p
1{0≤s≤t−δ}dsdt

.

∫

∆1,T (ǫ,δ)

|t− s|2γHps−p1{0≤s≤t−δ}

∣
∣
1

δ
∆ℓ(δ, s, t)

∣
∣
p
dsdt.

We now invoke (5.17) in Lemma 5.9. We then have

|t− s|2γHps−p
∣
∣
∣
1

δ
∆ℓ(δ, s, t)

∣
∣
∣

p

. |t− s|2γpHs(2H−1)pt−p

+|t− s|2γpH

{
(

1 +
δ

t

)(2H−1)p 1

|t(t− s)|p
+ (t− s− δ)(2H−1)p(t− s)−2Hpt−p

}

,

for (s, t) ∈ ∆T such that 0 < s < t− δ. Clearly,

∫ T

0

∫ t

0

(t− s)2γpHs(2H−1)pt−pdsdr .

∫ T

0

t(2γH+2H−2)p+1 <∞,
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for 1 < p < 2
2−2H−2γH

. Moreover,

∫ T

δ

∫ t−δ

0

(t− s− δ)(2H−1)p(t− s)2γHp−2Hpt−pdsdt

≤

∫ T

δ

∫ t−δ

0

(t− s− δ)(2γH−1)pt−pdsdt

=

∫ T

δ

(t− δ)(2γH−1)p+1t−pdt .

∫ T

0

z(2γH−2)p+1dz <∞,

for 1 < p < min{ 1
2−2H−2γH

; 1
1−γH

}. Similarly,

∫ T

0

∫ t

0

|t− s|2γpH
(

1 +
δ

t

)(2H−1)p 1

|t(t− s)|p
dsdt .

∫ T

0

t2γpH−2p+1dt <∞.

This shows (5.24). By (5.18), we have

∫ T

δ

∫ t

t−δ

|t− s|2γHps−p
∣
∣
∣
1

δ
∆ℓ(δ, s, t)

∣
∣
∣

p

dsdt .
1

δp

∫ T

δ

∫ t

t−δ

(t− s)2γHps(2H−1)pdsdt

. δ(2γH+2H−2)p+1 → 0,

as δ ↓ 0. This concludes the proof. �

Lemma 5.11. Let g ∈ C γ̄,γ([0, T ]×Rd) with γ̄ > 1
2
−H, γ > 1

2H
− 1 and Y· = g(·, B·).

For each 1 < p < min
{

1
2−2H−2(γH∧γ̄)

; 1
1−(γH∧γ̄)−H

2

; 1
1−H

}

, there exists a constant C =

C(γ̄, γ,H, T, p) such that

E

∫

∆1,T (ǫ,δ)

∣
∣
∣
1

4ǫδ
Y

(i)
s,t Y

(j)
s,t η11(ǫ, s, t)η22(δ, s, t)

[
B(i)
s B

(j)
s,t − ϕ(s, t)δij

]
∣
∣
∣

p

dsdt ≤ C‖g‖2pγ̄,γ,

(5.26)
for every (ǫ, δ) ∈ (0, 1)2 and i, j = 1, . . . , d.

Proof. Similar to the proof of Lemma 5.10, we may suppose g is time-homogeneous.

Fix i, j = 1, . . . , d, γ > 1
2H

− 1 and 1 < p < min
{

1
2−2H−2γH

; 1
1−γH−H

2

; 1
1−H

}

. In order

to shorten notation, we define

βij3 (γ,H, s, t) :=
∣
∣dγ̄,γ

(
(s, Bs); (t, Bt)

)∣
∣2
∣
∣B(i)

s B
(j)
s,t − ϕ(s, t)δij

∣
∣,

for (s, t) ∈ ∆T . Throughout this proof, we repeatedly make use of the following
elementary estimate

βij3 (γ,H, s, t) . |Bs,t|
2γ |B(i)

s B
(j)
s,t |+ |Bs,t|

2γ|ϕ(s, t)|δij, (5.27)

for (s, t) ∈ [0, T ]2. For each 1 < q <∞, we observe Lemma 5.6 and Hölder’s inequality
yield
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E|βij3 (γ,H, s, t)|
q . |t− s|2γHq

[
min

{
sH |t− s|H ; |t− s|2H ; s2H

}q
δij + sHq|t− s|Hq

]
,

for (s, t) ∈ [0, T ]2. Therefore, for each 1 < q <∞, we have

E|βij3 (γ,H, s, t)|
q . |t− s|2γqH+qH (5.28)

whenever 0 < t− s < 1 and

E|βij3 (γ,H, s, t)|
q . sqH , (5.29)

whenever the variable s is close to the origin. In the sequel, in order to shorten notation,
we write

I ij1 (ǫ, δ, s, t) := βij3 (γ,H, s, t)s
2H
∣
∣
∣ℓ
( ǫ

s

)∣
∣
∣|t− s|2H

∣
∣∆ℓ(δ, s, t)ϕ(s, t)

∣
∣Θ−2

s,t

1

ǫδ
(5.30)

I ij2 (ǫ, δ, s, t) := βij3 (γ,H, s, t)s
4H|t− s|4H

∣
∣
∣ℓ
( ǫ

s

)

ℓ
( δ

t− s

)∣
∣
∣Θ−2

s,t

1

ǫδ

I ij3 (ǫ, δ, s, t) := βij3 (γ,H, s, t)|t− s|2Hϕ2(s, t)
∣
∣∆ℓ(δ, s, t)

∣
∣
∣
∣ℓ
( ǫ

t− s

)∣
∣Θ−2

s,t

1

ǫδ

I ij4 (ǫ, δ, s, t) := βij3 (γ,H, s, t)s
2H |t− s|4H

∣
∣
∣ℓ
( ǫ

t− s

)

ℓ
( δ

t− s

)∣
∣
∣|ϕ(s, t)|Θ−2

s,t

1

ǫδ
, (5.31)

for (s, t) ∈ ∆T . By using (5.10) for η11 and η22 and applying Hölder’s inequality, we
have

E

∫

∆1,T (ǫ,δ)

∣
∣
∣
1

4ǫδ
Y

(i)
s,t Y

(j)
s,t η11(ǫ, s, t)η22(δ, s, t)[B

(i)
s B

(j)
s,t − ϕ(s, t)δij]

∣
∣
∣

p

dsdt

. ‖g‖2pγ̄,γ

4∑

q=1

∫

∆1,T (ǫ,δ)

E|I ijq (ǫ, δ, s, t)|
pdsdt.

Lemmas 3.4 and 5.5 yield

I ij4 (ǫ, δ, s, t) . βij3 (γ,H, s, t)s
−2H |ϕ(s, t)|(t− s)−2,

for (s, t) ∈ ∆1,T (ǫ, δ). By using Lemma 5.6, (5.28) and (5.29), one can easily check

∫

∆T

E|I ij4 (ǫ, δ, s, t)|
pdsdt .

∫ T

0

∫ t

0

E|βij3 (γ,H, s, t)|
ps−2Hp|ϕ(s, t)|p(t− s)−2pdsdt <∞,

for 1 < p < 1
2−2H−2γH

. Lemmas 3.4 and 5.5 yield

I ij2 (ǫ, δ, s, t) . βij3 (γ,H, s, t)s
−1|t− s|−1,

for (s, t) ∈ ∆1,T (ǫ, δ). In view of (5.27) and (5.28), we then have
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∫

∆T

E|I ij2 (ǫ, δ, s, t)|
pdsdt .

∫ T

0

∫ t
2

0

spH−p|t− s|−pdsdt

+

∫ T

0

∫ t

t
2

|t− s|(2γH+H−1)ps−pdsdt

.

∫ T

0

∫ t
2

0

s(H−1)pt−pdsdt

+

∫ T

0

∫ t

t
2

|t− s|[(2γ+1)H−1]pt−pdsdt.

Observe
∫ T

0

∫ t
2

0

s(H−1)pt−pdsdt .

∫ T

0

t(H−1)p+1−pdt <∞

for 1 < p < 1
1−H

. For the second integral, we observe

∫ T

0

∫ t

t
2

|t− s|[(2γ+1)H−1]pt−pdsdt .

∫ T

0

t[(2γ+1)H−2]p+1dt <∞,

for 1 < p < min
{

1
2−2H−2Hγ

; 2
2−(2γ+1)H

}
.

Next, we evaluate the terms I ij1 (ǫ, δ, s, t) and I
ij
3 (ǫ, δ, s, t). Lemmas 5.5, 3.4 and (5.15)

yield

I ij1 (ǫ, δ, s, t) . βij3 (γ,H, s, t)s
−2H−1|t− s|−2H 1

δ
|∆ℓ(δ, s, t)||ϕ(s, t)|

. βij3 (γ,H, s, t)s
−2H−1|t− s|−2Ht2H−1|ϕ(s, t)|

+ βij3 (γ,H, s, t)s
−2H−1|t− s|−1|ϕ(s, t)|,

for (s, t) ∈ ∆1,T (ǫ, δ). We will evaluate

∫ T

0

∫ t

0

E|βij3 (ǫ, δ, s, t)|
ps−(2H+1)p|t− s|−2Hpt(2H−1)p|ϕ(s, t)|pdsdt

+

∫ T

0

∫ t

0

E|βij3 (ǫ, δ, s, t)|
ps−(2H+1)p|t− s|−p|ϕ(s, t)|pdsdt

=: J ij11(ǫ, δ, p) + J ij12(ǫ, δ, p).

It is sufficient to estimate J ij12. In view of (5.28) and (5.29) and applying Lemma 5.6,
we have

J ij12(ǫ, δ, p) .

∫ T

0

∫ t
2

0

sHp−(2H+1)p|t− s|−ps2Hpdsdt

+

∫ T

0

∫ t

t
2

|t− s|(2γH+H−1)ps−(2H+1)psHp|t− s|Hpdsdt.
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Clearly,

∫ T

0

∫ t
2

0

sHp−(2H+1)p|t− s|−ps2Hpdsdt .

∫ T

0

∫ t
2

0

s(H−1)pdst−pdt <∞,

for 1 < p < 1
1−H

. Moreover,

∫ T

0

∫ t

t
2

|t− s|(2γH+H−1)ps−(2H+1)psHp|t− s|Hpdsdt

.

∫ T

0

t−Hp−p
∫ t

2

0

z(2γH+2H−1)pdzdt .

∫ T

0

t(2γH+H−2)p+1dt <∞,

for 1 < p < 2
2−(2γ+1)H

. This concludes the proof.

�

Lemma 5.12. Let g ∈ C γ̄,γ([0, T ] × Rd) with γ̄ > 1
2
− H, γ > 1

2H
− 1 and Y· =

g(·, B·). For each 1 < p < min
{

1
2−2H−2(γ̄∧γH)

; 1
1−H

2

}

, there exists a constant C =

C(γ̄, γ,H, T, p) such that

E

∫

∆1,T (ǫ,δ)

∣
∣
∣
1

4ǫδ
Y

(i)
s,t Y

(j)
s,t η12(ǫ, s, t)η21(δ, s, t)

[
(B(j)

s B
(i)
s,t)− ϕ(s, t)δij

]
∣
∣
∣

p

dsdt ≤ C‖g‖2pγ̄,γ,

(5.32)
for every (ǫ, δ) ∈ (0, 1)2 and i, j = 1, . . . , d.

Proof. Similar to the proof of Lemma 5.11, we may suppose g is time-homogeneous.

Fix i, j = 1, . . . , d, γ > 1
2H

− 1 and 1 < p < min
{

1
2−2H−2γH

; 1
1−H

2

}

. In order to shorten

notation, we define βji3 (γ,H, s, t) as defined in the proof of Lemma 5.11. In the sequel,
in order to shorten notation, we write

I ij2 (ǫ, δ, s, t) := βji3 (γ,H, s, t)s
2H|t− s|2Hϕ2(s, t)

∣
∣
∣ℓ
( ǫ

s

)

ℓ
( δ

t− s

)∣
∣
∣Θ−2

s,t

1

ǫδ

I ij3 (ǫ, δ, s, t) := βji3 (γ,H, s, t)|t− s|4Hs2H |∆ℓ(δ, s, t)|
∣
∣
∣ℓ
( ǫ

t− s

)∣
∣
∣Θ−2

s,t

1

ǫδ
,

for (s, t) ∈ ∆T . We also recall I ij1 (ǫ) and I ij4 (ǫ, δ) as described in (5.30) and (5.31),
respectively. By using (5.10) for η12 and η21 and by applying Hölder’s inequality, we
have

E

∫

∆1,T (ǫ,δ)

∣
∣
∣
1

4ǫδ
Y

(i)
s,t Y

(j)
s,t η12(ǫ, s, t)η21(δ, s, t)[B

(j)
s B

(i)
s,t − ϕ(s, t)δij]

∣
∣
∣

p

dsdt

. ‖g‖2pγ̄,γ

4∑

q=1

∫

∆1,T (ǫ,δ)

E|I ijq (ǫ, δ, s, t)|
pdsdt.
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The terms I ij1 (ǫ, δ, s, t) and I
ij
4 (ǫ, δ, s, t) are investigated in Lemma 5.11. We only need

to check I ij2 (ǫ, δ, s, t) and I ij3 (ǫ, δ, s, t). By using Lemmas 3.4 and 5.5 and (5.15), we
have

I ij3 (ǫ, δ, s, t) . βji3 (γ,H, s, t)|t− s|−1s−2H 1

δ
|∆ℓ(δ, s, t)|

. βji3 (γ,H, s, t)
[

|t− s|−1s−2Ht2H−1 + s−2H(t− s)2H−2
]

,

for (s, t) ∈ ∆1,T (ǫ, δ). Then, (5.28) and (5.29) yield

∫

∆T

E|I ij3 (ǫ, δ, s, t)|
pdsdt .

∫ T

0

∫ t
2

0

s−Hp(t− s)(2H−2)pdsdt (5.33)

+

∫ T

0

∫ t

t
2

(t− s)(2γH+3H−2)ps−2Hpdsdt

+

∫ T

0

∫ t
2

0

s−Hp(t− s)−pdst(2H−1)pdt

+

∫ T

0

∫ t

t
2

(t− s)(2γH+H−1)ps−2Hpdst(2H−1)pdt.

It is enough to estimate the first two integrals in the right-hand side of (5.33). We have
∫ T

0

∫ t
2

0

s−Hp(t− s)(2H−2)pdsdt .

∫ T

0

t(H−2)p+1dt <∞,

for 1 < p < 1
1−H

2

. In order the second integral in the right-hand side of (5.33) be finite,

the following condition is necessary

(2− 3H − 2γH)p < 1. (5.34)

If 2−3H−2γH < 0, any p > 1 realizes (5.34). In case 2−3H−2γH > 0, then (2−3H−

2γH)p < 1 ⇐⇒ 1 < p < 1
2−3H−2γH

which is fulfilled for 1 < p < min
{

1
2−2H−2γH

; 1
1−H

2

}

.

Then,

∫ T

0

∫ t

t
2

(t− s)(2γH+3H−2)ps−2Hpdsdt .

∫ T

0

t−2Hpt(2γH+3H−2)p+1dt <∞,

for 1 < p < 1
1−H

2
−γH

. The analysis of I ij2 (ǫ, δ, s, t) follows the same lines. This concludes

the proof. �

Lemmas 5.8, 5.10, 5.11 and 5.12 allow us to conclude uniformly integrability of the
family of processes

Y
(i)
s,t Y

(j)
s,t

{

Z
(1)
s,t (ǫ, δ)Z

(2)
s,t (δ)− E

[
Z

(1)
s,t (ǫ, δ)Z

(2)
s,t (δ)

]}

1∆r,T (ǫ,δ)(s, t) (5.35)

in L1(Ω×∆T ) parameterized by (ǫ, δ) ∈ (0, 1)2 for r = 1. It remains to analyse
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E

∫

∆r,T (ǫ,δ)

Y
(i)
s,t Y

(j)
s,t W

0,ij(ǫ, δ; s, t)dsdt (5.36)

over the boundary sets ∆r,T (ǫ, δ) for r = 3, 4. In view of Lemmas 5.8, 5.10, 5.11 and
5.12, it is quite intuitive that (5.36) vanishes as (ǫ, δ) ↓ 0.

Lemma 5.13. Let g ∈ C γ̄,γ([0, T ]×R
d) with γ̄ > 1

2
−H, γ > 1

2H
− 1 and Y· = g(·, B·).

Then,

E

∫

∆r,T (ǫ,δ)

|Y (i)
s,t Y

(j)
s,t W

0,ij(ǫ, δ; s, t)|dsdt→ 0,

as (ǫ, δ) ↓ 0, for r = 3, 4.

Proof. By using (5.9) and the representations of η11(ǫ, δ), η12(ǫ, δ), η21(ǫ, δ) and η22(ǫ, δ)
over the regions ∆r,T (ǫ, δ), the proof is almost identical to Lemmas 5.8, 5.10, 5.11 and
5.12. For instance, now ∆3,T (ǫ, δ) is negligible as (ǫ, δ) ↓ 0 and we should play with

ǫ−1R(s, s+ ǫ) and ǫ−1[R(t, s+ ǫ)−R(s, s+ ǫ)] rather than s2H

2
ℓ
(
ǫs−1

)
and |t−s|2H

2
ℓ
(
ǫ(t−

s)−1
)
with the same arguments (with the obvious modification) for the region ∆4,T (ǫ, δ).

Therefore, we omit the details of the proof. �

By Remark 5.1, Lemmas 3.3, 5.8, 5.10, 5.11, 5.12 and 5.13, we arrive at the following
result.

Proposition 5.1. If g ∈ C γ̄,γ([0, T ]×Rd) with γ̄ > 1
2
−H, γ > 1

2H
−1 and Y· = g(·, B·),

then

lim
(ǫ,δ)↓0

−
1

2

d∑

i,j=1

∫

[0,T ]2⋆

E

[

Y
(i)
s,t Y

(j)
s,t W

0,ij(ǫ, δ; s, t)
]

dsdt =

= −
1

2

d∑

i,j=1

∫

[0,T ]2⋆

E

[

Y
(i)
s,t Y

(j)
s,t W

ij(s, t)
]

dsdt.

By combining Proposition 5.1, Lemmas 5.4 and 4.1, we conclude the proof of Theo-
rem 2.1.

6. The isometry and proof of Theorem 2.2

This section presents the underlying Hilbert space which supports the second mo-
ment of the symmetric-Stratonovich. For this purpose, we recall that FBM admits the
RKHS LR(R

d) described as follows. From now on, any function f defined on [0, T ] will
be extended to the real line R as f(t) = f(0) for t ≤ 0 and f(t) = f(T ) for t ≥ T . Let
C1
c (R+,R

d) be the space of Rd-valued C1-functions with compact support in R+. Let
us recall

µ(dsdt) = H(2H − 1)|t− s|2H−2dsdt

is a σ-finite measure on [0, T ]2. Let I : C1
c (R+,R

d) → L2(P) be the linear mapping
defined by
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I(f) :=

∫ ∞

0

fsdBs := 〈f(+∞), B∞〉 −

∫ +∞

0

〈Bs, df(s)〉,

where 〈f(+∞), B∞〉 := limt→+∞〈f(t), BT 〉 = 0. Let L̃R(R
d) be the linear space of all

Borel functions f : R+ → Rd such that

i:
∫∞

0
|f |2(s)|R|(ds, T ) <∞,

ii:
∫

R2
+
|f(s1)− f(s2)|2|µ|(ds1ds2) <∞.

For f ∈ L̃R(R
d), we define

‖f‖2LR(Rd) :=

∫ ∞

0

|f(s)|2R(ds, T )−
1

2

∫

R2
+

|f(s1)− f(s2)|
2µ(ds1ds2). (6.1)

It is possible to show L̃R(R
d) is a Hilbert space w.r.t. the inner-product associated with

(6.1) and

E|I(f)|2 = ‖f‖2LR(Rd),

for every f ∈ C1
0(R+,R

d). Let LR(R
d) be the closure of C1

0(R+,R
d) w.r.t. ‖ · ‖LR(Rd)

as a subset of L̃R(R
d). Then, I : C1

0(R+,R
d) → L2(P) can be uniquely extended to a

linear isometry

I : LR(R
d) → L2(P). (6.2)

One can check LR(R
d) is a real separable Hilbert space and

∫ ∞

0

ϕdB = −

∫ ∞

0

〈B, dϕ〉, (6.3)

for every bounded variation function ϕ with compact support. This implies that

R(s, t) = 〈1[0,t],1[0,s]〉LR
; s, t ∈ [0, T ]. (6.4)

See Propositions 6.18, 6.14, 6.22, 6.32 and 6.33 in [23] for the proof of these results.
The Paley - Wiener integral associated with B is given by

I(f) :=

∫ ∞

0

fdB; f ∈ LR(R
d).

At this point, it is important to recall the following result. Let V : R+ → R+ be an
increasing function such that

∫

[0,T ]2
V 2(t− s)|µ|(dsdt) <∞.

Then, every Borel function f : [0, T ] → R
d such that

|fs,t| ≤ V (|t− s|),

for (s, t) ∈ [0, T ]2⋆ will be an element of LR(R
d). See Proposition 6.9 in [24] for the

proof of this result.
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Next, we give an important example of this article. By using Prop 6.9 in [24], one
can easily check the statement of the following example.

Example 6.1. Let f : [0, T ] → Rd be a continuous function with modulus of continuity

of the form V (t) = t
1
2
−Hψ(t), where ψ satisfies

• limt↓0 ψ(t) = ψ(0) = 0

• limt↓0
ψ(t)
tα

= +∞ for every α ∈ (0, 1].

• There exists η ∈ (0, 1) such that
∫ η

0
1
t
ψ2(t)dt <∞.

Then, f ∈ LR(R
d). For a concrete example, take α > 1

2
, ψ(t) = (log(t−1))−α for

0 < t < 1 and ψ(0) = 0.

Remark 6.1. The Example 6.1 shows that the RKHS LR(R
d) contains a large class of

functions beyond the Hölder scale of modulus of continuity. Of course, if ψ in Example
6.1 is of the form ψ(t) = tβ for some β ∈ (0, 1), then f in Example 6.1 is α-Hölder
continuous for α > 1

2
−H. In other words, Cα ⊂ LR(R

d) for every α > 1
2
−H and this

inclusion fails for α = 1
2
−H. Moreover, LR(R

d) contains continuous functions with a
more diverse modulus of continuity as illustrated in Section 6.1.

With Theorem 2.1 at hand, we now add randomness for the L2(P)-norm of the
symmetric-Stratonovich integral. Fix 1

4
< H < 1

2
. Let E0 be the set of all processes of

the form g(t, Bt) where g : [0, T ] × R
d → R

d ∈ C γ̄,γ([0, T ] × R
d) for some γ̄ > 1

2
− H

and γ > 1
2H

− 1. By Theorem 2.1, we know that

E

[ ∫ T

0

Ytd
0Bt

∫ T

0

Ztd
0Bt

]

= E
〈
Y, Z

〉

LR(Rd)
−

1

2
E

∫

[0,T ]2

〈
Ys,t ⊗ Zs,t,W(s, t)

〉
dsdt

+E

∫ T

0

〈
Yt ⊗ Zt,Mt

〉
dt, (6.5)

for every Y, Z ∈ E0.
We can write (6.5) in the more compact form as a function of (Ψ,Λ):

E

[
∫ T

0

Ytd
0Bt

∫ T

0

Ztd
0Bt

]

= E

∫

[0,T ]

〈
Yt ⊗ Zt,Ψt

〉
dt

−
1

2
E

∫

[0,T ]2

〈
Ys,t ⊗ Zs,t,Λ(s, t)

〉
dsdt, (6.6)

for every Y, Z ∈ E0. Here, we recall

Λ(s, t) = W(s, t) +
∂2R

∂t∂s
(s, t)Id×d

and

Ψt = Mt +
∂R

∂t
(T, t)Id×d,
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where the matrix-valued processes M and W are given by (2.3) and (2.4), respectively.
Let us define

〈Y, Z〉E0 := E

∫

[0,T ]

〈
Yt ⊗ Zt,Ψt

〉
dt (6.7)

−
1

2
E

∫

[0,T ]2

〈
Ys,t ⊗ Zs,t,Λ(s, t)

〉
dsdt

for Y, Z ∈ E0. The bracket in (6.7) is a semi-inner product on the vector space E0.

Indeed, the positiveness and bilinearity follow from 〈Y, Y 〉E0 = ‖
∫ T

0
Ytd

0Bt‖22 and the
linearity of the Lebesgue integral, respectively. The symmetry is immediate from the
definition. We then set

‖Y ‖2E0 := 〈Y, Y 〉E0 .

We will identify Y and Z to be in the same equivalence class whenever

〈Y − Z, Y − Z〉E0 = 0

and quotient E0 w.r.t. these classes. With a slight abuse of notation, we write E0 as
the quotient space equipped with the inner product (6.7).

Let LR(Rd) be the (Hilbert space) completion of
(
E0, 〈·, ·〉E0

)
. Then, we can extend

the domain of the symmetric-Stratonovich stochastic integral from E0 to LR(R
d) via

(6.7).

Corollary 6.1. Fix 1
4
< H < 1

2
. If Y ∈ LR(Rd), then symmetric-Stratonovich sto-

chastic integral
∫ T

0
Ytd̂

0Bt is defined as

∫ T

0

Ysd̂
0Bs := lim

n→+∞

∫ T

0

Y n
s d

0Bs in L2(P),

for every sequence {Yn;n ≥ 1} ⊂ E0 such that Yn → Y in LR(Rd). Moreover,

‖Y ‖2LR(Rd) = E

∣
∣
∣
∣
∣

∫ T

0

Ytd̂
0Bt

∣
∣
∣
∣
∣

2

,

for every Y ∈ LR(Rd).

Next, we are going to exploit the isometry property and we aim to provide a large
class of processes in LR(Rd) under slightly stronger conditions than (1.15) which de-
termines the regularity of the functions in L2(Ω;LR(R

d)). By the very definition of
(3.13) and (3.14), we have

η11(s, t) =
{

s2H−1|t− s|2H − ϕ(s, t)|t− s|2H−1
} H

Θs,t

η21(s, t) =
{[

t2H−1 − |t− s|2H−1
]

|t− s|2H − ϕ(s, t)|t− s|2H−1
} H

Θs,t
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η12(s, t) =
{

s2H |t− s|2H−1 − s2H−1ϕ(s, t)
} H

Θs,t

η22(s, t) =
{

s2H |t− s|2H−1 − ϕ(s, t)
[

t2H−1 − |t− s|2H−1
]} H

Θs,t

.

For i 6= j, let As,t(i, j) = (amn(s, t)) be the 4 × 4-upper triangular matrix given
by a13(s, t) = η11η21(s, t), a14(s, t) = η11η22(s, t), a23(s, t) = η12η21(s, t), a24(s, t) =
η12η22(s, t) and amn(s, t) = 0 otherwise. For i 6= j, we recall the Gaussian vector

(B
(i)
s , B

(i)
s,t , B

(j)
s , B

(j)
s,t ) has the covariance matrix

Σs,t(i, j) =

(
Σs,t(i, i) 0

0 Σs,t(j, j)

)

.

In case i = j, we just set Σs,t = Σs,t(i, i) and As,t(i, i) =

(
η11η21(s, t) η11η22(s, t)
η12η21(s, t) η12η22(s, t)

)

for (s, t) ∈ [0, T ]2⋆. Finally, for i 6= j, we set Ws,t(i, j) := sym (As,t(i, j)) and Ws,t :=
Ws,t(i, i), whenever i = j.

By construction, we can express W ij(s, t) in terms of the quadratic form associated

with the matrix Ws,t(i, j) and applied to the Gaussian vector (B
(i)
s , B

(i)
s,t , B

(j)
s , B

(j)
s,t )

equipped with the covariance matrix Σs,t(i, j) for (s, t) ∈ ∆T .

Lemma 6.1. The following formulas hold

‖Mt‖2 = c(d)
R(t, T )

γ(t)

dγ

dt
(t), (6.8)

for 0 < t ≤ T and

‖W(s, t)‖2 =

√
√
√
√2

d∑

i,j=1

Tr
[
(Ws,t(i, j)Σs,t(i, j))2

]
, (6.9)

for (s, t) ∈ ∆T , where c(d) is a constant which depend on d.

Proof. Fix (s, t) ∈ ∆T . Let Qs,t(i, j) be the quadratic form associated with the matrix
Ws,t(i, j). We know that

E|W ij(s, t)|2 = Var(Qs,t(B
(i)
s , B

(i)
s,t , B

(j)
s , B

(j)
s,t ) = 2Tr

[
(Ws,t(i, j)Σs,t(i, j))

2
]
.

Therefore, (6.9) holds true. To keep notation simple, we set f(t) = R(t,T )
t4H

dγ

dt
(t) and we

write

Mij
t = f(t)B

(i)
t B

(j)
t − E

[
f(t)B

(i)
t B

(j)
t

]
,

for t ∈ (0, T ]. Then,

E|Mij
t |

2 = Var
(
f(t)B

(i)
t B

(j)
t

)
= E

∣
∣f(t)B

(i)
t B

(j)
t

∣
∣2 −

(
E
[
f(t)B

(i)
t B

(j)
t

])2

= f 2(t)t4H ,
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for i 6= j. For i = j, E|Mij
t |

2 = f 2(t)Var
(
|B(i)

t |2
)
= 2f 2(t)t4H . Therefore,

‖Mij
t ‖2 =

{
R(t,T )
γ(t)

dγ

dt
(t); if i 6= j

2R(t,T )
γ(t)

dγ

dt
(t); if i = j.

Then, we can find a constant c(d) which depends on d such that (6.8) holds true. �

Next, we are going to show that the leading term for ‖W(s, t)‖q is actually
∣
∣ ∂

2R
∂t∂s

(s, t)
∣
∣.

Let us denote

κ(s, t) := (s ∧ t)H−1|t− s|H−1 +
|t− s|2H−1

s ∨ t
; (6.10)

for (s, t) ∈ [0, T ]2⋆ and s ∧ t > 0. One can easily check that κ ∈ Lq([0, T ]2) for
1 ≤ q < 1

1−H
.

Lemma 6.2. For 0 < H < 1
2
and q > 1, there exists a constant C = C(q,H, T ) such

that

‖W(s, t)‖q ≤ C
∣
∣
∣
∂2R

∂t∂s
(s, t)

∣
∣
∣+ κ(s, t),

for every (s, t) ∈ [0, T ]2⋆.

Proof. By symmetry (see (3.15) and (3.16)), it is sufficient to check over the simplex
∆T . From (3.15), we can write

W ij(s, t) = η11(s, t)η21(s, t)
(
B(i)
s B

(j)
s − s2Hδij

)

+ η11(s, t)η22(s, t)
(
B(i)
s B

(j)
s,t − ϕ(s, t)δij

)

+ η12(s, t)η21(s, t)
(
B(j)
s B

(i)
s,t − ϕ(s, t)δij

)

+ η12(s, t)η22(s, t)
(
B

(i)
s,tB

(j)
s,t − |t− s|2Hδij

)
,

for 1 ≤ i, j ≤ d. By Hölder’s inequality and using the Gaussian property of B, it is
sufficient to estimate

|η11(s, t)η21(s, t)|s
2H + |η12(s, t)η22(s, t)||t− s|2H

+
∣
∣η11(s, t)η22(s, t) + η12(s, t)η21(s, t)

∣
∣sH |t− s|H

for (s, t) ∈ ∆T .
We observe

∣
∣
∣
∂R

∂t
(s, t)

∣
∣
∣ = H

[
|t− s|2H−1 − t2H−1

]
< |t− s|2H−1 s

t
, (6.11)

for (s, t) ∈ ∆T . By using Lemmas 3.4, 5.6 and (6.11), one can easily check

|η12(s, t)η22(s, t)||t− s|2H . |t− s|2H−2 + sH−1|t− s|H−1 +
1

t
|t− s|2H−1, (6.12)

|η11(s, t)η21(s, t)|s
2H . |t−s|2H−2+sH−1|t−s|H−1+

1

t
|t−s|2H−1+t−2H |t−s|2H−1, (6.13)
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|η11(s, t)η22(s, t)|s
H |t−s|H . |t−s|2H−2+sH−1|t−s|H−1+

1

t
|t−s|2H−1+t−2H |t−s|2H−1,

(6.14)

|η12(s, t)η21(s, t)|s
H |t−s|H . |t−s|2H−2+sH−1|t−s|H−1+

1

t
|t−s|2H−1+t−2H |t−s|2H−1,

(6.15)
for (s, t) ∈ ∆T .

�

In the sequel, we recall

ρ(dsdt) = |µ|(dsdt) + κ(s, t)dsdt,

where |µ| is given by (1.6). In the sequel, for a given 1 < p <∞, we denote Ep,ρ as the
set of all processes such that

∫ T

0

‖Yt‖
2
2pm(dt) +

1

2

∫

[0,T ]2
‖Ys,t‖

2
2pρ(dsdt) <∞. (6.16)

Lemma 6.3. If Y satisfies (6.16) for 1 < p < ∞, then the right-hand side of (6.6) is
finite and

‖Y ‖2E0 . E

∫ T

0

‖Yt‖
2
2pm(dt)

+
1

2
E

∫

[0,T ]2
‖Ys,t‖

2
2pρ(dsdt) <∞. (6.17)

Proof. First, Cauchy-Schwartz’s inequality yields
∣
∣〈Yt ⊗ Yt,Ψt〉

∣
∣ ≤ |Yt ⊗ Yt||Ψt|

≤ |Yt|
2|Mt|+ |Yt|

2∂R

∂t
(T, t)

Observe that |R(T, t)| . t2H , ∂R
∂t
(T, t) = H{t2H−1 + (T − t)2H−1}. We then apply

Hölder’s inequality and Lemma 6.1 to get

E

[

|Yt|
2|Mt|

]

. ‖Yt‖
2
2pt

2H−1

for every t ∈ (0, T ]. This shows that
∫ T

0

E
∣
∣〈Yt ⊗ Yt,Ψt〉

∣
∣dt .

∫ T

0

‖Yt‖
2
2p

∂R

∂t
(t, T )dt.

Similarly, Cauchy-Schwartz’s inequality and Lemma 6.2 yield

∫

[0,T ]2
E
∣
∣〈Ys,t ⊗ Ys,t,Λ(s, t)〉

∣
∣dsdt ≤

∫

[0,T ]2
E

[

|Ys,t|
2|W(s, t)|

]

dsdt
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+

∫

[0,T ]2
E|Ys,t|

2|µ|(dsdt)

.

∫

[0,T ]2
‖Ys,t‖

2
2pρ(dsdt).

This concludes the proof. �

Theorem 6.1. Let g : [0, T ] × Rd → Rd be a bounded function. Assume there exists
p > 1 such that

∫

[0,T ]2
‖g(t, Bt)− g(s, Bs)‖

2
2pρ(dsdt) <∞, (6.18)

and

∫

[0,T ]2

(

sup
n≥1

∫

[0,T ]×Rd

∥
∥
∥g
(
t−

r

n
, Bt−

z

n

)
−g
(
s−

r

n
, Bs−

z

n

)
∥
∥
∥

2p

2p
α(r, z)drdz

) 1
p

ρ(dsdt) <∞,

(6.19)
for every non-negative α ∈ C∞

c ((0, T )×Rd) with
∫
α(r, z)drdz = 1. Then Y = g(B) ∈

LR(Rd) ∩ Ep,ρ and

‖Y ‖2LR(Rd) .

∫ T

0

‖Yt‖
2
2pm(dt)

+
1

2

∫

[0,T ]2
‖Ys,t‖

2
2pρ(dsdt). (6.20)

Proof. We will show that Y· = g(·, B·) is the limit of a sequence (Yn)n≥1 in E0, where
Yn(t) = gn(t, Bt) and gn is a sequence of smooth functions. For simplicity of exposition,
we set d = 1 and we assume g(t, x) = g(x). Let αn = nα(nx) be a sequence of mollifiers
and we denote gn = g ⋆ αn for n ≥ 1. Since g is bounded, then gn is globally Lipschitz
(in particular, gn ∈ Cγ(R) for γ > 1

2H
− 1) and hence Yn ∈ E0 for every n ≥ 1. By

change the variables, we have

gn(x) =

∫ ∞

0

g(x− y)αn(y)dy =

∫ ∞

0

g
(

x−
y

n

)

α(y)dy.

We observe that

lim
n→+∞

E|gn(Bt)− g(Bt)|
2p = 0

and

lim
n→∞

E|gn(Bt)− g(Bt)− gn(Bs) + g(Bs)|
2p = 0

for each s, t ∈ [0, T ]2. Since g is bounded and the positive measure m(dt) = ∂R
∂t
(t, T )dt

is finite, then we can apply bounded convergence theorem to get
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lim
n→+∞

∫ T

0

‖gn(Bt)− g(Bt)‖
2
2p

∂R

∂t
(t, T )dt = 0.

It remains to prove

∫

[0,T ]2
‖gn(Bt)− g(Bt)− gn(Bs) + g(Bs)‖

2
2pρ(dsdt) → 0,

as n→ +∞, for p > 1. We will check there exists G ∈ L1(ρ) such that

(

E|gn(Bt)− g(Bt)− gn(Bs) + g(Bs)|
2p
) 1

p

. G(s, t)

for every (s, t) ∈ [0, T ]2. Indeed, Jensen’s inequality and Fubini’s theorem yield

(

E|gn(Bt)− g(Bt)− gn(Bs) + g(Bs)|
2p
)

≤ E

∫

R

∣
∣
∣g
(

Bs −
y

n

)

− g(Bs)− g
(

Bt −
y

n

)

+ g(Bt)
∣
∣
∣

2p

α(y)dy

. E

∫

R

∣
∣
∣g
(

Bs −
y

n

)

− g
(

Bt −
y

n

)∣
∣
∣

2p

α(y)dy + E

∣
∣
∣g(Bs)− g(Bt)

∣
∣
∣

2p

for (s, t) ∈ [0, T ]2. Assumptions (6.18) and (6.19), Lebesgue dominated theorem and
Lemma 6.3 allow us to conclude the proof.

�

Remark 6.2. Observe that in case |g(t, x)− g(s, y)| only depends on d
γ̄,γ((t, x); (s, y))

given by (2.1) (e.g. g is uniformly continuous), then condition (6.19) becomes (6.18).
Moreover, the boundedness condition is not essential. One can extend Theorem 6.1 for
unbounded functions by using localization arguments.

6.1. Examples. This section presents a class of fundamental examples of functions
g which satisfy assumptions (6.18) and (6.19) but which are not γ-Hölder continuous
functions for any γ > 1

2H
− 1. For simplicity of exposition, we treat the autonomous

case g(t, x) = g(x). We assume that g : Rd → Rd is a continuous bounded function
with modulus of continuity of the form

V (x) = x
1

2H
−1ψ(x); 0 ≤ x < 1, (6.21)

where 1
4
< H < 1

2
and ψ : R+ → R+ satisfies the following properties:

(1) There exists η > 0 such that
∫ η

0

1

x
ψ2(x)dx <∞.

(2) There exist constants r > 1 and A > 0 such that ψ2r is a concave non-decreasing
function on (0, A) with ψ(0) = 0.

(3) limx↓0
ψ(x)
xδ

= +∞ for every δ > 0.

(4) ψ2(xH) . ψ2(x) for every x ∈ (0, 1).
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The intent of the decomposition (6.21) is to employ slowly varying functions for ψ.
Recall that a function ψ is slowly varying at 0 if for any a > 0 fixed, ψ and x 7→ ψ(ax)
are asymptotically equivalent near 0 (see e.g. Chapter 1 in [5]). If ψ is slowly varying,
then the space of functions with V as their modulus of continuity is stricly larger than
the space of functions which are γ-Hölder-continuous for some γ > 1

2H
− 1. However,

Condition (2) above implies that ψ is bounded near 0, and therefore, the functions
with V as their modulus of continuity are ( 1

2H
− 1)-Hölder-continuous. In fact, the

integrability condition (1) is slightly stronger than boundedness and continuity at 0,
as the examples following Proposition 6.1 show. Slowly varying functions need not
have agreeable monotonicity and concavity assumptions; they can contain oscillatory
terms. Since our use of these functions is to defined moduli of continuity, we impose
those additional restrictions in the form of Condition (2). In our practical examples
presented below, the properties of logarithms that lead to Conditions (2) and (3) also
imply Condition (4). Having said this, the decomposition (6.21) does not require ψ to
be slowly varying. In fact, the entire scale of admissible examples can be generated
from (6.21) by asking that ψ be regularly varying, which, by the so-called Karamata
representation theorem (see e.g. Th 1.3.1 in [5]), implies that ψ is the product of a
slowly varying function and a power function. If the power is zero, we are back to
the case where ψ is slowly varying. If the power is positive, then the functions will
be γ-Hölder-continuous for some γ > 1

2H
− 1. The case where the power is negative

cannot lead to examples for us since it would imply that Condition (1) is violated.

Proposition 6.1. If g : Rd → Rd is a bounded continuous function with modulus of
continuity of the form V (x) = x

1
2H

−1ψ(x) for x ∈ [0, 1). If ψ satisfies properties (1),
(2), (3) and (4), then Y = g(B) ∈ LR(Rd) ∩ Ep,ρ for some p > 1.

Proof. We may assume that T = 1. By property (2), there exist R > 1 and A > 0 such
that ψ2r is concave on (0, A). Recall the reverse Jensen’s inequality

E

[

ψ2r
(
|Bs,t|1{|Bs,t|≤A}

)]

≤ ψ2r
(

E
[
|Bs,t|1{|Bs,t|≤A}

])

≤ ψ2r
(

E|Bs,t|
)

= ψ2r(|t− s|H). (6.22)

Then, we proceed as follows. Let Yt = g(Bt). For every 1 < p <∞, we have

|Ys,t|
2p ≤ ‖g‖2p∞A

−2p|Bs,t|
2p + |Ys,t|

2p
1{|Bs,t|≤A},

and therefore,

(
E|Ys,t|

2p
) 1

p . |t− s|2H +
(

E|Ys,t|
2p
1{|Bs,t|≤A}

) 1
p

(6.23)

By assumption |Ys,t| ≤ |Bs,t|
1

2H
−1ψ(|Bs,t|) and hence Hölder’s inequality jointly with

(6.22) and property (4) yield
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(

E|Ys,t|
2p
1{|Bs,t|≤A}

) 1
p

|t− s|2H−2

. |t− s|−1
(

Eψ2pq
(
|Bs,t|

)
1{|Bs,t|≤A}

) 1
pq

= |t− s|−1
(

E
[
ψ2pq

(
|Bs,t|1{|Bs,t|≤A}

)])
1
pq

≤ |t− s|−1ψ2(|t− s|H)

= H−β−1|t− s|−1ψ2(|t− s|), (6.24)

for every (s, t) ∈ [0, T ]2⋆, where we choose p, q > 1 such that pq = r. From (6.23),
(6.24), property (1) and the fact that 1

4
< H < 1

2
, we have

∫

[0,T ]2
‖Ys,t‖

2
2p|t− s|2H−2dsdt <∞, (6.25)

for some p > 1. By applying Theorem 6.1, we conclude the proof.
�

We now present some concrete examples of functions ψ which satisfy properties (1),
(2), (3) and (4). Our examples are well defined on intervals of the form [0, a] for some
a < 1. Rescaling x in these formulas would result in functions which are well defined
and bounded on [0, 1]; this rescaling is omitted, to avoid overloading the notation.

Example 6.2. For α > 1
2
,

ψ(x) :=

{ (
log
(
1
x

))−α
; if 0 < x < 1
0; if x = 0.

Condition (2) and (4) are trivial and condition (3) is easy to check. Details are left to
the reader. By making the change of variable u = − log(x), one checks that Condition
(1) is fulfilled.

Note that the function ψ in the previous example with α ≤ 1/2 does not satisfy
the integrability condition (1). The same comment also applies to the next example.
These examples thus explore the edge cases of our framework.

Example 6.3. For α > 1
2
,

ψ(x) :=

{
(
log
(
1
x

))− 1
2
(
log(log( 1

x
))
)−α

; if 0 < x < 1/e
0; if x = 0.

Condition (2) is trivial and condition (3) is easy; we leave it to the committed reader
to check them. Condition (4) is equally straightforward as soon as one notes that for
x small enough,

1

2
log(log(

1

x
)) ≤ log(log(

1

xH
)) ≤ log(log(

1

x
)).

By making the change of variable u = log(− log(x)), we observe that condition (1) is
fulfilled.
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As is well-known, one may modify the previous example by letting α = 1/2 and
including a further factor which is a thrice-iterated logarithm, to a negative power
of α > 1/2, and so forth with higher iterations of the log, to explore the threshold
of functions which barely satisfy the integrability condition (1). At the other end
of the spectrum, the following example still yields functions which are not γ-Hölder-
continuous for any γ > 1

2H
− 1, but which are more regular than any function from

Example 6.2.

Example 6.4. With β > 1,

ψ(x) :=

{

exp
[

−
(
log
(
log
(
1
x

)))β
]

; if 0 < x < 1/e

0; if x = 0.

Again, Conditions (2) and (3) are straightforward. Condition (4) is treated as in the

previous example. Condition (1) follows from noting that ψ(x) = o
((

log(1/x)
)−α)

,
and using Condition (1) from Example 6.2.

Acknowledgments: The authors gratefully acknowledge funding by FAPDF which
supports the project “Rough paths, Malliavin calculus and related topics” 00193-
00000229 2021-21. The research of FR was also partially supported by the ANR-
22-CE40-0015-01 project (SDAIM). AO gratefully acknowledges the hospitality and
support of the Department of Statistics at Rice University.

References

[1] Adler, R. J., Taylor, J. E., et al. Random fields and geometry, vol. 80.
Springer, 2007.

[2] Alos, E., León, J. A., and Nualart, D. Stochastic Stratonovich calcu-
lus fbm for fractional Brownian motion with Hurst parameter less than 1/2.
Taiwanese Journal of Mathematics 5, 3 (2001), 609–632.
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