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Abstract—In adaptive video streaming, optimizing the selection
of representations for the encoding bitrate ladder has a significant
impact on the quality and economics of media delivery. An
efficient way to select representations for the bitrate ladder of a
given clip is to consider the Satisfied User Ratio (SUR) of the per-
ceived quality of consecutive representations. This ensures that
only representations with one Just Noticeable Difference (JND)
are encoded and streamed by avoiding encoding similar-quality
representations. VMAF (Video Multi-method Assessment Fusion)
presently stands as the most commonly utilized quality metric
for constructing bitrate ladders. Hence, the precise determination
of JND-optimal encoding step-sizes for the VMAF proxy holds
paramount importance; nevertheless, this task is intricate and
can present considerable challenges.

In this paper, we evaluate the effectiveness of different Video
Quality Metrics (VQMs) in predicting SUR for the VMAF
proxy to better capture content-specific characteristics. Our
experimental results provide evidence that incorporating VQMs
can improve the precision of the SUR prediction for the VMAF
proxy. Compared to a state-of-the-art approach that utilizes video
complexity metrics, our proposed approach, which incorporates
two quality metrics—specifically, VMAF and SSIM calculated at
an optimized quantization parameter (QP)—achieves a substan-
tially reduced Mean Absolute Error (MAE) of 1.67. In contrast,
the state-of-the-art approach yields an MAE of 2.01. Hence,
we recommend using the above quality metrics to improve the
accuracy of the SUR prediction for the VMAF proxy.

Index Terms—Video quality, SUR, JND, bitrate ladder, VMAF

I. INTRODUCTION

Video streaming platforms like Netflix, YouTube, and Ama-
zon Prime Video have become an essential part of our
daily lives. HTTP Adaptive Streaming (HAS) is the domi-
nant technique utilized in both live and Video-on-Demand
(VoD) streaming applications. It relies on Adaptive Bitrate
Streaming (ABR) methods [1], where video content is encoded
at multiple bitrate-resolution pairs known as representations.
These representations are used to construct a bitrate ladder [2],
enabling the dynamic adjustment of video quality according
to the viewer’s available bandwidth and device type.

Traditionally, a fixed set of representations, such as the HLS
bitrate ladder [3], is used for all video content. However, this
“one-size-fits-all” approach may not be optimal for different
types of videos. To address this, the per-title encoding ap-
proaches were introduced, where an optimized bitrate ladder
is created for each video content, resulting in improved Quality

of Experience (QoE). In per-title encoding [4], [2], [5], various
encoding parameters, including resolution, frame rate, and
others, are assessed by encoding the videos using all possible
combinations of these parameters. Subsequently, an optimized
bitrate ladder is constructed by selecting representations from
a convex-hull based on the quality measurements of the
encoded representations. Video Multi-method Assessment Fu-
sion (VMAF) [6] is widely embraced as an objective quality
metric that exhibits a strong correlation with human-perceived
quality. It is frequently employed to evaluate the quality of
representations and guide the bitrate laddering process [7].

Selecting a subset of representations from the convex-hull
is a crucial step in constructing an optimized bitrate ladder.
This selection process involves considering various factors,
such as available network bandwidth, device capabilities, and
perceptual quality metrics like VMAF. While some methods
focus on selecting representations based on the probability
of clients requesting specific bitrate versions [8], [9], other
approaches prioritize the selection of representations to min-
imize perceptual similarity [10]. These methods aim to avoid
including representations in the bitrate ladder that have similar
perceptual qualities, as this redundancy may lead to inefficient
resource utilization. By diversifying the quality levels of the
representations, the bitrate ladder construction aims to provide
a wider range of viewing options and enhance the overall
streaming experience for users.

The human visual system (HVS) has limitations in de-
tecting small distortions in videos due to psychological and
physiological mechanisms. HVS can differentiate only a few
discrete-scale distortion levels within a wide range of quality
levels. The minimum visual difference that can be perceived
by the HVS of each individual is defined as the Just Noticeable
Difference (JND). The first JND point indicates the transition
from perceptually lossless to perceptually lossy coding.

To account for variations in HVS between viewers, a metric
called Satisfied User Ratio (SUR) was defined, representing
the proportion of the population that could distinguish a given
distortion level [11], [12]. SUR is defined with Eq.(1):

SUR(x) = 1−
+∞∫

−∞

f(x)dx, (1)

where, f(x) corresponds to the Probability Density Function
(PDF) that has been appropriately fitted to the individual



Fig. 1: Demonstration of SUR curve for the VMAF proxy.

distribution of JND obtained from subjective testing. Notably,
SUR can be regarded as the inverse of the Cumulative Dis-
tribution Function (CDF) associated with the individual JND
distribution. In other words, SUR effectively represents the
Complementary Cumulative Distribution Function (CCDF).
The variable x serves as a proxy for the SUR curve, en-
compassing encoding parameters (such as QP, CRF), VMAF
scores, bitrates, and other relevant factors tailored to diverse
application scenarios [13].

In this paper, we focus on VMAF as the proxy of the SUR
curve, because of its codec-independence and superior perfor-
mance, which is highly correlated with human perception. As
shown in Fig.1, the transition from perceptually lossless to
perceptually lossy coding of the VMAF proxy for p% of SUR
value is expressed as:

∆VMAFSUR(p%) =
∣∣VMAFSUR(100%) − VMAFSUR(p%)

∣∣ ,
(2)

where VMAFSUR(p%) is the VMAF proxy where p% of
viewers cannot see the transition and is defined as:

VMAFSUR(p%) = argmin
x

|SUR(100− x)− p%| . (3)

This paper focuses on investigating content-dependencies
of ∆VMAFSUR(p%) estimation for the VMAF proxy. By
leveraging VQMs such as VMAF and SSIM, we aim to
explore and leverage the content-specific characteristics that
affect ∆VMAFSUR(p%) of a given content clip.

II. DATASET DESCRIPTION

A comprehensive video quality dataset called VideoSet was
introduced in a research publication by Wang et al. [14]. The
dataset comprises 220 source video sequences with a duration
of 5 seconds, featuring frame rates of either 24 fps or 30 fps.
These sequences were encoded using the constant quantization
parameter (CQP) rate control mode of the H.264/AVC video
coding standard [15], with QPs ranging from 1 to 51. The
subjective evaluation of JND of individuals was conducted
across multiple universities, utilizing 58 dedicated stations for
testing.

Although the original JND points were reported for fixed
QPs only, we compute the VMAF scores for each encoding
and determine the corresponding VMAF values for the first
JND. Fig. 2 visually depicts the ∆VMAFSUR(75%) values for
all the 220 contents included in the VideoSet, where the first
JND occurs for the 100−p% = 25% (p% = 75%) of viewers.

Fig. 2: ∆VMAFSUR(75%) where the first JND occurs for for
the 100−p% = 25% (p% = 75%) of viewers in VideoSet [14]
for 1080p.

Please note that p% is selected equal to 75% to align with
the literature [12], [14], [16], [17], [18]. Fig. 2 illustrates the
substantial diversity in ∆VMAFSUR(75%) values, highlighting
the content-dependent nature of the perceptual differences.
For instance, the range of ∆VMAFSUR(75%) can vary widely,
ranging from 0 to 25. This substantial diversity underscores
the necessity for content-specific approaches in addressing
perceptual differences.

III. STATE-OF-THE-ART METHODS

In the existing literature, two sources provide recommen-
dations for determining the sizing of ∆VMAFSUR(75%) in
JND-based bitrate laddering. Jan Ozer [19], in a blog post,
reports an interview with an unnamed Netflix employee who
suggests a constant step size of 6 without empirical evidence
to support this recommendation. On the other hand, Kah et
al. [20], in a publication, present the findings of a subjective
study campaign on the acceptability and perceived quality
of video content and propose a constant value of 2 for
∆VMAFSUR(75%). To further substantiate these two cases,
Amirpour et al. [16] conducted an analysis by applying
the two recommendations (∆VMAFSUR(75%) = 2 vs. 6) to
VideoSet [14], comparing the outcomes with the subjective
JND ground truth provided in the dataset.

In this study, each recommendation was interpreted as a sim-
ple linear model that predicts the ∆VMAFSUR(75%) for each
video content in the dataset. The results were subsequently
analyzed using common error metrics. It was shown that using
the constant value of the 6 rule for ∆VMAFSUR(75%) performs
significantly better than the constant value of 2.

However, these estimators still yield high error levels. The
main reason for this discrepancy is the substantial variance of
∆VMAFSUR(75%) values across different video contents.

To effectively tackle the challenges in the current works,
a content-specific framework [16] was developed to estimate
∆VMAFSUR(75%) by utilizing features extracted from the
reference video (see Fig.3(a)). These features encompass the
framewise features, including: (i) Spatial Information (SI) [21],
(ii) Temporal Information (TI) [21], (iii) Spatial Energy
(E) [22], (iv) Temporal Energy (h) [22], (v) Brightness (L),
(vi) Colourfulness (c) [23], and (vii) Frame rate (fr).



Fig. 3: Comparison of SOTA [16] (a), and our proposed pipelines (b) for ∆VMAFSUR(75%) prediction.

By considering these features, the framework provided a
more comprehensive estimation of ∆VMAFSUR(75%), taking
into account the spatial and temporal aspects, as well as
brightness, colourfulness, and frame rate characteristics of the
videos, as:

∆VMAFSUR(75%) = f(SI, TI, E, h, L, fr, c) (4)

However, despite the utilization of this approach, the
mean absolute error (MAE) was only reduced from 2.73
down to 2.11, in comparison to using the dataset’s
∆VMAFSUR(75%) mean of 6.93 as a constant estimator. Al-
though an improvement was observed, the remaining error
levels are still not satisfactory. Therefore, in this paper, we
investigate the use of VQMs to improve ∆VMAFSUR(75%) es-
timation accuracy.

IV. ∆VMAFSUR(75%) PREDICTION PIPELINE USING VQMS

Building upon the work of [16], we propose a new pipeline
to further improve the estimation of ∆VMAFSUR(75%). Illus-
trated in Fig.3(b), we leverage VQMs on distorted video that
is compressed with a fixed and optimal QP to enhance the
estimation process. The rationale behind this idea is that qual-
ity metrics not only inherently incorporate video complexity
features but may also provide additional insights to further
improve the accuracy of the estimation. By integrating VQMs
into the ∆VMAFSUR(75%) estimation framework, we aim to
achieve more refined and precise predictions of the perceptual
differences in video content. The complete pipeline consists of
three stages: A) Incorporated VQMs, B) Optimal QP selection,
and C) Regression based on VQMs on the optimal QP.

A. Incorporated VQMs

We leverage the following Video Quality Metrics (VQMs)
to enhance ∆VMAFSUR(75%) estimation:

• Peak Signal-to-Noise Ratio (PSNR): Measures the differ-
ence between an original and distorted video, commonly
used for assessing visual quality in compressed or recon-
structed videos.

• Structural Similarity Index (SSIM) [24]: Evaluates the
similarity between reference and distorted images based on
luminance, contrast, and structural aspects.

• Multi-Scale Structural Similarity Index (MS-SSIM) [25]:
Extends SSIM by assessing structural similarity at multiple
scales, offering a comprehensive evaluation.

Fig. 4: MAE vs. QP for ridge regression with only VMAF as
input features

• Video Multimethod Assessment Fusion (VMAF) [?]:
Considers various visual factors through machine learn-
ing and large-scale subjective datasets to predict human-
perceived video quality.

• FovVideoVDP [26]: Simultaneously addresses spatial, tem-
poral, and peripheral perception aspects, integrating con-
trast sensitivity, cortical magnification, and contrast masking
models.

B. Optimal QP selection

Due to the computational cost associated with encoding
videos at multiple QPs and measuring the corresponding
quality metrics, we propose to encode the video at a single
fixed QP (qp) and calculate the VQMs specifically at that
optimal QP.

The ultimate optimal QP is determined using a regression
model via a brute-force approach. Among the evaluated QPs,
we identify the one yielding the lowest Mean Absolute Error
(MAE) after regression. As depicted in Fig. 4, illustrating the
test set’s MAE across various QPs utilizing a linear regression
model with only VMAF as input, it becomes evident that
the selection of QP notably influences the model’s prediction
accuracy. The results indicate that the lowest MAE is achieved
at a QP value of 29 for this example.

C. Regression

Our prediction model for estimating ∆VMAFSUR(75%) can
be represented as:

∆VMAFSUR(75%) = f(VMAFqp, SSIMqp, PSNRqp,MS-SSIMqp,VDPqp),
(5)

where qp is the optimal QP previously selected.
Initially, a foundational regression model, i.e., ridge regres-

sion, with the complexity parameter α = 0.5 was applied.
Furthermore, a more optimized machine learning regression



model, XGBoost (eXtreme Gradient Boosting) [27], was em-
ployed using parameters n estimators = 100, max depth =
1, and booster = gbtree.

To evaluate the contribution and dependency of these
features in predicting ∆VMAFSUR(75%), we systematically
eliminate the least important feature one by one until only
one feature remains. We additionally conducted a comparative
analysis of feature importance between the video complexity
features outlined in [16] and the optimal VQM features for
predicting ∆VMAFSUR(75%). Further details of the outcomes
are provided in Section V.

V. EXPERIMENTAL RESULTS

The evaluation of the proposed method is conducted on
VideoSet, which has been described in Section II. Prior
to commencing the experiment, a preliminary data cleaning
process was undertaken. As shown in Fig. 5 the box plot of
the ∆VMAFSUR(75%) of raw data in VideoSet, which shows
that there are few data points that deviate significantly from
the majority of the dataset. These points have been removed
to prevent these extreme values from distorting the overall
analysis and interpretation of the data.

The remaining data points were divided into an 80% training
set and a 20% test set. Train test split is conducted 20 times
using 20 different random seeds. The reported results are the
mean values obtained from these multiple splits.

The results are summarized in Table I. When utilizing a
fixed ∆VMAFSUR(75%) of 2 [20], the MAE is 4.29. Increasing
the fixed ∆VMAFSUR(75%) to 6 [19] results in a reduced MAE
of 2.59. The state-of-the-art method [16] achieves an MAE
of 2.01. The results indicate that our proposed pipeline both
ridge and XGBoost regression leads to lower MAE than SOTA.
Utilizing XGBoost with a subset of VMAF28, SSIM28 can
further reduce the MAE to 1.67. The overall results presented
in Table I demonstrate that incorporating quality metrics of
compressed video with optimal QP can significantly reduce
the MAE in ∆VMAFSUR(75%) modeling.

Fig 6 portrays the feature importance of both the optimal
VQM features and the video complexity features outlined
in [16]. This importance is derived from the absolute values of
the coefficients associated with each feature within the ridge
regression model. The results clearly indicate that VMAF28

exerts the most substantial influence on the prediction model.
Moreover, the VQM features demonstrate notably greater
impact on ∆VMAFSUR(75%) prediction compared to the video
complexity features. This finding underscores the notion that

Fig. 5: The box plot of the ∆VMAFSUR(75%). Data points
falling below the lower threshold (Q1−1.5IQR) or exceeding
the upper threshold (Q3+1.5IQR) are considered outliers and
have been excluded, as indicated by the ’x’ marker.

TABLE I: Experiment results of different
∆VMAFSUR(75%) estimation models on VideoSet 1080p.

Model Features qp MAE

Jan et al. [19] ∆VMAFSUR(75%)= 2 - 4.29
Kah et al. [20] ∆VMAFSUR(75%)= 6 - 2.59

Amirpour et al. [16] SI, TI, E, h, L, c, fr - 2.01

Ridge regression vmaf, ssim, vdp, psnr, ms-ssim 30 1.77
Ridge regression vmaf, ssim, vdp, psnr 30 1.77
Ridge regression vmaf, ssim, vdp 29 1.78
Ridge regression vmaf, vdp 29 1.78
Ridge regression vmaf 29 1.80

XGBoost vmaf, ssim, vdp, psnr, ms-ssim 28 1.73
XGBoost vmaf, ssim, vdp, psnr 28 1.74
XGBoost vmaf, ssim, vdp 28 1.73
XGBoost vmaf, ssim 28 1.67
XGBoost vmaf 28 1.72

Fig. 6: Feature importance of optimal VQM features and video
complexity features in [16]

VQMs not only inherently encompass video complexity fea-
tures, but also furnish supplementary information, enhancing
the predictive accuracy.

VI. CONCLUSION

In this paper, we focused on modeling the
∆VMAFSUR(75%). The debate surrounding the use of a
fixed ∆VMAFSUR(75%)value of 2 or 6 prompted us to
explore the content-dependent nature of ∆VMAFSUR(75%) as
relying on a fixed value can lead to significant MAE.
Additionally, while the state-of-the-art approach considers
video complexity, our study delved into the influence of
various VQMs, including VMAF, SSIM, VDP, PSNR, and
MS-SSIM, on predicting the ∆VMAFSUR(75%) of the first
JND. Our findings indicated that calculating these VQMs
at a QP of the range 28-30 (depending on the regression
model and the selected features) yielded the lowest MAE. We
also investigated the interdependency of these features when
modeling the ∆VMAFSUR(75%)and discovered that using a
subset of VMAF28, SSIM28 resulted in the lowest MAE.
This finding suggests that the computation of MS-SSIM,
VDP and PSNR may not be necessary to accurately predict
the ∆VMAFSUR(75%). Based on these results, we therefore
recommend utilizing VMAF and SSIM quality metrics
calculated at a QP of 28 to predict the content-dependent
∆VMAFSUR(75%).
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