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Abstract

Natural samples are characterized by surface roughness which is intrin-
sically multi-scale as depicted by the well known concept of fractal dimen-
sion. Nevertheless, surface asperities are barely taken into account in sim-
ulations and modelling where flat surfaces and sharp corners or edges are
generally preferred for the sake of simplicity. In this context, we propose
here a versatile Python program called Pyrough that aims at building vir-
tual samples characterized by configurable surface roughness for numerical
applications such as atomistic and finite-element simulations. The program
is open source and relies on the classical roughness theory that integrates
the concept of self-affine surface. Several basic shapes including basic blocks,
spheres, grains and wires with self-affine surface asperities are implemented
and the object-oriented structure of the program simplifies the implemen-
tation of more complex objects. Virtual sample design is improved using
Pyrough, which enables more realistic simulations to be made. Several ap-
plication examples including e.g., the design of wavy grain boundaries or
nanoindentation testing using a roughened indenter tip are presented.

Keywords: Surface roughness, Modeling, Atomistic simulation,
Finite-elements modeling, Computer programming
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Program title: Pyrough

Developer’s repository link: https://github.com/jamodeol12/Pyrough
Licensing provisions: GNU General Public License 3 (GPL)

Programming language: Python

Ezternal routines/libraries: Gmsh, Meshio, Wulffpack, ASE, Atomsk, cv2
Nature of problem : 3D virtual samples used for atomistic or finite-element
simulations generally rely on simplified geometries and surfaces for the sake of
design simplicity. However, the influence of surface roughness play a crucial
role in various fields of applications (e.g., mechanics, catalysis, lubrication)
and must be taken into account.

Solution method : Pyrough allows for the design of 3D virtual objects with
rough surfaces by means of the classical roughness theory. The user can eas-
ily tune the morphology of surfaces and shape 3D objects. Output samples
can be used in finite-element or atomistic simulations according to the user’s
needs.

Running time: spans from few seconds or less to several minutes depending
on the size of the sample to be processed, the precision of the mesh, and the
machine performance.

Additional comments: the program documentation is available at https:
//jamodeol2.github.io/Pyrough/

1. Introduction

Surface roughness has a fundamental impact on the mechanical, physical
and chemical properties of bulk materials with implications in various fields
such as e.g., friction [I], lubrication [2] 3], machining [4] or polishing [5]. It is
also known to play a key role at small scales as in the field of catalysis where
surface morphology is a key factor for chemical reaction efficiency [0, [7] or in
nanomechanical engineering applications where peaks and valleys associated
with surface roughness act as stress concentrators which are natural sites
for dislocationE] nucleation [8, [0 10, 11, 2], 13]. Indeed, these studies have
emphasized the crucial role of surface steps and roughness on the mechanical
behavior of crystalline materials and, especially, on the dislocation nucleation
process which governs the strength of materials at the nanoscale.

! Dislocations are linear defects responsible for the irreversible deformation of crystalline
materials.
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Although shape optimization has recently emerged as a first step towards a
more realistic, in silico, sample design [14] 15| [16], several mathematical for-
mulations including linear transformation [17], 2D filters [I§] and time series
methods [19] were already used in the past to consider non-equilibrium i.e.,
mathematical, surface roughness. Furthermore, simple theoretical approaches
based on the fractal theory and more common observations of natural sur-
faces were made to investigate adhesion or friction at the nanoscale shedding
light on the influence of surface details in mechanical testing [20, 21], 22]. De-
spite these approaches, the majority of atomistic and macroscopic numerical
simulations usually rely on simple sample designs (using e.g., flat surfaces,
sharp angles and edges) which prevents studying the influence of surface
details and confirms that an user-friendly tool is missing to generate more
realistic virtual samples.

In this study, we describe the implementation of a numerical and open-source
tool called Pyrough that is developed to design virtual samples with rough
surfaces for atomistic and finite-element modeling (FEM) simulations based
on the classical roughness theory [20, 23]. Pyrough gives the user the abil-
ity to manage the surface roughness and height distribution of isotropic and
Gaussian random surfaces for the generation of rough virtual objects. Unlike
existing (often closed-source) solutions in the fields of tribology and contact
engineering [24], 25], 20], 27], Pyrough can serve as a pre-processor for an easy
mapping of the generated rough topography for flat and curved samples.
In what follows, we first recall the main concepts of the classical roughness
theory and how to numerically generate rough surfaces. Then, details on
Pyrough’s workflow, input/output file management and the implementation
of the rough surface generation for several 3D shapes are provided. Finally,
examples of Pyrough’s applications that emphasize the role of surface rough-
ness are presented.

2. Mathematical roughness theory

A broad-spectrum of natural surfaces such as sea-floor [28], rock sur-
faces [29 B0, B1], clouds [32] [33], machined or fractured surfaces [34, 35]
show an intrinsically multi-scale roughness [36]. This scaling phenomenon
is known as self-affine and differs from the self-similar fractal geometry [20]
by the anisotropic character of the scaling transformation. The self-affine
scaling transformation for a height distribution h(x,y) can be described by



the Equation
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where H is the Hurst exponent that scales between 0 and 1 and characterizes
the surface roughness and X is a scalar.

The roughness characterization of a surface S relies on the description
of representative spatial frequencies. The power spectral density (PSD) for
a 2D area C?P(q) is used to analyze the contribution of the various spatial
frequencies i.e., the wave vectors q = (g, q,) [37, 23, B8]. It is expressed as
the fast Fourier transform of the auto-correlation function <h(x)h(0)> (with
x = (z,y)) as shown in Equation

C?P(q) = ﬁ /S (h(x)h(0))e 9% dx 2)

Here C?P(q) has the m* unit but note that the PSD unit relies on its own
definition. Equations[I]and[2]show that the PSD has a power-law dependence
on the spatial frequency in the case of self-affine scaling such as,

C*P(q) ox q 721 (3)

where H is related to the surface fractal dimension Dj; by the relation
Dy=3—-H.

Rough surfaces generated by Pyrough rely on the sum (in the real space)
of cosine functions where each term of the sum represents the contribution
of a spatial frequency. When compared to reciprocal space approaches (see
e.g., [23]), this comes to account for the sole real part of the discrete Fourier
transform. In Cartesian coordinates, the mathematical expression of spatial
oscillations is given by Equation []

cos(q.x + ¢) = cos[2m(vyx + vyy) + @) (4)
where v, and v, are the the spatial frequencies along the x and y directions

respectively and ¢ is the phase.

A discrete set of spatial frequencies v, = a and v, = b (where a and b
are integers) is used to rationalize the range of investigated frequencies. A



and B are defined as the respective high-frequency cutoffs for a and b so
that a € [-A; A] and b € [—B; B]. Thus, the shortest wavelengths are
Az min = % and Ay min = é along the x and y directions, respectively. a and
b can be positive or negative to ensure oscillations in both directions. Thus,
a rough surface h(x,y) can be described by a sum of elementary waves as in
Equation

h(z,y) = Z Z a(a, b)cos|2m(ax + by) + ¢] (5)

a=—Ab=—DB

where a(a,b) is the associated amplitude of each elementary wave.

Based on Equation [5] two more contributions are made in order to allow
Pyrough to generate self-affine rough surfaces that are randomly perturbed.
First, the phase is randomly perturbed using ¢ = U(a, b) where U states for a
uniform distribution on an interval of length 7. Also, random perturbations
and self-affine aspects are implemented within a(a,b). In Pyrough, a(a,b) is
a zero-centered Gaussian distribution defined to get a smooth but random
variation in amplitudes without constraining the magnitude i.e., a(a,b) =
Gap(a®+0?)~0+H) where G, is a scalar randomly extracted from a reduced
centered normal distribution for each (a, b) pair and (a?+4b?)~(*H) expresses
the self-affine aspect of the surface, in line with Equation [3] Finally, the
construction of a randomly perturbed self-affine and periodic surface can be
modeled using Equation [f] in which H allows to monitor the roughness, as
illustrated in Figure [1]

A B
h(z,y) = Cy Z Z Gap(a® + 0%~ eos[2n(ax 4 by) + U(a,b)]  (6)
a=—Ab=—B

where (' is a normalization factor introduced to fit the surface heights to
the sample dimensions.

Additional theoretical details about how to model fractal surfaces can be
found in ref. [39]. Note that a similar approach based on scalar spherical
harmonics (Equation 7)) can be used to describe the surface of spherical-
shaped objects as done to model particle systems |40l 41], brain sections [42]
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Figure 1: Random self-affine rough surfaces modeled using Equation |§| for various Hurst
exponents. a) H=0.00, b) H=0.25, ¢c) H=0.5, d) H=0.75, e) PSD of the various h profiles
computed as C*(q)=)_, , hq(2,y)* with hq(z,y) the height matrix corresponding to
the wave vector q. For all calculations, A=50, B=50 and h(x,y) values are normalized
between 1 and -1.

or other 3D objects [43].
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where (0, ¢) is the polar radius of the sphere at coordinates 6 € [0, 7| and
¢ € [0,27], ¢ is the associated spherical harmonic coefficient and Y;"(6, ¢)
is the spherical harmonic function given by Equation [§]

Yi"(0.0) = \/ 26; 1 EZ - g §le<cose>e””¢ (8)

where [ and m are the degree and order of the associated Legendre function
P™(z) expressed by,

m| Alml 1
Pre) = (1-a2)'% 2 {1 d

2 l
ot | @ = 1| )

According to Equation [7] a spherical harmonic function representing the
morphology of a rough sphere is characterized by its number of degrees and
orders. Their amplitudes determine the intensity of the morphological char-
acteristics that is expressed by,

Wei et al. [40] showed that the spherical harmonic descriptor D; has a
power-law dependence on the spherical harmonic degree [ such as,

D == x| (11)

Statistical analyses as illustrated in Figure [2 allow to characterize every
unique height distribution related to the random aspect of the rough surface
generation process. Several statistical parameters that vary with the moment
1, of the height function h can be used to define the ID-card of the rough
surface,

1n
P Y 12
n n; (12)

where v states for the order of the moment, n is the number of points of the
height distribution and h; is the height value at point <.



The root mean square (RM S) or quadratic mean refers to the square root
of the second moment po [44], [45]. It provides information on the variability
of the heights data set and is calculated using Equation [I3] Note that the
standard deviation o is equal to the RMS in the case of a zero-centered
height distribution as shown in Figure 2k and b.

RMS =0 = \/li; =

Statistical inputs derived from higher moments provide a more complete
description of the rough surface. For example, the skewness sk allows to
measure the symmetry of the statistical height distribution [46],

H3 1 - 3
sk = b= ;h (14)

A symmetrical distribution with evenly distributed height peaks and val-
leys leads to sk tending to 0 as shown in Figure [Je. Last, the kurtosis K
described by Equation [15traduces the spiky nature of the height distribution
[47, 48]. A Gaussian distribution has K~3 whereas lower values correspond
to flatter distributions. This is illustrated in Figure [2d where K decreases as
the surface flattens.

1 n
K="= 3" (15)
H2 =1

not &

3. Pyrough implementation

3.1. General workflow

In a nutshell, Pyrough relies on integrating the roughness approach (Equa-
tion @ and @ and the statistical analysis tools presented above to design in
silico 3D samples with rough surfaces to be used as input files for FEM or
atomistic simulations. Pyrough is written in Python 3 and is developed under
the GNU General Public License version 3 or later [49]. The code is object-
oriented and is easy-to-use or improve even for non-coding users. Pyrough is
executed using the following command line,

python Pyrough.py input.json
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Figure 2: Statistical analyses of rough surfaces. a) Root mean square RM S, b) standard
deviation o, c) skewness sk, and d) kurtosis K. The sampling consists in a hundred rough
surfaces generated for each value of H using Cy=1.

where Pyrough.py is the main python file that calls for the additional classes
and functions existing in the src/ folder during the process and input.json is
the input file that informs the code about the sample geometry and rough-
ness parameters as well as material and crystal structure. Several examples
of .json files are provided in the examples/ folder.

The default workflow of Pyrough is presented in Figure 3| It can be sub-
divided into four domains: Input, Process, Output and FExternal interface.
After the load of the .json input file, a pristine mesh is generated based on
the shape of the targeted rough sample (e.g., film, wire, sphere, etc.) using
the gmsh library [50]. This section of the code is summarized as the Param
class. Then, self-affine rough surfaces are generated using Equation@ (or[7}in
case of spherical samples) according to the roughness parameters contained
in the input file. This is implemented in the Sample class. At this stage, the



full ID-card of the sample containing statistical information such as RMS,
kurtosis, etc., is generated as an output. The numerical rough surface is used
to displace each surface node of the mesh to generate the main output i.e., an
.stl file containing the description of the rough samples (nodes, facets, etc.).
Optional, the roughened sample mesh can be used as a mould to be filled
with atoms, relying on the material lattice and crystallographic properties
provided in the input file, using external interfacing with the open source
program ATOMSK [51]. Finally, atomic positions are saved as additional
output files using various formats including .zyz, .Imp, .cfg, etc. depending
on user’s requirements.

3.2. Input file

The .json input file of Pyrough is subdivided into four sections (see Ta-
ble that are processed within the Param class. First, the object type
section informs the code on the sample shape to design. Each shape is asso-
ciated to an object keyword in Pyrough. Currently, the available shapes are
the film (keyword Boz), cube (Cube), circular-based wire (cWire), faceted
wire (fWire), sphere (Sphere) and faceted particles ( Wulff). In addition, the
user can easily implement additional shapes and associated keywords thanks
to the object-oriented architecture of the code. Additional objects can be
derived from aforementioned mother shapes as e.g., the Grain object that
will be described later. The second section in Table [l describes the sam-
ple dimensions and surface roughness including mesh precision information
(ng and «) and roughness parameters such as the Hurst exponent H, the
normalization factor C, the desired RM S or the frequency ranges N and
M used to generate the rough surfaces. ng is the characteristic size of the
element before roughening and « is a scaling factor for mesh refinement in
the roughened region (this will be discussed further in a later section). Ad-
ditional information required for specific cases (e.g., surface energies in case
of Wulff-shaped systems) are also provided here. Then, the crystal structure
(optional) section provides atomic-scale information on the material such as
lattice parameter, crystal structure and crystalline orientation required if
building the atomic structure. Finally, a last section relies on the output
files generated by Pyrough. Associated with the FEM and ATOM parameter
lists, several roughened mesh and atomic position files with various formats
can be generated by the user including .stl, .msh, .inp, .obj, .vtk, etc. for
FEM and .zyz, .Imp, .cfg, .POSCAR, etc. for atomic position files (see gmsh

10
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Figure 3: Pyrough default workflow categorized in four domains: Input, Process, Output
and FExternal interface.

and ATOMSK documentations for more details on output formats). Empty
FEM and/or ATOM lists will not generate output files except the processed
.stl file.

Note that it is also possible to directly provide a pristine mesh file on which
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the user wishes to apply surface roughness still using the .stl format (particu-
larly useful for users with their own .stl mesh). In this latter case, surfaces are
identified based on the type of object (Box, c¢Wire, etc.) the user chooses.
All the inputs are read and interpreted by the Param class, i.e. Pyrough
generates a param object after the input file reading in order to gather all
the variables required for further processing. For instance, a simple call to
the param.width variable is done to access the width of the sample within
Pyrough. This class is used to distribute variables towards the different inter-
nal processes of Pyrough what simplifies the implementation of new sample
shapes.

Table 1: Description of Pyrough’s input file.

Parameter Type Description Example
Type of object str Shape of the sample Boz, ¢Wire, Cube, etc.
Sample and roughness
radius/length/width/height  float Sample dimensions (nmxnmxnm) 100, 100, 40
H float Hurst exponent 0.75
RMS float Root mean square 1.9
(&) float Normalization factor 1.2
A, B int Frequency range 30, 30
ng int Mesh elements size (before roughness) 10
a int  Mesh refinement scaling factor €]0;1] (optional) 0.33
Raw stl str Initial object’s mesh (optional) mymesh. stl
fWire case :
ng int Number of wire facets 5
Wulff case :
Surfaces list Surface list (Miller indices) [1,0,0], [1,1,0], [1,1,1]
Energies list Surface energies [mJ/m?] 1297, 1581, 1196
nat nt Number of atoms 277389
Crystal structure
Material str Chemical formulation Au
Lattice parameter float Lattice parameter of the crystal [A] 4.08
Crystal structure str Lattice structure of the crystal fec
Orientation list Orientations along x, y and z-axis [1,0,0], [0,1,0], [0,0,1]
Output parameters
ATOM list Formats of the output atomic files [lmp”, 7xyz"]
FEM list Formats of the output FEM files [stl”, "msh”, 7inp”]

3.3. In silico roughness design (Sample class)

After reading the input file, Pyrough generates a rough sample following a
two-step process. Firstly, a pristine sample with dimensions imposed by the
user is generated using the Sample class that gathers most of the processes

12



up to the end of Pyrough execution. To this aim and for the sake of compu-
tational time optimization, Pyrough relies on gmsh to generate 3D surface
meshes out of triangular elements. Depending on the targeted sample shape,
the appropriate function is chosen and the mesh nodes as well as correspond-
ing facets are stored respectively in the vertices and faces variables. Below
is an example of the function used for the generation of a sphere, centered
at (0,0,0) with a radius of 10 nm.

gmsh. initialize ()

gmsh . model.add (” sphere”)

gmsh . model. occ.addSphere (0, 0, 0, 10)

gmsh . model. occ.synchronize ()

gmsh . option .setNumber (” Mesh. MeshSizeMin” , ns)

gmsh . option .setNumber (” Mesh. MeshSizeMax” , ns)

gmsh . model . mesh . generate (3)

node_tags , node_coords, _ = gmsh.model.mesh.getNodes()
element_types, element_tags, element_nodes = gmsh.model
vertices = node_coords.reshape(—1, 3)

triangle_idx = np.where(element_types = 2)[0][0]
faces = element_nodes[triangle_idx ].reshape(—1, 3)—1
gmsh. finalize ()

While a similar approach is used for several Pyrough shape presets, the
process is slightly different for faceted systems that rely on the Wulff theory
[52]. In this case, the Wulffpack library [53] is used for the generation of
facets and nodes, according to the surfaces and energies parameters provided
in the input file (see Table. Note that using Pyrough with the Wulff option
requires ASE [54] as an additional package. Once the Wulff-shaped structure
is generated, each facet is constructed using the addLine, addCurveLoop and
addPlaneSurface functions of the gmsh library.

Secondly, Pyrough generates roughness displacing mesh surface nodes per-
pendicularly to the original surface. To this aim, a numerical rough surface
h(z,y) is generated using the roughness model (Equation [6] or [7)) for each
facet while surface nodes to be displaced are identified. Depending on the
targeted sample shape, various protocols are used to identify surface nodes
and apply roughness. In the following, we provide details for the various
sample shapes already implemented in Pyrough.

13

.mesh . getElement:



Film

The Box object can be used to design films i.e., 2D-periodic samples
with a single rough surface. Box is particularly useful e.g., to model the
indentation of rough surfaces or perform contact friction simulations [55]. A
cell of dimensions length X width x height and mesh size ng is first con-
structed. In this case, only the top surface is going to be roughened and
surface nodes are originally located at the maximum height of the pristine
sample mesh. A numerical grid is then generated from the surface nodes with
x and y coordinates : each grid point refers to a surface node on the original
mesh. Because of the periodicity of Equation @ on the [0, 1] interval, the grid
is normalized and the numerical surface roughness function A is applied to
its normalized coordinates, i.e. no repetition of the pattern appears along
the x and y axis. The roughening procedure simply consists in displacing
each surface node perpendicularly to the (x,y) surface (i.e., along the z-axis)
according to h(x,y). The generation of a rough film is illustrated in Figure .

Wire with circular cross-section

The second type of samples available in Pyrough is the ¢ Wire object (wire
with circular cross-section) that can be useful to model rough cylinders in
FEM [56] or nanowires for MD applications [57, 58, 59]. As illustrated in
Figure [dp, a cylinder of radius radius and length length is constructed using
the extrude function of gmsh, i.e. we first generate a circle in the xy-plane
centered in (0,0) with ng points along its circumference that we extrude along
the z-axis with a regular mesh. This allows to consider vertices at the wire
surface to be those positioned on the external radius r of the cylinder. In
this case, the idea is to roll a rough surface around the wire in order to apply
roughness. To do so, a numerical grid is generated on the [0, 1] interval in
the same way as in the case of a Box object except that the number of points
along the z-axis is equal to the number of mesh points dividing the circular
base and the number of points along the y-axis corresponds to the number of
layers along the length of the wire. The numerical surface roughness function
h is then applied to the numerical grid normalized on [0, 1] interval for the
sake of periodicity. Thus, each surface node from the wire mesh is moved
along the r-axis by its corresponding displacement vector on the generated
rough surface.

14



Faceted-wire

The fWire object allows for the design of a second type of wire made of
faceted surfaces which is commonly observed at the nanoscale [60] [61) [62].
In this case, the initial regular mesh of length length along the z direction is
constructed with the eztrude function of gmsh. But in this case the base is
formed of a (0,0) centered regular polygon with ny sides inscribed in a circle
of radius radius in the xy-plane. Then the same rolling approach as for a
wire with circular cross-section is used to build the rough wire except that
the surface nodes are here translated along the outward facet normal 77 they
belong to. An additional step is required to identify nodes on surface edges.
These latter are displaced along n=nj+n5 where n; and ns are the normal
directions of the two facets the node belongs to. This process is described in

Figure [k.
Wulff shapes and cube

As described in Figure [f] fully-rough 3D cubes and Wulff shapes can also
be designed using Pyrough in accordance with equilibrium shapes observed
experimentally [63] [64]. In these cases, one rough surface per facet is gener-
ated as illustrated in Figure[§] A specific process for the identification of each
facet nodes is used in the node_surface function of the src/Func_pyrough.py
file. Here, a node M is labelled as belonging to a given surface described by
points A,B and C' if det(A?, AC, AM) = 0. Once the list of nodes for each
facet is generated, each flat surface is rotated around v = @ A u;, by the angle
0 = arccos(%) formed between the facet outward normal 7 and u to
align the isolated surface with the xy-plane. Then coordinates are normal-
ized on the [0, 1] interval in line with the periodicity of Equation |§| along the
x and y-axis. Finally, each node is translated along its facet normal 77 using
h(x,y) to build the rough surface. The process is repeated for each facet
of the sample. Using this method, all facets are generated independently
but with the same roughness parameter set (H, Cy, A, B, etc.). As for the
faceted wires, nodes localized on surface edges and corners are treated using
facets-associated averaged displacements.

Sphere
Pyrough allows for the generation of spherical objects of radius radius,

15
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Figure 4: Construction of various rough samples, a) film, b) wire with circular cross-section
and c) faceted wire. For each sample, the surface nodes are colored in dark blue and n,
and n, correspond to the number of points along = and y-axis respectively in the original
3D mesh. A jet color map is used for the representation of height distributions, red is the
maximum value whereas blue is the minimum one.
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Figure 5: Construction of Wulff-faceted samples including the identification of one facet
and relative nodes before the use of Equation [6] The process is repeated for each facet of
the sample using the same roughness parameter set.
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centered in (0,0,0), with roughened surfaces using the addSphere function of
gmsh. In this case, roughness is applied to each surface node of the sphere
by summing spherical harmonics based on Equation [ A maximum har-
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monic degree of 15 is used to correctly represent the sphere morphology as
suggested by Wang et al. [65] but it can be easily modified according to the
user’s requirements. The self-affine aspect of sphere surfaces is integrated
through the auto-correlation function {727 (Equation so that the user
can easily monitor the roughness degree of rough spheres.

Note that for any shape generated by Pyrough, the minimum value of h(z,y)
is added to every node-associated displacement while translations are per-
formed along the outward normals of the sample, both in order to prevent
element interpenetration issues.

3.4. Refinement and volumetric 3D mesh

Surface roughening can induce significant element distortions into the
sample. Thus, mesh refinement is used to mitigate this aspect using the
gmsh library and applying a mathematical field that maps the element size
throughout the sample. Pyrough relies on a linear scaling of the element size
that ranges from maximum ng to minimum «.ng, the latter characterizing
the element size right under the rough surface. Also, a specific field is defined
for each Pyrough shape object as follow,

e Film : ng + ng(a — 1)==2— with 2z, and 2. respectively the

Zmaxz —Amin

minimum and maximum node z-value from the film mesh.

. . . . Var2+y? .
e Wire with circular or faceted cross-section : ng+ng(a—1)Y"—" with
Tmae the maximum radial coordinate.

e Sphere, Wulff shape, Cube : ng + ng(a — 1)—W with 7,4 the

Tmazx

maximum radial coordinate.

Then, a 3D volumic mesh is derived using the gmsh classical procedure
and first-order tetrahedron elements. Examples for the mesh refinement pro-
cess are shown in Figure [
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Figure 6: Pyrough refined mesh process using element size fields, (a) application to a Box
type object where the size of the elements is reduced getting closer to the surface, (b)
application to a circular wire with a radial decrease of the mesh size.

3.5. Outputs

The name of each output file generated by Pyrough relies on the prefix
of the .json input file. Thus, considering the object.json input file, Pyrough
systematically generates an object.stl file for the refined rough 3D mesh and
an object_stat.txt file for its corresponding ID-card. In addition, all the mesh
files corresponding to the FFEM list variable are generated e.g., object.msh,
object.vtk, etc. Atomic positions can be generated as well using formats spec-
ified in the ATOM list variable e.g., object.lmp, object.xyz, etc. Additional
examples about currently available shapes in Pyrough are shown in Figure
[7] using a one-to-one comparison between their FEM mesh and atomistic
representations.
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¢) Faceted particle d) Sphere e) Circular/Faceted wire

Figure 7: Examples of objects that can currently be generated using Pyrough. Each single
shape is represented using its corresponding FEM mesh and atomistic representation.

4. Examples of application

4.1. Statistically-equivalent experimental surfaces

Pyrough can be used via a reverse processing approach to generate vir-
tual surfaces with roughness properties similar to those measured in real-life
experiments using e.g., atomic force microscopy (AFM). With AFM, one
can easily visualize the height distribution on a rough surface with a lateral
resolution of few nanometers and the vertical one in the angstrom range.
Figure |8 shows the 200x200 nm? top surface of a polystyrene particle [66]
for which we mapped local heights using gray-scale analyses (imread func-
tion, cv2 Python package). The resolution of the image is 800 x 800 pixels.
Associated statistical parameters are presented in Table [2]

When analyzing a finite-length portion of an aperiodic rough surface,
the abrupt truncation at the boundaries introduces high-frequency leakage
that distorts the true spectral representation. To remove this effect, window
functions can be applied to the surface tapering it towards zero at the window
edges [67, [68]. For this specific application, we rely on the radially symmetric
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Figure 8: Comparison of PSDs C?P(q) as extracted from an experimental polystyrene par-
ticle surface [66] using grey-scale surface analyses (red curve) and a Pyrough-generated sur-
face with measured roughness parameters (H and RMS) as inputs (black dashed curve).
The Hurst exponent H is calculated from the power-law Equation@

Table 2: Statistical analysis of a roughened surface obtained in (i) the experiment, the anal-
ysis of the top surface of a polystyrene particle [66], and in (ii) Pyrough. The experimental
measured parameters are used as Pyrough inputs to generate a surface characterized by
similar statistical parameters.

Parameter Experiment Pyrough

o 4.62 4.65
RMS 4.65 4.65
sk -0.24 -0.20
K 2.27 2.40

Hann window as described in the work of Jacobs et al. [23],

WHann 8 7 min(Ly, Ly)

3
min(Lg, L) ) 2
9

1
3 2\ 2 2mV/ X2+ Y?
2D (w)_( w ) (14 cos [ ZVXEAYE
(16)
for X*+Y? < (
where L, and L, are the original dimensions of the image, X =« — L,/2

and Y =y —L,/2.
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One can note that w?? =0 if the condition on X? + Y2 is not fulfilled.
Thus, the PSD associated to the particle surface is computed owing the pixel
size as a reference for the largest q to compute C*(q)=3",  [wi{2,,. (2, y)hq(z, y)]?,
the latter’s slope allowing to derive the value of H associated with the surface
(Figure . The H and RM S parameters as derived from the experimental
surface can then be used as Pyrough inputs to model several numerical rough
surfaces with a similar statistical description. The normalization factor C4
in Equation [0] is here adjusted so that the RM.S of the numerical surface fits
with the experiment. One ends up with a random rough surface as shown
in Figure |8 with a Hurst exponent and statistical distribution similar to the
experimental data set (see Table . Such approach can be used to perform
statistical analyses on a wide variety of samples with similar surface rough-
ness properties. The protocol for the construction of rough surfaces based
on experimental images outlined above is fully implemented within Pyrough
as an extension and can be called using the following command line,

python Pyrough.py —surface image.png size zmin zmax

where -surface is the keyword to call for the experimental image processing,
image.png is the imaged surface to analyze, size is the lateral dimension of
the surface in nm and zmin and zmax are respectively the surface minimum
and maximum heights in nm.

4.2. Indentation with a roughened spherical tip

a) ' b)
Figure 9: Von Mises stress distribution during the indentation of a gold sample with a
roughened spherical tip, a) perfect sphere, b) H = 0.75, ¢) H = 0.50. The von Mises

stress o states is recorded for an indentation depth of 0.6 nm but the tip is moved back
on the illustration for the sake of visibility.
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When performing nanoindentation, both the sample and indenter tip sur-
face roughness are supposed to have a severe impact on the local stress dis-
tribution in the sample subsurface [21} 69, [70]. Figure [J] illustrates how the
roughness of a spherical indenter designed using Pyrough influences the local
stress state during nanoindentation using FEM. Three simulations are per-
formed including one with a perfectly smooth indenter and two with rough-
ened tips characterized by H = 0.50 and 0.75, respectively. The FEM simu-
lations are performed using the COMSOL MultiphysicsTM software [24]. The
indenter is modeled as a 15 nm diameter diamond sphere characterized by
a Young’s modulus £E=1050 GPa, a Poisson’s ratio v = 0.1 and a density p
= 3515 kg.m™3. The indented surface is made of gold with E = 70 GPa, v
= 0.44, p = 19300 kg.m3 and dimensions 30x30x7.5 nm3. The probe is
loaded at the center of the sample top surface with a displacement of the
indenter along the z-axis defined as d1.(t) = —6l x t where ¢ is the time and
6l is the indenter displacement rate. The displacements of the indenter along
the z and y-axis are set to zero. The side and bottom surfaces of the sample
are kept fixed during the simulation whereas the top surface is unconstrained
but associated in a contact pair with the indenter. The contact is solved us-
ing the Penalty method with the offset null penalty function [71]. Figure [J
shows the distribution of the von Mises stress inside the gold surface after a
displacement of the indenter of 0.6 nm. For the perfectly spherical indenter,
the stress is homogeneously distributed due to the spherical symmetry of the
contact with a maximum value of 4.6 GPa z-axis aligned and located 5.0 A
below the sample surface. In contrast, an asymmetric distribution of the von
Mises stress is noticed for the two cases relying on roughened indenters. The
two simulations are characterized by a maximum stress of 5.9 GPa (H=0.50,
Figure [9b) and 5.7 GPa (H=0.75, Figure [9¢), respectively. The impact of
roughness is particularly significant here where small asperities on the inden-
ter surface behave like super-small indenters that induce stress localization
within the sample. The indenter’s roughness also breaks the contact symme-
try as the contact zone is not continuous anymore.

4.3. Groovy grain boundaries and interfaces

Accounting for the detailed shape of interfaces such as grain boundaries
(GBs) is crucial to understand thermal [72], electrical [73], magnetic [74] or
mechanical [75] properties evolution near interfaces 70}, [77]. Here we rely on
the Grain object that allows the construction of a rough interface between

22



two grains as shown in Figure The Grain object is built sticking together
two Film objects characterized by h and its opposite -h roughness functions,
respectively. This process is illustrated in Figure [10] where it is applied to
a coherent <001> Ag/Au interface. Note that the Grain object can handle
grains with various kinds of materials characterized by various orientations
and crystal structures.

a)

Figure 10: Generation of a wavy grain boundary using Pyrough, (a) single-grain FEM
mesh with a rough surface characterized by h, (b) same single grain filled with Ag atoms,
(¢) Coupling of the complementary Au grain characterized by —h leading to an Ag/Au
<001> coherent interface.

4.4. Nanowire shape distribution

The mechanical properties of nanocrystals strongly depend on their shape
[14, 15]. In order to generate more realistic virtual objects in MD simula-
tions, one can apply roughness to their surfaces. Here we use Pyrough to
generate 5000 Au nanowires with 3 nm radius pseudo-circular cross-section
and 20 nm length (object cWire) with various H and normalization factors
C}. Three categories of cross-section geometries are defined to classify the
nanowire shapes including high amplitude (HA), low amplitude (LA) and
quasi-circular (QC). Rougher geometries lead to unrealistic designs, whereas
HA and LA geometries have credible roughness comparable with what is ob-
served experimentally [78, [79, 80]. The QC geometry shows small variations
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of the external radius distribution with a cross-section shape that is close to
the perfect circle. Cross-sections geometries rely on the RM S of the sample
with an increasing value corresponding to a HA shape tendency. The rank-
ing of the RM S depending on H and C] is presented in Figure Based
on the data set, one can find where to get the required geometry. For an
identical value of (', the shapes are always displayed in the same order with
increasing H: HA, LA and QC. It is in accordance with the Hurst exponent’s
definition since it controls the bandwidth of the low-pass filter applied to the
surface roughening process. This confirms that Pyrough is adequate for the
construction of different rough 3D object topologies.

Coefficient C;
S
o
W

=
o

0.0
0.00 0.25 0.50 0.75 1.00

Hurst exponent H

0.0

Figure 11: Nanowire cross-section geometry classification according to RM S values and
RM S distribution map of Au nanowires as a function of H and C7. In order of highest
to lowest RM S: HA, LA and QC.

5. Conclusion

Pyrough is a Python tool that enables the design of 3D virtual samples
with roughened surfaces for application to atomistic or FEM simulations.
The object-oriented aspect of Pyrough makes it user-friendly and its usage
consists in few simple command lines. The objects catalog of Pyrough allows
to construct simple 3D shapes (particles, wires, GBs, etc.) and can easily be
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upgraded by the user thanks to a free access via GitHub. The aim of Pyrough
is to provide a better representation of 3D virtual objects when compared to
the experiment by considering surface roughness and providing the user ways
to manage it. The multi-scale diversity of outputs from atomistic to macro-
scopic FEM simulations makes Pyrough’s extremely useful for a large range
of applications improving the accuracy of material property calculations.
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