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REAL-TIME NEURAL MATERIALS USING
BLOCK-COMPRESSED FEATURES

Clément Weinreich Louis De Oliveira f Antoine Houdard Georges Nader
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Figure 1: PBR material information is decoded in real-time from our Block Compressed neural features (BCf) resulting in an image
that is visually sharper than standard BC textures of similar size.

ABSTRACT

Neural materials typically consist of a collection of neural features along with a decoder network.
The main challenge in integrating such models in real-time rendering pipelines lies in the large size
required to store their features in GPU memory and the complexity of evaluating the network efficiently.
We present a neural material model whose features and decoder are specifically designed to be used
in real-time rendering pipelines. Our framework leverages hardware-based block compression (BC)
texture formats to store the learned features and trains the model to output the material information
continuously in space and scale. To achieve this, we organize the features in a block-based manner
and emulate BC6 decompression during training, making it possible to export them as regular
BCb6 textures. This structure allows us to use high resolution features while maintaining a low
memory footprint. Consequently, this enhances our model’s overall capability, enabling the use of a
lightweight and simple decoder architecture that can be evaluated directly in a shader. Furthermore,
since the learned features can be decoded continuously, it allows for random uv sampling and smooth
transition between scales without needing any subsequent filtering. As a result, our neural material
has a small memory footprint, can be decoded extremely fast adding a minimal computational
overhead to the rendering pipeline.

TEqual contribution, order decided by coin toss.



1 Introduction

The continuous challenge of real-time rendering sys-
tems is to improve the graphics quality while reducing
both the memory cost and the evaluation time. Recent
progress in graphics hardware and rendering algorithms
has gotten us closer to this goal. For instance, hardware
accelerated raytracing [[16] facilitates real-time dynamic
global illumination and drastically improves the quality
of shadows, reflections and refractions [42, |31, |13]]. Be-
sides that, micropolygon-based data structures [24} 20]]
allows the rendering of extremely detailed and dense
scenes.

In terms of visual aesthetics, the Physically Based Ren-
dering (PBR) framework has been the standard in real-
time applications for well over a decade [25] 26| [17].
In this framework, a material is composed of multiple
texture layers (such as albedo, normals, metalness, etc.)
with each layer serving a distinct role in accurately rep-
resenting various aspects of the material’s visual char-
acteristics. Enhancing the visual quality of materials
typically involves the process of either layering multiple
elements [18] or increasing the texture resolution which
affects their computational cost and memory footprint
respectively. Consequently, rendering hyper-realistic
materials in real-time applications, such as video games,
remains somewhat restricted.

Recent work has shown the potential of neural networks
to model and represent material properties [35} 146 (15,
44]). This neural approach aims at replacing traditional
PBR textures with a collection of learned latent features,
also known as neural textures [38], alongside a neu-
ral network, usually a Multi-Layer Perceptron (MLP).
In this context, the network plays a crucial role in de-
coding the learned information and reconstructing the
original material. While neural approaches have proven
successful in accelerating the rendering of complex ap-
pearances [45] and compressing high-resolution PBR
materials [39], its integration in real-time applications
such as video games is rather complex.

There are two primary challenges that contribute to
this complexity. First, the latent features have a rela-
tively big memory footprint as they are often stored in
GPU memory using an uncompressed format. Recently,
Vaidyanathan et al. [39] proposed to overcome this is-
sue by reducing the resolution and heavily quantize the
values of these features. To compensate, the associated
neural network tend to be large and thus computationally
intensive, resulting in relatively slow evaluation time.
As a result, achieving real-time performance remains
challenging, and usually requires high-end hardware
setups and vendor-specific extensions.

The method we present addresses these challenges. Our
goal is to design a neural material model that can be
integrated into a rendering pipeline without relying on
any vendor-specific features and achieve real-time per-
formance on consumer-grade hardware. To do so, we

present a framework capable of (1) learning the mate-
rial information at any point and scale and (2) leverag-
ing hardware-based Block Compression (BC) format to
store the learned neural features. Our features can thus
be decoded continuously at any scale in uv space, mak-
ing it possible to reconstruct the material information
with one sample per pixel and achieve smooth transi-
tion between various scales. This removes the need for
any subsequent filtering step. Furthermore, encoding
our neural features as regular block compressed textures
reduces their memory footprint enabling us to increase
their resolution. This, in turn, directly influences the
complexity of the decoder network, making it consid-
erably simpler and significantly reduces computational
time.

The paper is organized as follows. Section [2| quickly
details existing material representation and compression
methods. We then present the technical aspects of our
neural material learning framework and block based fea-
tures in sections [3] and [4] respectively. In section [5| we
describe how to practically use our framework to learn
a standard PBR material and integrate it in a real-time
rendering pipeline. Finally, we present our results in
section[6]and conclude by discussing some limitations
and future work in section [

2 Related Work

This section provides an overview of the various meth-
ods to represent and store materials that are relevant to
our work. We first focus on the traditional texture based
approaches (sec. then highlight the more recent field
of neural representation methods (sec. [2.2).

2.1 Texture Materials

The material properties of a three-dimensional object
can be thought of as a multi-dimensional signal, which
associates every point (u, v) on its two-dimensional sur-
face with the parameter space of its appearance model.
In a real-time rendering context, this is primarily done
via texture mapping [4] where the material properties are
discretely stored in a collection of textures with dimen-
sions h X w X c. Here, h and w denote the spatial resolu-
tion of the textures, and c represents the total number of
channels across all texture layers in the set. Increasing
the visual fidelity of materials primarily relies on either
adding more layers [[17] or increasing their resolution
which has led to a significant rise in memory require-
ments. To address this issue, textures are stored in GPU
memory in a compressed format. Due to the object’s
arbitrary position and orientation, material information
are sampled from the textures at random locations. It is
therefore necessary for the texture’s compression format
to allow for random-access and filtering so that the in-
formation can be decompressed at any point in uv space
when needed in real-time. This makes standard image
compression techniques, such as JPEG [40, 5] as well



as newer neural based ones [6, [T0] not suitable for this
application as they require unpacking the entire image
before being able to access pixel information.

For real-time rendering, block compression methods
7, have long been the standard for compressing ma-
terial textures. There are seven variants of the BC format
(BC1-BC7) supported in DirectX [2]], each designed for
specific types of image data. All BC formats divide the
image into block of 4x4 pixels and operate under the as-
sumption that the colors in each block exhibits minimal
variation and are evenly distributed along one or more
line segments within the RGB color space. This means
that each block can be represented by a very small color
palette. In this context, the information in each block is
encoded by storing the two endpoints of each segment
and indexing each pixel according to its position in the
RGB space (fig. [2).

BC Block

Uncompressed Block

Figure 2: Block Compression algorithms encode a block of
4 X 4 pixels with a set of endpoints forming one or multiple
line segments and index each pixel based on it’s projected
position in the RGB space. In the case where two or more
line segments are stored, the pixels are separated into groups
according to a pre-defined partition P.

Reconstructing the pixel value is simply done by blend-
ing the two endpoints proportionally to the index value.
The more recent BC6 and BC7 formats are the ones
using more than one segment per block. These formats,
designed for floating points and RGBA data respectively,
improve the compression quality by separating the pix-
els inside a block into several groups, each having its
own set of endpoints. The groups are chosen from a
set of predefined partitions. In this case, each block
stores more than one set of endpoints as well as the
partition number. However, BC formats can only com-
press textures with up to four channels which is not
suited for high dimensional materials. To overcome this,
the material data is separated into several textures that
are compressed independently. ASTC [30] is another
popular block-based texture compression technique. It
is more flexible than BC as it supports various block
dimensions including non-square blocks and can even
handle 3D textures.

2.2 Neural Materials

Over the last few years, advancement in neural rendering
have shown that it is possible to represent a digital
signal, such as a material M, with a neural network f,,

by minimizing over its weights 7 the following quantity:
D s ) = M1, ()
2]

where M; ; is the pixel value of the target material
and (u;, v;) are their corresponding local coordinates.
This is an overfitting problem where the weights of the
network are optimized such that the network’s output
matches the target image at a given pixel. Thus, the
capability of the network is key to perfectly recover the
original image. For instance, simple coordinate based
networks [27] are not capable of dealing with high fre-
quency details. To improve the network’s reconstruction
capacity, positional encoding [36] where the input
(u,v) coordinates is encoded as a vector generated from
a periodic function, is usually employed. However, this
requires a large network to accurately reconstruct the
original image which makes it not suitable for real-time
evaluation. Using trainable spatial features [28] 8] Ol [34]],
i.e., neural textures, drastically reduces the size of the
network and improves the reconstruction quality. In
this setting, the input coordinates are used to sample in
the neural textures using bilinear interpolation and the
resulting feature vector is given as input to the neural
network.

The idea of pairing a set of discrete spatial features and
a neural network have proven to be popular for material
representation. For instance, Rainer et al. [33]] uses an
encoder-decoder architecture to compress a large set of
Bidirectional Texture Function layers. The encoder is
trained to generate a latent code for each texel. This
code is then used by the decoder, in conjunction with a
light and view direction to output a single RGB value.
Kuznetsov et al. combined a pyramid of neural
textures with a fully connected network to learn the
material properties at different scales. Their model is
capable of rendering materials with intricate parallax ef-
fects on an infinite plane but fails to generalize to curved
surfaces. This was later done in [23]]. By adding cur-
vature and transparency as part of the network’s input
and output respectively. More recently, Zeltner et al.
have used a set of hierarchical textures and two
MLPs to bake complex film-quality appearance. Here,
the first network learns the material’s reflectance and
the seconds produces importance-sampled directions.
This model is about three times faster than standard
node-based multi-layers materials when integrated into
a path-tracing pipeline.

Despite this progress, these methods often overlook the
issue of storage size. In practice, learned neural fea-
tures are stored in an uncompressed format which can
be quite large to practically use in a real-time environ-
ment, especially when considering the memory capacity
of mainstream hardware. Vaidyanathan et al [39] ad-
dressed this issue and demonstrated how neural material
representations can be more efficient than standard tex-
ture compression techniques at storing PBR material
information. To do so, they reduce the resolution of the



neural features as much as possible and aggressively
quantize their values. This made it possible to com-
press PBR textures at very low bit-rates, up to 0.2 bits
per-pixel per-channel (bppc). However, integrating this
neural material decompression in a rendering pipeline
requires the use of vendor specific extensions and achiev-
ing real-time performance relies on high-end hardware.
Moreover, since the model from [39] only learns the
material information at fixed coordinates, it is essential
to couple the neural decompression with a filtering oper-
ation in order to minimize flickering and aliasing
artefacts. This introduces additional computational over-
head as it entails decompressing multiple samples per
pixel.

In the following, we introduce a novel neural material
representation using Block-compressed features (BCf)
specifically designed to be integrated into a traditional
real-time rendering pipeline at minimal computational
overhead.

3 Neural Material Framework

A PBR material M is constituted of a set of properties.
These properties are represented at a coordinate (u,v)
by a vector of dimension c. In a standard 3D application,
this data is stored in a discrete fashion through a texture
of size w X h x c and mapped onto a 3D object. At ren-
der time, this information is sampled from the textures
as follows:

F(M)(u,v,s) € RS, 2
where F is a filtering operation and s is a scale value.
The filtering is essential here. It accounts for the mis-
alignment and the difference in area between the screen
pixel and its corresponding texels, caused by the 3D
object’s arbitrary distance and orientation. Our neural
material model aims at replacing the material textures
with a set of neural features containing abstract infor-
mation and a decoder network. The role of the decoder
here is to reconstruct the material data at a given point
and scale using the learned features. Figure [3| gives an
overview of our neural material framework.

Let {Tq,, ..., Tg, } be a set of neural features of size
(wo, ho,do) s - ., (Wn, hy,dy,) with trainable parame-
ters {0o, ..., 0, }. Andlet f, be a fully connected neural
network of input size -, d; and output size ¢ with
trainable parameters 7. To reconstruct the material in-
formation at a point (u,v) with respect to a scale s, we
sample each of the features, concatenate the resulting
values and pass it to the neural network as follow:

Go,n(u,v,s) = fn (To, (u,v,s),...,Ty, (u,v,s)).
3)
In this framework, learning the material M boils down
to optimizing 6 and n such that:

0,1 = arg@min 1Go., — F(M)|*. )
n

This allows us to train a model such that it simulates a

given filtering operation. In practice, we use a batched

stochastic gradient descent to perform this optimization
where the gradient is computed on a batch of random val-
ues of (u, v, s). This leads us to minimize the following
loss:

Z ||g97n(u7v)3) _]:(M)(U7U’8)H2- Q)]

(u,v,s)EB

Once trained, we export the learned features as textures
and store the model’s weights in a binary buffer. At
render time, the neural textures and the weights are used
to reconstruct the material information. To make neu-
ral materials more appealing, it is important to reduce
their memory footprint and to make their memory size
match the traditional material texture. There are two
possible strategies here. The first one consists in us-
ing a small number of low resolution neural features
[39]]. However, this approach leads to a more complex
decoder network, making the material reconstruction
more computationally expensive. The second aims at
storing the neural features more efficiently by using a
compression algorithm. We chose the latter and pro-
pose to store them in the BC6 format as it is designed
to handle floating point data and allows for random-
access. Additionally, these compressed features can be
handled like any traditional texture, which considerably
simplifies the neural material’s decoding at rendertime.
However, naively compressing the learned features at
the end of the training will lead to artifacts that severely
impact the visual quality of the reconstructed material
(fig. ). In order to tackle this issue, we propose a spe-
cific block-compressed neural feature parameterization
that is compatible with the BC6 format.

(b)

Figure 4: Neural material reconstructed from (a) raw un-
constrained neural features and (b) compressed ones. The
naive compression of the neural features will lead to artifacts
severely affecting the visual quality.

4 Block Based Neural Features

In this section, we detail our block-based neural features.
The goal here is to be able to store the trained neural



Ty,

Ty"
; ;"
- [Tl

Al V"‘
B[] -
¥

= 588

2

argmin
On

|}'(M)(u,v,s)| —| Gon(u, v, s) |

(a)

compressed neural textures

weight buffer ‘ N
» [1011011000..|» |2 » [k 20w s)] » |</5] »
inference lighting
shader shader
(b)

Figure 3: Overview of our neural material framework. (a) The neural features Ty, and the MLP f, are fitted through backpropaga-
tion to match the filtered material F (M ). (b) After training, the neural features Ty, are exported as mipmapped texture sets that
can be sampled by the engine and the weights 1 of the MLP are exported as a binary buffer. A shader is used to perform the MLP
inference after trilinearly sampling the neural texture, outputting the filtered material Go (u, v, s) = F(M)(u,v, s). Finally, The

renderer can perform the shading step as usual.

features as BC6 textures without affecting the visual
quality and use them in a real-time environment. To
do so, we structure the features in blocks of 4 x 4 and
define the parameters on a per-block basis (sec. @.I).
Then, we design a forward pass that emulate the BC6
decompression (sec. f.2) and takes advantages of hard-
ware texture samplers (sec. .3). This makes it possible
to directly export the neural features as BC6 textures
without the need for a subsequent compression step and
use them into real-time environment with a minimal
computational overhead.

4.1 Block parameterization

In the BC6 setting, an image is stored by encoding the
endpoints value for each 4 x 4 block and indexing each
pixel according to its distance to the corresponding line
segment (fig. [2). The dual partition mode of BC6 divides
the pixels inside each block into two regions allowing
for two lines segments per block.

We design the neural features to mimic this behaviour.
Given a feature layer Ty, of size w x h x 3, we force
its values within a block of size 4 x 4 to lie on two
lines segments. This is done by design, we structure our
block-based neural features by modeling the parameter
set 6; such that each block of size 4 x 4 is modeled with

ll = {61,62} C R3
lo = {es,es} CR? ; (6)
a={ay,...,a16} C [0,1]

where [; and [y are two sets of endpoints for the first
and second line segments respectively and « gives the
the relative position of each one of the sixteen pixels
of the block on the corresponding line segment. To
determine which pixel belongs to which segment, we
attach to each block an integer, k& € {0, ..., 31}, linking
to a binary mask of the corresponding partition. We
refer the reader to the DirectX BC documentation
for all the technical details regarding the pre-defined
partitions. Reconstructing the material information (eq.

El) requires sampling each neural feature Tj, at posi-
tion (u,v) and scale s. This consists of performing the
BC6 decompression and then filtering the corresponding
value according to a certain strategy (fig. [5). In order
to train our block-based model, it is necessary to back-
propagate through this decompression. Additionally, it
is important to choose a filtering strategy that does not
incur additional computation overhead. The later is cru-
cial to be able to integrate our neural material model in
rendering pipelines.

0; Tg.

lislya | 1yl

backpropagable | | | |
BC6 decoding

ll;lz;a l1;l2;a
n
P

per-block feature
parameters

To(u,v,5)

BC features

Figure 5: Evaluating Ty, at position (u,v) and scale s is
done by performing a BC6 decompression then filtering the
result with respect to the given scale. Our simulated BC6
decoding makes it possible to backpropagate through this op-
eration and train the per-block neural features.

4.2 Trainable BC6 decompression

In the two partition mode, a BC6 block stores two sets of
quantized endpoints, the pixel indices and a partition ID.
The decompression operation uses this data to recover
back the original information by mixing the endpoints
proportionally with the index values. According to the
BC6 standard specification [2]], this operation is non-
linear and is done in three steps. First, the endpoints of
each block are unquantized as follow :
16 15

Ei:%7 i=1,....4. )
Where a = 31/64 for the unsigned BC6 mode, a = 31/32
for the signed BC6 mode and b is the number of bits



used to quantize the endpoints. This essentially maps
the endpoint values into a valid range. The second step
consists in interpolating the endpoints linearly:

y = P,o(e1+2%(es—e1))+Pro(es+2%(es—e3)),

®)
where Py is the binary mask associated with partition
k and ¢ is the number of bits used to quantize the rel-
ative position of a pixel on the line. This will give a
value y € [—31743,31743] and whose bits are finally
re-intrepreted as a half precision number [3]. This cast
is a non-linear transformation that can be simulated with
the following operation

) — v
w = 2h (1024 - h(v)) ’ ©)

where h(v) = max (| (v=1)/1024] — 1,0).

Therefore, to simulate the hardware BC6 decompression
for each pixel within a block, we unquantize and mix the
endpoints using eq. (7) and eq. (8], and finally simulate
the bit re-interpretation operation with eq. (9) resulting
in the final value w. All these operations being almost-
everywhere differentiable, it allow us to backpropagate
through the BC6 decompression, when the partitions are
fixed.

4.3 Hardware compliant filtering

In a real-time rendering context, sampling a texture at
a particular scale is often done via mipmapping. This
technique consists in explicitly storing in memory a ver-
sion of the texture at different scales, also known as mip,
and performing trilinear filtering. This involves doing a
texture lookup and bilinear filtering on the two closest
mipmap levels (one higher and one lower), and then lin-
early interpolating the results. In general, this approach
stabilizes sampling performance as it fixes the number
of processed pixels for each query independently of the
scale values.

Since our goal is to integrate the neural material model
in a real-time environment, we propose to rely on trilin-
ear interpolation to filter the neural features Tp,. This
makes it possible to exploit hardware accelerated texture
filtering to sample the corresponding neural textures dur-
ing rendering. To do so, we consider that each feature
layer Ty, is composed of a pyramid with S; block-based
mips, Ty, = {1y ,... ,T(f:i}, of decreasing sizes. Each
block-based mip has independent parameters that will be
adjusted during the training process. In this setting, the
scale parameter s € [0, .5;] refers to the level at which
the features Ty, are sampled. This is done as follows:

Ty, (u,v,8) = AT (w,0) +

i

(1= N7 (u,v),
(10)

where, A = s — |s] and Téj (u,v) is the bilinear inter-

polation from the k' block based mip at coordinates

(u,v) (fig. [6).

Ty, (u,v,5); | T, 0)

oo [¢f—

wg X hy

ws % By

Figure 6: When sampling a feature at a scale level s, the
block compressed features are filtered using a trilinear inter-
polation. This requires sampling the two closest mip levels
|s| and |s| + 1 using a bilinear interpolation than linearly
mixing the results.

S Implementation details

In this section, we present all the practical details re-
lated to the encoding and decoding of PBR material
information with our block based neural features.

5.1 Material encoding

Model structure In our implementation, we use 4 sets
of neural block-based features {1y, , Ty, , Tp,, Tp, } with
size w; = h; = 2™. As described in section [4.3] each
T), consists of a pyramid with several block-based mips
of decreasing power of two sizes. We use a simple MLP
of input size 12 and one hidden layer as our decoder
network and adjust the size of the output according to
the endcoded material. We have experimented with two
MLP configurations with one hidden layer of size 16
and 32 respectively.

Partition selection strategy As mentioned in section
[|.2] we can backpropagate through the simulated BC6
decompression only if the partition IDs for each block
are fixed. In order to maximise the reconstruction qual-
ity, it is necessary to select the most optimal partition
for each block. However, choosing the one with the
lowest error during training is not straightforward. In-
deed, the optimal values of /1, l» and «; coefficients
might vary significantly depending on which partition
k is considered. This means every-time the partition
changes, these parameters need to re-adapt to the new
set of pixels resulting in training instability. To over-
come this issue, one approach would be to learn in paral-
lel all the parameters for each possible partition for each
block. This is unpractical and would increase both the
memory and time needed to learn the material model.
Instead of that, we propose to consider the partitions
indices as hyper-parameters, and thus fix them before
the training. Since randomly setting their values would
possibly lead to non-optimal partition attribution, we
therefore propose to learn the material model in two



steps. First, we perform a quick training using a set
of features with unconstrained parameters, i.e., move
freely in 3D space and not constrained on a line seg-
ment. Then, we initialize the block-based features by
compressing the unconstrained features with the BC6
algorithm. This provides us both a partition selection
strategy and a relevant initialization of the parameters
within each block. In our experiments, we train the
model for 5k iterations with unconstrained parameters,
then use the result to initialise the block based features.
While this does not guarantee the selection of optimal
partitions, we found that it improves the reconstruction
quality and consistency of the results.

Reference material sampling In our experiments, we
consider reference materials with .S mipmaps and sam-
ple them at random during training by doing a bicubic
filtering on the closest two mips than linearly interpolat-
ing the results. More precisely, we process batches of
512x512 uniformly sampled uv-grids, for each batch we
also sample a continuous scale parameter s uniformly
in [0, S] where S is the number of mipmap. Both the
reference material and the neural material (sec.[d.3) are
then sampled at (u, v, s) and the loss is computed as
the mean squared error between them. For more details
on the training parameters, we refer to the results in
section

5.2 Real-time Decoding

We export each trained feature layer as a mipmapped
BC6 texture. The block-based structure of these features
simplifies this operation as it only involves the quanti-
zation and encoding of the endpoints and alpha values
with 6bits and 4bits respectively. The network’s weights
are stored directly in a binary buffer as fp16 values since
their size is negligible.

Multiple methods can be employed to integrate our
model into a real-time renderer. Our implementation is
rather straightforward and doesn’t require any vendor
specific features. We simply load the neural textures
and weights in GPU memory and proceed as follows
(fig[3). First, we use the partial derivatives of the input
pixel’s uv coordinates to compute the sampling scale s;
for each neural texture Tp,

s; = logy (max (|9wv/au| , |9wv/a0])) + by, 11

where b; = log, (max(hi/h, wi/w)) is a bias value that
depends on the neural texture’s and render resolutions,
respectively w; x h; and w x h. Then, we sample
each of the neural textures using the GPU’s hardware
filtering capabilities and pass the resulting values to the
decoding shader. Within this shader, the sampled values
processed through a sequence of functions that perform
vector-matrix multiplications with the model’s weights
and the return the material information. When rendering
a scene with multiple neural materials, we store all the
different network weights in a single buffer and use a

material id value as an offset to access a specific model’s
weights. Finally, the pixel is shaded.

6 Results

In this section, we demonstrate the efficiency and perfor-
mance of our method on various examples. We describe
our experimental setup in section [6.1} then we show-
case the results in section [6.2] and the decoding time
performance in section[6.3]
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Figure 7: Our evaluation dataset comprise of twelve 3D ob-

Jjects. Our implementation can render a scene with 144 objects
in real-time achieving a performance of about 200fps.
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6.1 Experimental setup

Evaluation dataset We gathered a dataset of twelve
textured 3D models (fig.[/) from the public library Poly-
Haven [1l]. The material information for each object
is constituted of eight channels, and stored into three
textures : albedo, normals and ARM. The resolution of
each texture is 2048 x 2048 (2K). The albedo layer has
3 channels and contains the diffuse color information.
The normals layer has 2 channels and contains the X,
y coordinates of the surface normals with respect to a
local tangent frame. The ARM layer has 3 channels
and contains the ambient occlusion, surface roughness
and metalness parameters. Note that our model is not
restricted to learn only this specific material representa-
tion but can handle materials with arbitrary number of
layers.

Model configuration. In our experiments, our mod-
els consisted of four mipmapped square shaped block
compressed features. Table [I] details the resolution of
each of the feature layers along with the corresponding
number of mips. For the decoding network, we use an
MLP of input size 12, output size 8 and one hidden layer
of dimension 16. We use the ReLu activation function
for the input and hidden layers, while the activation of
the output layer is set to identity. For the rest of this
paper, we will refer to our model by the name of its
block compressed features configuration. For instance
BCf-0.5K refers to the model with a resolution of T,
equal to 512.



Table 1: Configuration of the neural block compressed fea-
tures that we used for our tests

Th, \ To, \ Th, | T,
size  mips | size mips | size mips | size mips
BCf-0.5k | 512 8 256 7 128 6 64 5
BCf-1k 1024 9 512 8 256 7 128 6
BCf-2K 2048 10 1024 9 512 8 256 7

Training parameters. We use the Adam stochastic
gradient descent algorithm [21]] with an exponential de-
cay learning rate scheduler. We set a different learning
rate for both the block compressed features and the MLP
in order to balance the gradient backpropagation. We
train the models for a total of 205k iterations in two
phases. In the first phase we train our model with uncon-
strained features for 5k iterations using learning rates
of 5 x 1072 and 10~3 for the features and the MLP
respectively, and a decay parameter v = 0.9995. The
second phase starts by initializing the block compressed
features from unconstrained ones. Then we train the
model for 200Kk iterations using a learning rate of 1072
for the features and 10~ for the MLP with decay pa-
rameter v = 0.99999. For reference, our BCf-1K model
requires about 140 minutes to be trained for the 205k
iteration on an NVIDIA RTX2070 with our implemen-
tation using the PyTorch library [32]. Note that we
observed that the model already outputs decent results
after 10k steps, in approximately 15 minutes.

Compared methods. We compare our method with
standard BC compression, ASTC [43]] and our imple-
mentation of Vaidyanathan et al.’s NTC [39]. Both BC
and ASTC compressed textures were generated from
NVIDIA’s texture tools exporter [29] with a compres-
sion quality set to the highest possible setting. For BC
compression, we used the BC1 format to compress the
albedo and ARM textures and BC5 format for the nor-
mals. This BC configuration is standard and used in
most of real-time applications such as video games. For
ASTC, we used a 12 x 12 blocks as it matches the size
of our BCf-1K configuration. In the context of our ex-
periments, where the reference material resolution is
2048 x 2048, the highest resolution of the features grid
of NTC is set to 512 for NTC0.2, NTCO0.5 and 1024 for
NTC1.0.

Considered metrics. Quantifying the visual quality
of an image is still an open problem as no metric can
effectively align with human perception. This is espe-
cially the case when the types of distortions introduced
by the compression methods are different. For instance,
traditional BC and ASTC methods tends to have more
blocky artefacts while neural methods such as ours and
NTC tend to exhibit color shift and feature bleeding.
For this reason we mainly rely on the PSNR value as
it is directly linked to the loss we are optimizing. In
this sense, the PSNR can be seen more as a proxy for
the method’s capacity to approximate the reference data
and not as a measure of visual quality. We also include

SSIM [41]] as it tends to be more in line with human
perception. We compute our metrics for each mip level
and aggregate the values as described by Vaidyanathan

et al. in [39].

6.2 Reconstruction quality

In this section, we showcase the capacity of our model
to reconstruct the learned PBR material information. In
a 3D setting, the material information is sampled at ran-
dom wuw coordinates, due to the 3D object’s orientation
and distance. We emulate this in our experiments by
randomly sampling a point within each pixel and com-
paring our results with a filtered version of the reference
data. In practice, this is done by adding a random noise
to a regular grid of wv points such that their coordinates
remains within the pixel’s boundary.

Block-compressed feature. Figure[§]shows that our
training framework is capable of learning neural features
that are compatible with the BC6 format. The material
information reconstruction from the raw half-precision
floating-point format (fp16) block features (fig. (8] (a))
and from the exported BC6 block features (fig. [8| (b))
are visually indistinguishable.

Figure 8: Effects of BC compression of the neural features
on the decoded textures. The decoded textures before BC com-
pression of the neural features (a) are not visually different
from the decoded textures after BC compression (b). The ren-
der on the right shows that no artifacts are visible on the final
shaded texture.



Table 2: Evaluation of the reconstruction metrics (PSNR and SSIM) on the whole dataset. For PSNR, we averaged the mean-squared
error over all the mips (as proposed in [39]) and all the models then computed the PSNR. We also put the size in megabytes (MB) for

each method.

BCf-0.5K BCf-1K BCf—ZK‘ NTC 0.2

Ispp  bilinear Ispp  bilinear Ispp  bilinear

NTC 0.5 NTC 1.0 BC ASTC12

1024 2048 ‘ 1024 2048

PSNR (1) 28.99 31.96 35.73 20.04 3286 3099 34.83 2698 37.72 | 30.83 37.70 | 28.40 32.32
SSIM (1) 0.84 0.90 0.95 0.90 0.90 0.92 0.93 0.95 0.96 088 097 | 0.83 091
size(MB) | 0.44 1.77 7.08 | 0.93 2.26 4.53 | 267 10.67 | 0.47 1.89

30
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Figure 9: Reconstruction PSNR versus size in megabytes
(MB) for all the methods presented in tablelzl

Comparison results. We trained all our different con-
figurations against a reference 2K material and com-
pared them to the methods mentioned in section [6.1}
The results are gathered in table [3] and illustrated in
figure 0] It is not surprising to see that the resolution
of the neural features has a direct impact on the capac-
ity of the model to reconstruct the material (see fig.[T0).
Compared to standard BC and ASTC textures our model
yields sharper materials and does not exhibit blocky ar-
tifacts (see fig.[TT). In general, our model reconstructs
a slightly smoother material compared to NTC. How-
ever, NTC cannot directly handle random v samples.
Its performance drops significantly when reconstruct-
ing the material with 1 sample per pixel (spp) (fig [9).
Figure [T2]shows that its performance is not consistent
across mip level. To handle this, NTC requires to follow
up the decoding step with a filtering operation which
increases the number of network evaluation per pixel.
For instance, it is required to decode the four neighbour
pixel for bilinear filtering or the eight neighbour pixels
for trilinear filtering. Our model does not suffer for this
issue and is capable of reconstructing a filtered image
directly form a random wv value. This makes it more
suitable for real-time rendering as only one network
evaluation per pixel is necessary.

BCf-0.5k BCf-1k BCf-2k Reference

Figure 10: Effect of the resolution of the neural compressed
features on the visual reconstruction. Note that this resolu-
tion parameter is directly linked to the compression ratio our
method achieve.
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Figure 12: Evolution of the PSNR reconstruction metric
over the scales on the Ukulele’s material. This demonstrates
that the proposed BCf—1K method can be used at 1 sample
per-pixel (spp) without the need of additional filtering.

6.3 Decoding performance

We created a scene consisting of 144 3D objects whose
materials are encoded using our neural model. This
scene can be rendered at more than 200 frames per sec-
ond (fps) on a consumer-grade GPU (fig[7). In order to
better illustrate the computational overhead of our neural
material model, we rendered a textured full-screen quad
at at 1080p, 1440p and 2160p (4K) resolutions using a
NVIDIA RTX2070. We then compared the total render-
ing time or our BCf-1K with rendering times obtained
using the same setup but with standard BC textures. The
results are presented in table[3] They clearly show that
our method is well suited for real-time environments



ASTC 12x12 BC 1024 BCf-1k NTC 0.5 Reference 2k
1.89MB 2.67 MB 1.77MB 32MB
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Figure 11: Close-up crop of the Ukulele model material textures. Comparison between ASTC, BC, our BCf-1K, NTC0.5 methods
and the reference 2K material.

BCf-1K NTC 0.5 NTC 0.5 NTC 0.5 Reference
Ispp 4spp bilinear

Figure 13: Visual comparison on the mip 3 between our BCf-1K method at 1 sample per-pixel (spp), the NTC method at 1 spp, 4
spp and with bilinear filter. This figure illustrates the observed behaviour in fig. @
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as the computational overhead on a 4K resolution is
only 0.6ms for a full 4K screen. The small computa-
tional overhead is a direct consequence of our block
compressed neural features. Exporting these features as
BC6 textures makes their memory footprint small which
makes it possible to increase their resolution. This al-
lows us to rely on a very small and fast decoder network
to reconstruct the material. More importantly, it en-
ables the use of hardware texture filtering operations to
sample the features at render-time which minimizes the
overhead.

Table 3: Required time to render a textured full-screen quad
using an NVIDIA RTX2070. For the neural material models
we also show the computational overhead of evaluating the
network. The time is averaged over 300 frames.

BCf-1K
BC Textures total time  neural overhead
1080p 0.376 ms 0.555 ms 0.179 ms
1440p 0.614 ms 0.924 ms 0.310 ms
2160p 1.684 ms 2.324 ms 0.640 ms

7 Limitations and Future Work

In this section we discuss some of the limitations of our
neural material model and offer avenues for future work.

Reconstruction artifacts In some part of the recon-
structed material, we experimented material’s layer
bleeding and color shift. These artifacts generally af-
fect the overall visual quality of the material. Since our
model is exploiting correlation between the channels
and projecting the data into a smaller dimensional space,
we believe these artifacts occur when there is small cor-
relation or their absolute values are too divergent. In
addition, the use of a decoding network consisting of
only one hidden layer makes our model struggle with
reconstructing and separating the data from the mate-
rial layer. Even increasing the network size is hardly
an option considering the potential overhead, it should
be possible to overcome these issues by designing a
decoder network that separates the reconstruction of un-
correlated layers. In addition to that, we could learn a
tone mapping operator to map each output to the cor-
responding values. The challenge here, is to keep the
decoding network small in order to maintain real-time
performance, so we leave this to future work.

Reconstructing High Frequencies Our model may
struggle to learn high-frequency details that impair the
quality. This as a consequence of the features being of
lower resolutions of the target reconstruction one. In this
setting the decoder network must perform some super-
resolution. However, we use a very shallow network,
which prevent the effective use of positional encoding
that could have helped bring out more high frequency
information like shown in NTC. As future work, we

11

want to investigate the usage of non square features (i.e.,
larger resolution in one dimension). This would allow to
encode higher frequencies separately in horizontal and
vertical directions while keeping the memory the same.

Faster material encoding In the current version, our
PyTorch implementation of the training pipeline requires
between about 140 minutes for 200K iteration steps. For
now, we mainly focused on designing a model with a
fast decoder which is critical for a real-time applica-
tions such as video games. Reducing the training time
is equally important as it is key to making such methods
less computationally intensive and more practical in an
dynamic environments where the assets keep changing.
There are several avenues that we can employ to improve
on this. For instance, it is possible to train a generic en-
coder to initialize the embedding from the reference
material in order to have a better starting point and only
train for a few iterations as in [45)]. Additionally, we
could improve the sampling strategy during training and
sample only where it matters. This could also have an
impact on the visual quality as the network will focus
on minimizing the errors only where it matters.

Simulate more complex filtering Our work shows
that even with simple MLP decoders, our architecture
is able to emulate simple texture filtering operations
such as bilinear and bicubic filtering. We believe that
this idea can be explored further by training models to
emulate more complex filtering operators. One way to
improve the filtering is to take into account anisotropy
in the scale parameter. In a real-time rendering context,
anisotropic filtering is done by generating non-square
mipmap in each dimension. These directional mips are
then sampled depending on the directional scale parame-
ters 9uv/gy and 9uv/a.. We plan to adapt our framework
to simulate anisotropic filtering by adapting the archi-
tecture of our block-compressed feature layers. Another
option we plan to explore, is the capability of learning
more complex filters such that the magic kernel [[12].

8 Conclusion

This work introduces a novel block-compressed feature
layer along with a continuous neural material encoding
framework. This allows us to design a encoding and a
decoding method that fits well within the real-time ren-
dering pipeline constraints. We demonstrate the ability
of our method to compress PBR materials efficiently and
decompress them in real-time in a shader on consumer-
level hardware. By taking into account memory and
time constraints, and by taking advantage of existing
hardware operations, we make neural textures usable at
large scale in a real-time rendering pipeline, such as a
video game engine. We hope that our work could serve
as a starting point for future work. And open the door
for more complex use cases, such as learning directional
materials or more complex filtering.
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