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1 Introduction

Model identification and updating is a core area of research in structural mechanics and com-
putational engineering. Over the past decades, identification methods have evolved benefiting
from improved measuring technologies, such as Digital Image Correlation (DIC)[36, 41], and
from new concepts portraying material behaviors, like the modified Constitutive Relation Error
(mCRE) [32]. More recently, identification procedures have benefited from numerical break-

throughs regarding artificial intelligence, such as the Efficient Unsupervised Constitutive Law
Identification and Discovery (EUCLID)|[17].

Traditionally, experimental observations of simple mechanical tests (uni-axial tension, torsion
and bending) were used to update specific constitutive parameters of predefined state laws [§].
Thanks to advances in measuring techniques and computing power, experimental mechanics has
adapted to data-driven methods. Many of them have benefited from DIC, as it enables reliable
full-field measurements for a small number of tests, and from optic fibres [15, [14] 10], a highly
flexible tool that can be embedded in multiple structures for partial-field measurements. An
overview of identification strategies taking advantage of these measurement tools is presented
in [4]. These include the Finite Element Model Updating (FEMU) framework [12, [35] and the
Constitutive Equation Gap Method (CEGM)[9].

In such studies, as it is classically done, the analytical form of the constitutive behavior is
pre-established (with unknown constitutive parameters). Although such procedures benefit
from interpretable models, many issues have forced modern data-driven methods to develop
identification strategies that overcome the need to postulate a behavior law. Indeed, developing
a constitutive relation is difficult and time-consuming in terms of research and experimentation.
Also, model bias arises as behavior laws become insufficient to describe the complexity of the
experimental observations.

The idea to develop a neural network-based constitutive model was first introduced in 1991
in [20]. The neural network used is trained in a supervised manner, which means that the
learning process consists in mapping known strain-stress pairs. Such strategies benefit from
neural networks as a way to relax the model form and as universal approximators [22] in the
sense that they can, in theory, describe any generic constitutive behavior without introducing
any model bias. However, machine learning techniques, that are purely data-driven and for
which no physical knowledge is embedded, suffer from difficulties to be trained, lack physical
consistency and generalize poorly when operating on new data [44].

Also, supervised training procedures are not practically applicable within the data-driven con-
stitutive identification framework. Indeed, stress labels are measured with great complexity and
only for simple mechanical experiments. Otherwise, for a majority of tests, it is not possible to
experimentally measure strain-stress pairs. Overall, the available data is mainly composed of
measured kinematic variables, thus restraining training processes to be carried out in an unsu-
pervised manner. However, it should be noted that supervised training processes are actively
studied for optimizing computational time using parallel structures [3], 42} [19].

Recently, these issues have been tackled thanks to physics-augmented machine learning [25],
where deep learning approaches are coupled to physical concepts. These are integrated into
neural networks at three main levels:

e Initialization: known as transfer learning [3§], the aim is to reduce the sensitivity to
random initialization by configuring the initial weights and bias of the network with
respect to a priori knowledge.



e Architecture: the idea is to verify physical and thermodynamics constraints (namely
regarding convexity of free energy) throughout a neural network’s architecture [26, [3].

The latter is referred to as physics-augmented architecture and is based on Input Convex
Neural Networks (ICNNs) [2].

e Loss function: known as physics-informed loss functions [37], their goal is to evaluate the
satisfaction of physical requirements and/or experimental observations.

Among other procedures that embody all of the above recent developments [31, [6], the NN-
EUCLID [40] and NN-mCRE [5] methods are representative of the two main approaches there
are for constitutive modeling using ICNNs.

The NN-EUCLID method lies within the EUCLID scope [17, [I8, 24], which is an unsupervised
data-driven method that uses sparse regression over a library of candidate functions to form
interpretable constitutive relations. In [40], NN-EUCLID was tested to learn in an unsupervised
way isotropic and anisotropic hyperelastic constitutive laws. Namely, ICNNs were trained for
describing Mooney-Rivlin, Arruda-Boyce, Ogden and Holzapfel models with a loss function
penalizing the non-conformity of equilibrium.

The NN-mCRE method lies within the Dynamic Data Driven Application Systems (DDDAS)
framework, which aims to pave the way for Structural Health Monitoring (SHM) in a continuous
and dynamic manner. The goal is to dynamically train with real-time measurements a com-
putational model that continuously predicts the evolution of a quantity of interest and reacts
accordingly. The NN-mCRE approach benefits from the mCRE-based loss function as a model
error [32]. During the training phase, reliable information is enforced through an admissibility
space, while uncertain information is relaxed through the functional. The mCRE strategy has
namely been applied for identification problems regarding forced vibrations dynamics [29] 21],
transient dynamics [I], [7], acoustics [I3], 43] and nonlinear material behaviors [11], 33].

This study aims to review and compare the NN-EUCLID and NN-mCRE strategies. A main
goal is to highlight the conceptual differences of these methods and to understand the choices
made for each methodology within the neural network-based identification framework. Also,
these approaches will be evaluated regarding the configurable parameters adjustment time
(hyper-parameters, scaling factors...), the quantity of experimental data needed, the computa-
tional time, the quality and consistency of their predictions and their robustness to noise. Note
that the implementation procedures for NN-EUCLID and NN-mCRE will not be taken into
account, as the codes used are not necessarily optimized.

This study will focus on nonlinear elasticity (hyperelasticity with finite deformation context).
Also, noisy synthetic data, simulating the measurements obtained through DIC, will be used.

The report is structured as follows. Section [2] sets the framework within the study. Section
and [ focus on developing the methodology of NN-EUCLID and NN-mCRE. Section [5] layouts
the experimental background for which these methods are tested and compared. Finally, in
Section [6], conclusion and prospects are reached.

2 Problem definition

This section aims to set the identification problem to be solved, to define the experimental
data on which the NN-EUCLID and NN-mCRE methods will operate and finally to detail the
benefits of using neural networks within this framework.



2.1 PROBLEM SETTING

2.1 Problem setting

Let €, composed of a material of unknown constitutive relation, be a subset of R? with
d € {1,2,3}, and 01 its boundary. This domain is subject to known Dirichlet and Neumann
conditions respectively on 9§, and 99 such that 9Q, NIy = 0. The corresponding imposed
displacements and imposed forces are denoted uq and fs. A known body force f; is also applied
on €. This study case is represented Figure [I

o,

Figure 1: Study case

The associated mechanical problem is described by three sets of equations (the kinematic ad-
missibility, the static admissibility and the constitutive relation), by a displacement field u and
by a stress field, both fields being defined on 2. Depending on the method (NN-EUCLID or NN-
mCRE), either the first Piola-Kirchhoff stress field P or the second Piola-Kirchhoff stress field
S is used. Hereunder the equations mentioned above are developed for each type of solution:

e Kinematic admissibility:

uelll = {W,W‘aﬂu =uq} (1)

e Static admissibility:

P e P = {P, Vv € Uge, /P Vv = / fv.v—i-/ fS.V} (2)
0 Q 00
{S, Vv € Ug?, /S : (FT.VV)—/fV.V—i-/ fs.v} (3)
0 Q 00

e Constitutive relation:

or

S € 8§

_ y(F,p) _ W(E,p)
=—2F or S= —3E (4)

Note that ¢(F,p) and ¢¥(E,p) are two different functions. For the sake of brevity and
because they satisfy the same properties (see below), they will be both mentioned as ).

P



2.2 AVAILABLE EXPERIMENTAL DATA

Let F = Vu + I4 denote the deformation gradient, E = (Vu + V' u + V'uVu) the strain
tensor, p the state law’s parameters and 1) a potential such that the constitutive relation
satisfies physics and thermodynamics. This translates into having:

e ¢ such that, at the reference state (no deformation), the stress field is null:

PF=I)=0 or S(E=0)=0 (5)

e a convex potential ¢ with respect to F (for P) or E (for S)

A way to establish a constitutive model is to identify an analytical form for ¢ that satisfies the
above constraints. For example, for a quadratic potential ¢ = %E : K : E, the corresponding
constitutive law is the one describing a linear elasticity problem: S = KE.

2.2 Available experimental data

This study focuses on the use of data obtained by Digital Image Correlation (DIC) [36], 41].
It is a full-field measurement method adapted to kinematic variables such as displacement and
strain. It allows great flexibility in the sense that it provides rich and reliable information for
a small number of tests that can be conducted under non-homogeneous conditions. Note that
the choice was made to work with DIC measurements as both NN-EUCLID and NN-mCRE
can operate on such experimental data, making it possible to compare these methods.

It is important to underline that DIC (like most measurement techniques) does not allow to
measure stress fields. Thus the pair (F,P) or (E,S), characteristic of the constitutive relation,
is unknown.

Also, while using a full-field measurement method is practical for test studies, it is not adapted
for a large scope of structures. To illustrate, this issue could be problematic while carrying
out System Health Monitoring (SHM) on wind turbines, aircraft or spacecrafts. Hence in
Section [ an investigation regarding if the NN-EUCLID and NN-mCRE methods are adapted
or can be adapted to partial-field measurements, will be led. This situation typically occurs
when acquiring data using optic fibers: while it is a more flexible tool for concrete studies,
measurements can only be done along the fiber axis.

2.3 Thermodynamics-consistent neural networks for representing
constitutive laws

To sum up, the study considers a structure of known geometry, of unknown constitutive rela-
tion, submitted to known boundary conditions and for which displacement measurements are
available on the whole domain. With these pieces of information, the objective is to recover
the constitutive relation (4).

2.3.1 Use of neural networks

The solution proposed by the NN-EUCLID and NN-mCRE methods is to train in an unsuper-
vised way Input Convex Neural Networks (ICNNs) [2] to predict the stress field associated to

the measured displacement field and hence describe the constitutive relation thanks to the pair
(F.P) or (E,S).

The use of neural networks is justified inherently. First of all, elaborating an analytical form
of an unknown behavior law can be complex and time-consuming in terms of research and
experimentation. Second, while the latter strategy benefits from interpretable models, these



2.3 THERMODYNAMICS-CONSISTENT NEURAL NETWORKS FOR REPRESENTING CONSTITUTIVE LAWS

may be insufficient to describe all the observations’ complexity. This phenomena reflects the
issue of model bias. In the end, neural networks overcome the need to postulate a constitutive
relation and, benefiting from their quality as universal approximators [22], they can theoretically
describe any behavior without introducing model bias.

In the case of this study, to satisfy the above mentioned physical and thermodynamic con-
straints, a ICNN-type neural network is used as it enforces physical knowledge throughout a
physics-augmented architecture (represented Figure [2 for the constitutive relation associated to
(E,S)). Note that the ICNN’s outputs are potentials ¢ as predicting a stress field is equivalent
to predicting 1, according to .

2.3.2 ICNN'’s architecture

The neural network is composed of an input layer, where the deformation gradients F or the
strain measurements E are specified, of m hidden layers, each formed of (nj)g=1,. , neurons,
and of an output layer, where the prediction ¢y is returned.

2V = F(BYe+ W)

2% = F(GAP) =D 4 B®e 4 (®)

b = G(AMH) () | Bl 4 omtD) 50
b Automatic S12
differentiation S21
522
Input layer Hidden layers Output layer

Figure 2: Input Convex Neural Network Architecture

To certify that the stress field and the potential vanish at the reference state, 1 is considered
of the form [3], 26):

Y(F,p) = ¥yn(F,p) — Ynn(la, P) — algg]v ‘F:Id : (6)
or ad}
U(E.p) = ¥ny(E.p) —twn(0,p) - S2X| (7)

To satisfy the convexity constraint of ¢ with respect to F or E, the activation function F is
convex and non-decreasing and the weights of the intermediate hidden layers are positive. The
latter is schematically represented by G. In the case of this study:

]__(x):{x if x>0 and g(x):{x if x>0 (8)

0 otherwise 0 otherwise



To avoid any loss of generality, skip connections link every hidden layer with the input layer
throughout a linear transformation represented by (B®E + ¢®),_; .. [2]. Note that the
first hidden layer is considered fully as a skip connection layer. The output layer is calculated
using the same transformation as for the hidden layers but without passing it through the
activation function F. Finally, P or S is obtained using automatic differentiation, where each
mathematical operation is tracked in a computational graph enabling the calculation of the
necessary gradients by following the chain rule for differentiation.

As a side note, this architecture can be adapted to other constraints. To illustrate, within the
hyperelastic framework of [40], the objectivity of 1) with respect to F is verified by specifying
the invariants based on the Cauchy-Green deformation tensor in the input layer instead of F.

2.3.3 Initialization and hyper-parameters

Overall, the trainable parameters of the neural network (representing the constitutive param-
eters p) are the weights (A®), B(k))k:17..,7m and the biases (C(k))kzl,.,,,m. The studied problem
being highly ill-posed (absence of stress values), an important aspect of the training procedure
is the initialization of the weights and biases. The outcome of the learning process is highly
dependent on the initial values of these parameters. Multiple strategies exist, such as sorting
the most accurate network out of an ensemble of neural networks trained with different random
initializations, as it is done in [40]. The initialization method employed here, and implemented
in [B], consists in operating on a priori knowledge and pre-training a network in a supervised
manner with a database created from a known constitutive relation assumed to be close to
that sought. The parameters obtained from this pre-training are used to initialize the neural
network.

Another important aspect is the strategy employed to tune neural network’s hyper-parameters.
These parameters are well-known to be very sensitive and they require time-consuming research
to be correctly set. This issue will be developed in the following sections as each method has
a specific procedure for setting these parameters.

3 NN-EUCLID method

3.1 Overall presentation

The NN-EUCLID method is a continuation of the study denoted Efficient Unsupervised Consti-
tutive Law Identification and Discovery (EUCLID) [17], which is an unsupervised data-driven
method that uses sparse regression over a wide library of candidate functions to form inter-
pretable constitutive relations. A main objective of the NN-EUCLID method is to overcome
the limitation brought by a handcrafted feature library and expand the space of possible con-
stitutive models by benefiting from neural networks as universal approximators. It should be
noted that by doing so, interpretability of the model is lost.

The NN-EUCLID methodology is based on the force balance method (FEMU-F) [12, 35], also
denoted as the input residual method or the equilibrium gap method. This identification process
consists in minimizing a loss function evaluating the deviation from equilibrium. It requires
full-field measurements and known boundary conditions (prescribed displacements and forces).
To illustrate, for a given elasticity problem, the FEMU-F least-squared functional is written
such that:

Jo(P) = 5 (Fops — K(p) ) We (Fase — K(p)ui) (9)



3.2 METHODOLOGY

where u,,s are the measured displacements, F s is a generalized load vector which incorporates
the prescribed forces and Wy is a weighting matrix.

As is, the NN-EUCLID method cannot operate on partial-field measurements. However it
could be adapted to the displacement method (FEMU-U) [12} [16, 35], also known as the output
residual method, that was developed as an alternative approach from FEMU-F in the case where
kinematic variables are partially known.

3.2 Methodology

Unsupervised deep learning of hyperelastic constitutive laws

(a) Deformation

(1) Satisfy the weak form of the linear
momentum balance

&
e (¢) Strain fields (f) Ensemble of ICNNs
(b) Displacement data
l
i !
')
-
I’
! v
L (1) Nodal force residual on fixed DoFs
-
(c) Mesh nodal points X f
1 / S
s
v
L
(d) Displacement fields (g) Stress fields (h) Nodal force residual on free DoFs
= J JL J

Specimen deformation Field Approximation ICNN setup ICNN training

Figure 3: Schematic of the NN-EUCLID approach (Figure credited to [40])

3.2.1 Notations

In the case of this study, the experimental setup consists in taking n; snapshots of the domain €2
composed of n,, measurement points where the displacements u,,s are collected. Both Dirichlet
and Neumann conditions are considered and, to simplify calculations, no body force f; is applied.
For each snapshot, ng reaction forces, denoted (Rﬂ’t) B=1,....n5, t=1,..n,» are measured.

Furthermore, the overall NN-EUCLID loss function is the sum of every snapshot’s associated
NN-EUCLID functional. So, for the sake of brevity in the following section, only one snapshot
will be considered and the notation ¢t = 1, ..., n; will be dropped.

Finally, within the NN-EUCLID framework, the choice was made to work with the following
constitutive relation :
0y(F, p)

p— P (10)



3.2 METHODOLOGY

3.2.2 Minimization process

The training process of the ICNN (represented in Figure [3)) consists in minimizing a loss function
that tests the validity of the network’s prediction in relation to the balance of forces:

Popt = argmpin Enn—rucrip(F(Uws), P) (11)

To do so, the NN-EUCLID functional Exny_grcrrp is computed from the static admissibility

constraint:
/P : Vv —/fv.v+/ f.v Vv eu (12)
Q Q o0y

Applying a Galerkin discretization using Finite Element shape functions (denoted (N®)o—1,.. 5, ),
the above system can be written as:

D vigl =0 where gﬁz/PiVN“—/(fv)iN“—/ (f);N° Vi=1,2 (13)
o Q Q oy

As is verified for all fields v that vanish on the Dirichlet boundary, depending on the degree
of freedom (DOF), two constraints can be identified:

e For DOFS that are not subjected to Dirichlet conditions:
g =0 V(a,i) € Afree (14)
These DOF's are referred to as free DOFs and compose the space A = {(a,i) €

{1,...,nn} x {1,2}, v& # 0}

This constraint is representative of the fact that, for free DOFs at equilibrium, the internal
forces arising from the constitutive relation compensate with the external forces resulting
from the imposed surface and body forces.

e For DOFs submitted to Dirichlet conditions:
dooogi=R" VB=1,..n4 (15)

(a’i) eA?ized

These DOFs are referred to as fixed DOFs and compose the space A?md = {(a,i) €
{1,...,nn} x {1,2}, v¢# = 0} This constraint is representative of the fact that, for fixed
DOFs at equilibrium, the internal forces arising from the constitutive relation are balanced
by the reaction forces deriving from the imposed displacements.

Overall, the NN-EUCLID loss function evaluates how relevant the predicted stress field is, with
respect to the above mentioned constraints:

gNN—EUCLID<F(uobs)7 p) = 5free<F(uobs)7 p) + gfi:ced(F(uobs)a p) (16)
where:
2
ng
gfree(F(uobs)v p) = Z (gg)2 and gfiwed(F(uobs)a P) = RB - Z g?
(a,i)EAfree ﬁ:]' (a‘ﬂ:)eA?ized
(17)

The minimizing procedure is carried out via gradient descent:

Pupdated = P — L VyEnn—pucrip(F(ews), P) (18)

The learning rate [, and the number of epochs are both manually tuned through trial and error.

In the Appendix [A] the NN-EUCLID method is implemented in a simple case involving a one
dimensional beam built in one of its ends and subjected to traction/compression on the other.

9



4 NN-mCRE method

4.1 Overall presentation

The NN-mCRE’s training process is based on the minimization of the modified Constitutive
Relation Error (mCRE) [32], also known as the constitutive equation gap method (CEGM) [9].

The Constitutive Relation Error (CRE) [28, B80] was introduced as a posteriori error estimation
method for Finite Element computations. This approach consists in comparing a statically
admissible stress field with one resulting from a given state law evaluated for a kinematically
admissible strain field. The behavior model being the most uncertain data compared to the
admissibility constraints, the CRE functional therefore evaluates an error on the constitutive
relation. To illustrate, for a given elasticity problem and for (i1, S) € Uit x 8 the CRE is
written such that:

A

€2, (1, 8) = /Q (8 — KE(@) : K : (§ — KE(#))
L (19)
=2X /Q (§E(u)KE(u) + §SK S — SE(u))

This concept was then adapted to identification problems and parameter updating [27]. In
this case, experimental data is considered as reliable information and embedded directly in
the kinematic variables of the CRE-based loss function. Since measurement noise is a major
obstacle to solving identification problems, this methodology may be to rigid, as it enforces
noisy data.

An improvement to this aspect was proposed with the mCRE [32]. The key concept of this
approach is to enforce reliable information, such as kinematic and static admissibility, and to
weaken uncertain information, such as the state law, experimental data and unreliable boundary
conditions, in the minimizing procedure of the mCRE-based loss function.

A main objective of the NN-mCRE method is to benefit from neural networks as universal
approximators to overcome the need of a behavior model, as is it classically required for mCRE
applications, and hence correct model bias.

In the following paragraphs, it will be shown that a main aspect of the minimization process
is to entirely rebuild the kinematic and static fields to satisfy the admissibility constraints. So,
inherently, the NN-mCRE method can operate on partial-field measurements.

4.2 Methodology
4.2.1 Notations

In the case of this study, the experimental setup consists in taking n; snapshots of the domain
2 composed of n,, measurement points where the displacements are collected and from which
the strain field E,;, is deduced. Both Dirichlet and Neumann conditions are considered and to
simplify calculations, no body force f, is applied.

Furthermore, as for the NN-EUCLID methodology, the overall NN-mCRE loss function is a
combination of every snapshot’s associated NN-mCRE functional. So, for the sake of brevity
in the following section, only one snapshot will be considered and the notation t = 1, ..., n, will
be dropped.

Finally, within the NN-mCRE framework, the choice was made to work with the following

10



4.2 METHODOLOGY

constitutive relation :

N (E, p)
S= 5 (20)

4.2.2 mCRE-based loss function

The training process of the ICNN consists in a two step minimization of the mCRE func-
tional that evaluates the constitutive relation error and the distance to experimental data for
kinematically and statically admissible fields (Ag = U3? x S%):

Popt = argmin | min &2 zp(1, S, p) (21)
p (a,S)eAy
where the mCRE functional is written such that:
E2ore(8,8,p) = E25p(1,S,p) + o || TTE(Q) — Eq, || (22)
with « a scaling factor and II a projector.

Overall, the mCRE-based loss function is a weighted sum balanced by « that combines the two
following characteristic terms:

e The CRE functional &%,y evaluates model error for admissible fields such that:
&p(0.8.0) = [ [0(B(@).p) +v'(S.p) - §: B(a)] (23)
Q

The potential ¥* defines the material law E = % and is dual to ¢ in the Legendre-
Fenchel sense:

¥*(S,p) = sup [S ' E — o (E, p)} (24)

In short, CRE tests the discrepancy from this duality given admissible fields. A graphic
interpretation of the CRE is given Figure : for a given couple (E(@1), S), the hatched area
(representing CRE) is what remains when the red rectangle (representing S : E(#1)) is sub-
tracted to the orange and blue area (respectfully representing ¢ (E(l1), p) and @Z)*(S, p)).

S

_ g
=~ F= s

S

N

e2ns(6.8) = | (v() 8 {5 : E@

Figure 4: CRE interpretation with the stress-strain curve (Figure credited to [5])

o | TTE(11) — Es ||? quantifies the distance to observations by projecting @ through IT onto
the measured variables.

11



4.2 METHODOLOGY

To express w*(S, p) in a more convenient way, let ¥ be the displacement field such that the
maximum regarding is reached for E(¥). Noticing that S = g—]ﬂé o the potential 1*(S, p)
E(¥
can be rewritten such that:
* 1 Q 8¢
V*(S,p) =

= 55|, 1 B) ~ V(EE.p) (25)

Finally, the mCRE functional to minimize is given by:

€ ens(.90) = [ |0(B@). )~ 0(BO).p)+ S| (BE) - B@)]+a | TB@) B |
(26

4.2.3 Minimization of the loss function
The minimization procedure is carried out iteratively in two steps.

Step 1: The first step consists in finding admissible fields (1, S) € A, for given parameters p
by means of a constrained minimization. This procedure is carried out through the Newton
scheme associated to the following Lagrangian functional £:

L= Eopp(0,9) — h(,A) VYA € U (27)
where h is the static admissibility constraint:
/ SH): (F®)T.VA) — / fo. A — / £A=0 VAcuy (28)
Q Q o9
hEA)

It is important to note that the Dirichlet conditions are directly embedded in G such that the
kinematic admissibility is satisfied.

The Newton scheme is given by:

[0°Ecre O%EhcnE 17" Toez CRE |
Ug+1 — U ouZ dudv 0 ou
Vgl — Vi | = P cre  PEcrp IRV 92 crE (29)
ovou ov? ov ov
A Oh(v,\)
0 L 0 | [h(v,A)]

Step 2: The second step involves updating the parameters p throughout a gradient based
method using the above computed admissible fields (i, S):

Pupdated = P — lrvpgviCRE(ﬁ7 ‘77 p) (30)

The gradient of the loss function with respect to the parameters is computed using the adjoint-
state method, from which the following result is obtained:

d&2  pp(0, v, p) 0L

dp ~ dp

_/a_¢ _ W
o Op lE®®) op IE(®)

(31)

In the Appendix [B] the NN-mCRE method is implemented in a simple case involving a one
dimensional beam built in one of its ends and subjected to traction/compression on the other.
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4.2 METHODOLOGY

4.2.4 Automation of user configurable parameters

In the DDDAS context where the NN-mCRE training process is carried out online, special
attention was brought to automate the tuning of hyper-parameters and the tuning of the scaling
factor v [5]. As it is known, these parameters are very sensitive and require time-consuming
research to be correctly determined. So, within this framework, a manual configuration is not
adapted.

Automation of the scaling factor a:

Minimizing the mCRE functional is finding a compromise between satisfying the model and
satisfying the experimental data. The weight a adjusts the influence of each of these terms in
the loss function. The more reliable (respectively unreliable) the measurements are, the higher
(respectively the lower) the value of « should be set.

In the case of this study, the noise level (known a priori) is a good indicator to evaluate
to what extent the experimental data should be relied on. The presented strategy, following
the Morozov criterion [34], aims to update (1, S) at the noise level. Let o be the standard
deviation of the measurement noise. The scaling factor is written such that o = o'/n,,02. This
way, updating the admissible fields at the noise level translates into tuning o’ such that:

| TE () — Egps [

Ny 02

1 (32)

The process for setting o is as follows. For each training cycle, the updated admissible fields
(computed throughout step 1) are tested with respect to the above constraint. If is not
satisfied, then o is tuned using dichotomy and new admissible fields are computed. This
procedure is repeated until the constraint is satisfied.

Automation of the learning rate 1,:

The proposed approach is empirical and can be adjusted depending on the test case. The key
idea is to adapt the learning rate depending on the number of iterations needed for the Newton
scheme to compute the updated admissible fields during step 1 of the training cycle (composed
of step 1 and step 2).

Let us consider the (n + 1)"* epoch of the training process, where (ﬁ”,S”),p" and [ have
already been computed. As a reminder, (", S") (respectfully (a"+!, S"*1)) are obtained by
running step 1 for fixed parameters p"~! (respectfully p”). The number of iterations needed
for the Newton scheme to go from (9", S") to ("+!, S"*1) is a good indicator to quantify how
much the parameters p have changed from p"~! to p". If the number of iteration is small,
then the parameters have changed little and the learning rate can be increased (I > [7).
If the number of iteration is high, then they have changed a lot, which can cause instability.
Therefore, the learning rate should be reduced ("1 < 7).

Defining an adequate number of iterations is empirically achieved throughout grid search. In
the case of this study, the learning rate is suitable when four iterations are needed.

Automation of the end of training:

Rather than setting a fixed number of epochs, the methodology consists in defining a physics-
based stop criterion using the CRE. This functional benefits from having a strong physical
sense as it can be interpreted as a model error. Also, since it is homogeneous to an energy, the
CRE functional can be compared to the structure’s energy fﬂ Y(E, p) such that:

n = gg'RE
Jo ¥ (E, p)

where the tolerance is set according to the user’s requirements.

< tolerance (33)
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5 Comparative results

5.1 Comparison methodology

The aim of this section is to highlight the advantages and disadvantages of NN-EUCLID and
NN-mCRE and to understand the choices made for each methodology with respect to the issues
raised by a neural networked-based identification process.

5.1.1 Conceptual differences between the NN-EUCLID and NN-mCRE methods

The NN-EUCLID and NN-mCRE method share the same goal which is to propose a neural
network-based identification process that only requires kinematic field measurements to operate.
However, as these methods are developed within different frameworks, the strategies employed
to solve this problem differ.

As areminder, in [40], the attention is focused on learning isotropic and anisotropic hyperelastic-
ity. In this context, NN-EUCLID must be able to operate on highly heterogeneous displacement
fields. To fully grasp the entire spectrum of such material behavior, it is in their favor to use
DIC. Indeed, this technique enables full-field measurements, thus maximizing data collection,
and is particularly adapted to provide rich and reliable information for tests conducted under
non-homogeneous conditions. The aim for the NN-EUCLID method is to make the most of the
abundant data to predict at best complex behaviors. The proposed training process is hence
entirely based on experimental measurements in the sense that the neural network learns to
satisfy equilibrium regarding experimental displacement fields. In the following sections, it will
be shown that this strategy benefits from a straightforward and fast training phase. However,
the resulting downfall is a loss function that does not focus on what should be learned, namely
the constitutive relation.

On the other hand, in [5], the attention is focused on Dynamic Data Driven Application Sys-
tems (DDDAS) which aims to conduct Structural Health Monitoring (SHM) in a continuous
and dynamic manner. In this context, the challenge lies within detecting early damage and pre-
dicting its evolution in sensor-equipped structures to control their integrity throughout their
life cycle. By driving the systems accordingly, the goal is to increase durability and safety.
Overall, NN-mCRE has been thought to be applied over whole structures like wind turbines,
aircraft and spacecrafts, making it impossible to use measurement techniques such as DIC.
Highlighting a main difference between NN-EUCLID and NN-mCRE, these two methods are
not meant to operate on the same kind of data. Here, a measurement tool adapted to large
structures is necessary. With this in mind, optic fibers have shown to provide accurate exper-
imental information on the damage state for a large scope of structures. The main downfall
is that measurements are only enabled along the fiber’s axis, thus compelling NN-mCRE to
operate on partial-field measurements. The proposed training strategy is hence based on the
mCRE functional which benefits from working with admissible fields, instead of partially known
experimental fields. The measurements are not as valued compared to the NN-EUCLID method
as they are considered uncertain and relaxed in the loss function. A main aspect of the NN-
mCRE training procedure is to reconstruct admissible fields on the whole structure regarding
reliable information. Consequently, this strategy suffers from a more complex and computation-
ally expensive training phase. However, the mCRE functional is specially adapted for neural
network-based identification problem, as it evaluates model error directly on what needs to be
learned, namely the constitutive relation.

Emphasizing on another focal difference between the NN-EUCLID and NN-mCRE methods,
while the first has favored rapid training over a learning process that evaluates the predicted
state law, the other values constitutive model error at the expense of costly computations.
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5.1 COMPARISON METHODOLOGY

Finally, another key difference between the two studied methods is the approach adopted for
tuning hyper-parameters. While the NN-EUCLID context does not limit the possible strate-
gies for setting these parameters, the DDDAS framework prohibits manual configuration as the
neural network could be trained online. In the following sections, it will be shown that the
NN-mCRE pre-training phase is much shorter than the NN-EUCLID one.

5.1.2 Training time

A central comparing criterion is the time required for implementing a functional neural network.
This process includes the pre-training phase, for which research is dedicated to correctly tuning
the hyper-parameters, and the training phase, for which the hyper-parameters are set and the
weights and biases of the neural network are iteratively updated. Once again, being developed
within two different frameworks, the NN-EUCLID and NN-mCRE methods have tackled this
issue in two different manners.

Only considering the computational time for fixed hyper-parameters, the NN-EUCLID benefits
from a straightforward training process. The computational cost is mainly due to the calculation
of the stress fields, of the loss function (using numerical quadrature for the integrals) and of
the trainable parameters’ updating phase.

The NN-mCRE training process is much denser. The main difference with the NN-EUCLID
methodology, is that, for each training cycle, in addition to the above, new admissible fields
are computed by means of a constrained minimization carried out through a Newton scheme.
This considerably weighs up the computational cost as it is an iterative process.

So, for correctly tuned networks, the NN-EUCLID training process is expected to be faster
than the NN-mCRE one.

However, this statement is to be qualified with regard to the time required for correctly tuning
the hyper-parameters. For NN-EUCLID, these parameters are manually set through trial and
error. In the case of this study, the NN-EUCLID code has been adapted such that only the
number of epochs and the learning rate (which includes the scheduler, the range and the steps)
are configurable. But it should be noted that in [40], the configurable hyper-parameters also
include the number of hidden layers, the number of neurons per hidden layer, the dropout rate
in the hidden layers, the scaling parameters in the activation functions, and the number of
neural networks in the ensemble used for reducing the sensitivity regarding initialization. As
it is known, these parameters are very sensible and demand time-consuming research to be
correctly set.

To tackle this issue and to be in line within the DDDAS framework, the main goal of NN-
mCRE is to automate the setting of these variables. The strategies proposed by the NN-mCRE
method benefit from the strong physical sense incorporated in the mCRE functional (Section
M). The stop criterion takes advantage of the fact that the CRE term of the loss function is
homogeneous to an energy and can be interpreted as a model error. The scaling factor is set
based on the loss evaluating the distance to observations in a way that the latter is equal to
the noise level. Finally, the learning rate is empirically adjusted depending on how much the
trainable parameters have been updated. Even though the strategies proposed are not optimal
(cv is updated through dichotomy, which is a computationally costly process, and the space of
possible learning rates is empirically obtained throughout testing), they can be improved and
adapted depending on the study case.

Overall, the pre-training phase is expected to last much longer for NN-EUCLID than for NN-
mCRE.
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5.1 COMPARISON METHODOLOGY

5.1.3 Flexibility to incomplete experimental data

To have a full-field measurement setup available is ideal yet unpractical for a broad field of
applications. Indeed, while it is adapted for studies carried out in laboratories or in a short
zone of the considered subject, such measurements are unfeasible over whole structures like wind
turbines, aircraft or spacecraft. So, testing whether or not NN-EUCLID and NN-mCRE are
adapted or can be adapted to partial-field measurements is an important comparison criterion.

Asis, NN-EUCLID can not operate on incomplete data. To work properly, this method requires
full-field displacement measurements, known Neumann conditions and the reaction forces asso-
ciated to the Dirichlet conditions. As presented in Section [3| the NN-EUCLID loss function is
based on the static admissibility constraint, which is integrated on 2. So, for the latter to be
meaningful, the stress field must be defined on the whole domain and the imposed (surface and
body) forces must be known. The first Piola-Kirchhoff stress field being fully computed from
the experimental data, these necessarily have to be measured in a full-field manner. Further-
more, one of the characteristic terms of the loss function compares the internal forces arising
from the constitutive relation to the reaction forces. If one of the latter were to be unknown,
the comparison with the internal forces would be impossible. This means that the displacement
measurements needed to compute these internal forces would be unused. Hence, all the reaction
forces deriving from the Dirichlet conditions must be measured or else the neural network could
not train on all the available experimental data. However, NN-EUCLID could be adapted to
incomplete data by establishing a loss function based on the displacement method.

Considering the DDDAS framework, the NN-mCRE method was established to inherently op-
erate on partial-field measurements. Unlike NN-EUCLID, the strategy is not to work directly
with experimental data but with new admissible fields computed on the whole domain. These
fields are only partly representative of the measurements as they are hybrid solutions resulting
from a compromise between verifying the constitutive model and verifying the available exper-
imental data. Also, the comparison is partial as only the admissible displacements projected
on the measurement points can be compared to the experimental data. Overall, the measured
fields are not used to define but merely to guide the construction and minimization of the loss
function. Hence, only partial-field measurements are required for the proper functioning of the
method. In [5], NN-mCRE is tested in the case where strain measurements are obtained using
optic fibers. While the latter is a very flexible tool and can be embedded in a large scope of
structures, the measurements can only be carried out along the the axis of the fiber.

5.1.4 Flexibility to noise

Throughout the studied methods, two different strategies are presented to account for noisy
measurements.

In [40], the proposed approach is to denoise the experimental data beforehand using the Kernel
Ridge Regression (KRR) algorithm [39]. This allows to interpolate the noisy data by perform-
ing a non-linear regression based on the construction of a linear regression function in a high
dimensional feature space. The interpolated displacements are then used to train the neural
network. This approach is consistent with the NN-EUCLID methodology, as its training pro-
cess does not account for measurement noise. If the data was not treated beforehand, the
minimization of the loss function, which is fully computed from these measurements, would
be flawed. It should be noted that, even though the Dirichlet and Neumann conditions are
supposed to be known in a reliable way, no strategy is proposed to adapt the NN-EUCLID
method to uncertain and noisy boundary conditions.

Considering the NN-mCRE strategy, measurement noise is taken into account in the training
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process at multiple levels. First of all, benefiting from the mCRE functional, the experimental
data is considered as uncertain information and relaxed in the loss function. So, the measure-
ments will at best be satisfied when minimizing the mCRE functional. In an ideal situation
with no measurement noise, the experimental data could be enforced through an admissibility
constraint. Second, the scaling factor o quantifies the trust placed into the measurements and
into the constitutive model. The more reliable the measured displacements are (respectively
the more uncertain the model is) the higher a should be set and vice versa. In [5], this weight
is tuned such that the experimental data is verified up to the noise level (which is supposed to
be known). It should be noted that, Dirichlet and Neumann conditions can also be considered
as unreliable information and incorporated in the mCRE functional. Many applications can be
found in [23].

In the case of this study, one of the main goals is to test the robustness of each method with
respect to measurement noise. So, the choice was made to use noisy data for the training
of the neural networks without any upstream denoising technique. The expected results are
that the NN-EUCLID predictions are much more influenced by noisy data than the NN-mCRE
predictions.

5.2 Numerical comparison

This section aims to present the numerical framework in which the NN-EUCLID and NN-
mCRE methods are compared. The neural networks are trained on synthetic data disturbed
by artificial noise and obtained from FEM simulations carried out on a structure presented
below. The methods are then compared based on the research-time required for tuning the
ICNNs, the computational time of the training processes and the quality of the predictions
made by the trained models.

5.2.1 Numerical framework

Let €2 be a 2D rectangle with a hole, clamped on one of its ends and subject to a pure quasi-
static bending force on the other (Figure . For this study, the choice was made to focus on
small perturbations.

0.2 @(1.2 ,0.6)
1
fs ..
X2
L"l (b) Measurement grid

(a) Structure

Figure 5: Numerical framework

The associated constitutive relation to learn is described by a non-quadratic potential repre-
sentative of non-linear elasticity. Here, the material behavior differs depending on whether the
subject is submitted to traction or compression along the horizontal axis:

1 1 1 1
Y = §E+(EE)2 + §E_(E1_1)2 + §E_(Ez2)2 + §G(E12+E21)2 (34)
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ET = 8GPa is the traction Young modulus associated to the positive strain E{;, E= = 20GPa
is the compression Young modulus associated to the negative strain E;; and G = 8G Pa is the
Coulomb modulus.

Note that the geometry and the applied load (pure bending along the vertical axis) are specif-
ically chosen to highlight a key issue of neural network-based identification procedures. For a
neural network to fully learn a constitutive model, it requires to train on data that is represen-
tative of the entire spectrum of a material’s behavior. Neural networks can hardly generalize
when operating on data that is not relevant to the training database. In this context, pure
bending along the vertical axis is interesting to study as it involves both traction and compres-
sion along the horizontal axis, allowing the neural network to learn the nonlinearity aspect of
the behavior. However, for this geometry and this load case, the strain components Eq5, Eo;
and Es, are much less solicited. So, it is expected from the neural networks to learn less in
these directions.

5.2.2 Available data

In the case of this study, the NN-EUCLID and NN-mCRE methods operate on synthetic
data generated from FEM simulations. The numerical database aims to simulate full-field
measurements carried out on the structure using DIC. Hence, the numerical meshing of € is
assumed to overlap the experimental measurement grid such that each node corresponds to a
measurement point. The grid is such that 874 measurement points are spread across the entire

structure (Figure [5b)).

The numerical information is disturbed by artificial noise p. The latter is added to the displace-
ment measurements such that: 1 ~ A(0,0?). This means that the noise follows a zero-centered
normal distribution of standard deviation o. Two noise levels are considered: a low noise for
o = 107* and a high noise for o = 1073,

Finally, the boundary conditions are supposed to be known and reliable. For the numerical
simulations, five snapshots will be considered where the following loads are applied:

fo={=5x 107" —2x 107", 1x 1074, 3% 107", 7x 107} (35)

It is important to note that, while the displacement and stress fields are computed through
FEM simulations, only the displacements will be used to train the neural network.

5.2.3 ICNN configuration

In the context of this study, the considered ICNNs are composed of 2 hidden layers formed
by 50 neurons each. Regarding initialization (Figure @, the networks are pre-trained in a
supervised manner to represent linear elasticity. The initial model is supposed to be close to
the one sought and is described by the following quadratic potential:

1 1 1
w = éE(Ell)Q + EE(EQQ)Z + EG(E12+E21)2 (36)

where E = 24G Pa is the Young modulus and G = 11G Pa is the Coulomb modulus.
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Figure 6: Initialization such that the NN-EUCLID and NN-mCRE ICNN represent linear
elasticity

19



5.2 NUMERICAL COMPARISON

The configuration of hyper-parameters specific to each method are detailed in the following
sections, as the settings change with respect to the noise level.

5.2.4 Results

Research phase for correct tuning of the ICNNs:

For the following comparison, the author has worked on the NN-EUCLID and NN-mCRE
methods, respectively one after the other. For each method, the number of days required for
correctly setting the neural networks was counted. Note that for each method, there are three
networks to tune as three noise levels are studied.

Overall, for the NN-EUCLID method, the pre-training phase of the ICNNs required 15 days.
The following strategy was adopted to establish satisfactory configurations. First, the search
was purely random, the goal being to understand the trends of the training process with respect
to different hyper-parameter setups. This search was not conclusive as there are too many pa-
rameters to define, each one having no reference point. Also, no clear trends were identified as
the training process is very sensitive to any small changes in the settings. A second strategy
consisted in simplifying as much as possible the numerical framework in which the study is
carried out. The idea was to first consider a 2D square (instead of a pierced rectangle) with
only 5 measurement points (instead of 874) and to tune an ICNN of small architecture accord-
ingly. As this was achieved, the numerical framework was then slowly developed by adding
measurement points and changing the geometry of the structure. For each change, the neural
network was updated starting from the configuration of the previous stage. This iterative pro-
cess was carried out until the numerical framework presented initially was reached. Note that
this strategy was applied once in the case of zero noise. From this configuration, the settings
for the case of low and high noise were deduced.

For the NN-mCRE method, the tuning of the main hyper-parameters being automated, the
pre-training phase of the ICNNs required 3 days. Depending on the noise level, the search
range for the scale factor o and the learning rate updating rule had to be adapted. The latter
were successfully configured through trial and error.

The final settings for the NN-EUCLID and NN-mCRE methods are presented Table

NN- Optimizer Epochs [y [, base [, max [, step (up
EUCLID scheduler and down)
No Noise Adam 700 cyclic 0.001 0.11 50
Low Noise Adam 700 cyclic 0.001 0.05 50

High Noise Adam 6000 cyclic 107° 0.0015 50
NN-mCRE « search range tolerance
No Noise [10%,10] 2 x 1074
Low Noise [1071,5 x 107 2 x 107%
High Noise [1072,5 x 10] 2x 1074

Table 1: Tuned hyper-parameters for the NN-EUCLID and NN-mCRE methods

Note that, for the NN-EUCLID method, the main hyper-parameters to change depending on
the test case are the number of epochs and the learning rate sweep range. For the NN-mCRE
method, the learning rate updating rules are not presented as it is not relevant within the scope
of this comparison.
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Training phase of the ICNNs:

Table 2| presents the training time of the NN-EUCLID and NN-mCRE neural networks.

No Noise Low Noise High Noise
NN-EUCLID 233 sec 236 sec 2012 sec
NN-mCRE 3257 sec 2662 sec 6425 sec

Table 2: Computational time for the training of the NN-EUCLID and NN-mCRE methods

As expected, the computational times are much faster for NN-EUCLID compared to NN-
mCRE: regarding the no noise test case, the training time of NN-EUCLID is ten times faster
than NN-mCRE.

Inference phase:

The trained models are tested with respect to the strain paths (Ej;, Ejp = 0, Eg = 0),
(E;;1 = 0, Eq9, Eos = 0) and (E;; = 0, Ej5 = 0, Ey). Each path sweeps a range of values
that is twice as big as the associated training database, the goal being to evaluate how each
model generalizes when operating on new data. The predictions made by the NN-EUCLID and
NN-mCRE models are presented Figure [7] for zero noise, Figure [§ for low noise and Figure [J]
for high noise.

Considering NN-EUCLID for the zero noise test case, the model has perfectly learned the full
spectrum of the material behavior. This is unexpected, as the training databases for Eq, and
E,; are five times smaller than the one for E;; (Figure . Hence, it was anticipated from the
model to learn less regarding these paths.

For the low noise test case, the predictions are more aligned with what was expected. Indeed,
the model perfectly learns the non-linear aspect of the material behavior but struggles to
generalize within the Eqs strain path.

Finally, for the high noise test case, the model is flawed because of the unreliable data it
has trained on. Once again, it is important to note that the NN-EUCLID method does not
take measurement noise into account during the training process. The strategy used in [40]
to overcome this issue is to denoise the experimental data beforehand with the Kernel Ridge
Regression (KRR) algorithm.

Considering NN-mCRE;, the trained models are consistent with what was expected regardless
of the noise level. Each model has perfectly learned the non-linearity aspect of the behavior.
Also, the predictions along the E;s strain path are close to the truth. Finally, the models
have not learned from the Es, strain path as the associated training database is negligeable
compared to the others.

Overall, the results of all the above comparisons are gathered in the following table:

Research- Average Average Average Average
time for learning time | relative error | relative error | relative error
pre-training no noise low noise high noise
NN-EUCLID 15 days 827 sec 0.52% 12.83% 80.32%
NN-mCRE 3 days 4115 sec 7.27% 7.60% 9.89%

Table 3: Summary of the comparisons made between the NN-EUCLID and NN-mCRE methods
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6 Conclusion

This study aimed to compare the NN-EUCLID and NN-mCRE methods which propose two dif-
ferent procedures for the unsupervised learning of unknown state laws with physics-augmented
neural networks. Both approaches only require kinematic field measurements and known bound-
ary conditions to train neural networks to recover the constitutive behavior. These strategies
benefit from neural networks as universal approximators to relax the model form and suppress
model bias.

To compensate the lack of stress labels and ensure consistent and relevant predictions, physical
knowledge is embedded in the main stages of the training process. First, to reduce sensitivity
regarding initialization, the strategy presented in [5] was applied and consisted in pre-training
the neural network in a supervised manner with respect to a priori knowledge. In the context
of this study, the networks used were pre-trained to represent a state law that was considered
close from the one sought. Second, to satisfy thermodynamics, the architecture used is the one
of an Input Convex Neural Network (ICNN), which ensures convexity of the output with respect
to the input. Finally, physical knowledge is embedded in the loss function. The NN-EUCLID
and NN-mCRE methods consider two distinct loss functions and hence propose very different
training procedures.

Within the framework of this study, the attention was focused on understanding the conceptual
differences between these methods.

First, being developed within different scopes, the two strategies do not rely on the same form of
data. In the hyperelastic context, NN-EUCLID aims to make to most of the experimental infor-
mation and hence benefits from full-field measurements enabled through DIC. In the DDDAS
paradigm, NN-mCRE focuses on carrying out SHM on large structures, making it impossible
to use DIC. Measurements are obtained through optic fibers, thus compelling NN-mCRE to
operate on partial-field measurements.

Second, NN-EUCLID and NN-mCRE value different aspects of the training. The first method
favors a fast training process over being able to evaluate the learned constitutive model, which,
in the end, is what matters. The second method values the constitutive relation error at the
expense of a computationally costly training phase.

This study also aimed to compare the NN-EUCLID and NN-mCRE methods on more practical
criteria, such as the research-time for the tuning of hyper-parameters, the computational time
of the training phase and the quality and robustness of predictions with respect to measurement
noise. Overall, NN-EUCLID suffers from a long hyper-parameter tuning phase, as they are to
be set through trial and error. The training phase is very fast but does not adapt to noisy mea-
surements, which have to be denoised beforehand. Hence, for high noise levels, the predicted
models are flawed. Considering NN-mCRE, the hyper-parameter tuning phase is rapid, as this
process is automated to be in line with the DDDAS framework. This method does however
suffer from a long training phase, especially as it depends on the tuning strategies employed and
as admissible fields are computed for each epoch. Finally, NN-mCRE shows perfect adaptation
to measurement noise, as the experimental data is relaxed in the mCRE functional.

Future developments include comparing the NN-EUCLID and NN-mCRE methods for other
constitutive relations, like the one regarding isotropic and anisotropic hyperelasticity.
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A NN-EUCLID application in the 1D case

Problem setting:

The NN-EUCLID method is applied on a simple case (represented F igure, where a 1D beam
is clamped at one end, while the other end is subjected to a quasi-static tension/compression
force. The beam is of length L, of cross-section S and of Young modulus E. The test is
controlled in terms of displacement: a displacement ¢ is imposed on the free end.

Figure 10: Study Case

The displacements u, are measured at the points a € [1,n,] (here n, = 4) and the reaction
forces (R;);—12 are measured at the ends. The study is carried out in the linear framework under
the hypothesis of small perturbations. Thus, the material’s behavior is governed by Hooke’s
law: 0 = Fe. The aim is therefore to determine the Young modulus using the NN-EUCLID
method.

The first step is to determine the NN-EUCLID loss function based on the balance of forces.
The latter is expressed as follows:

L ov J
S/ o(z) x —(z)de =0 Yv el (37)
0 ax

Applying a Galerkin discretization using FEM shape functions, this system can be written as:

- ES x ¢ for a=1
Z Vofo ~ where  fo=< FESXle,1—€] Vae[2,n,—1] (38)
a=1 ES X €,, 1 for a=n,

Note that (e, = “*5=—"%),e[1,n,—1] are the linearized strains defined at the Gauss point of each

element.
Finally, the NN-EUCLID loss function is given by:

Nnp—1

ENN—EUCLID = Z (fo)?+ (R — f1)* 4+ (R — f1,)° (39)

a=2

Overall, the identification process consists in minimizing this functional with respect to the
Young modulus:
Eopt — argmin[ENN_EUCL]D} (40)
E

—1 dénn_EBUCLID
.

The latter is performed via gradient descent: E,piated = E 15

Implementation:
The NN-EUCLID method is implemented for the following parameters:
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Surface

Length Young ) Number of | Learning | Number of
modulus elements rate epochs
25 mm? 0.1 m 210 GPa 1 mm 50 10 1000

Table 4: Configurable parameters

The network is trained using synthetic data disturbed by artificial noise. The added noise
is randomly generated according to a zero-centered normal distribution of standard deviation
o,. Three noise levels are considered: a high (o, = 1073), a low (¢, = 107*) and a null one
(0, = 0). Note that these levels are normalized with respect to the displacement values.

Table |5| presents the learned Young moduli for the above experimental cases:

Target

No noise

Low noise

High noise

210 GPa

209.999 GPa

210.259 GPa

225.263 GPa

Table 5: Young modulus learned by the neural network for different noise levels

The trained models are then tested with respect to a strain path corresponding to traction.

Figure [11| shows the predicted behaviors:

1e9

1.0 A

0.8 1

0.6 1

Stress (in Pa)

0.4

0.2 A1

o7
7

—— Relative Error (0 Noise): 0.0003%
Relative Error (1e-4 Noise): 0.12%
Relative Error (1e-3 Noise): 7.27%

0.002

0.003 0.004

Strain (in mm)

0.005

Figure 11: Stress prediction along the traction deformation path for no, low and high noise

B NN-mCRE application in the 1D case

Problem setting:

The NN-mCRE method is applied in a simple case (represented Figure , where a 1D beam
is clamped at one end, while the other end is subjected to a quasi-static tension/compression
force F'. The beam is of length L, of cross-section S and of Young modulus F.
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Figure 12: Study Case

The displacement u,ps is measured at the free end. The study is carried out in the linear frame-
work under the hypothesis of small perturbations. Thus, the material’s behavior is governed

by Hooke’s law: ¢ = Fe. The aim is therefore to determine the Young modulus using the
NN-mCRE method.

In a more general case, for an elasticity problem of stiffness matrix K(p), the mCRE functional
is written such that:

Emorp(8,0,p) = /Q(& —K(p)E(@)) : K(p) " : (6 —K(p)E(W) + o | I —ug |* (41)

The first step of the training process consists in finding the admissible fields (1, &) € U7 x §*
for given parameters p by means of a constrained minimization using the following discretized
Lagrangian functional L:

L0, ¥, ) = S (0= V) K(p) (0~ V) 45 (10 Uy Cop (M0~ Upe) - AT (K(p) V—F) (42)

where K(p) is the global stiffness matrix, F the global load vector, IT a projector, Gps a scaling
matrix, A the discretized form of the Lagrangian multiplier and V the discretized form of v
such that o = K(p)E(¥).

Following the Karush-Kuhn-Tucker (KKT) conditions, the stationarity of the Lagrangian func-
tional is obtained for:

(22 — K(p)(U - V) + oI’ (10 - U,,) = 0

au

2 =K(p)(V-0U) - K(p)A=0 (43)

9% =K(p)V — F=0

\OA
Note that the above system is verified only for free degrees of freedom (DOFs). The prescribed

ones are directly embedded in the search space.

In the end, the admissible fields are given by:

(44)
(K(p) + oAI"IN)U = F + oIl (U, — U)

The second step involves updating the parameters p throughout a gradient based method using
the above computed admissible fields. The gradient of the loss function with respect to the
parameters is computed using the adjoint-state method:

dg?nC’RE(Ija v, 1)) 8_£

dp op

(45)




Implementation:

The NN-mCRE method is implemented for the following parameters:

Surface Length Young F Number of | Learning | Number of
modulus elements rate epochs
25 mm? 0.1 m 210 GPa 50 kN 50 10%® 8000

Table 6: Configurable parameters

The network is trained using synthetic data disturbed by artificial noise. This noise is imple-
mented the same way as for Appendix [A]

Table [7] presents the learned Young moduli for the above experimental cases. The scaling
factors « used for the training process are also specified. However, it should be noted that
these parameters were not optimally tuned as it is not essential in such a simple case. The
intention here is merely to illustrate the trend « should follow regarding the noise level.

Target No noise Low noise High noise
o - 10° 100 1
E 210 GPa 209.987 GPa | 209.979 GPa | 209.777 GPa

Table 7: Young modulus learned by the neural network for different noise levels

The trained models are then tested with respect to a strain path corresponding to traction.
Figure [13| shows the predicted behaviors:

Figure 13: Stress prediction along the traction deformation path for no, low and high noise
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