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Abstract—Deep reinforcement learning (DRL), leveraging
Deep Learning (DL) in reinforcement learning, has shown signifi-
cant potential in achieving human-level autonomy in a wide range
of domains, including robotics, computer vision, and computer
games. This potential justifies the enthusiasm and growing
interest in DRL in both academia and industry. However, the
community currently focuses mostly on the development phase
of DRL systems, with little attention devoted to DRL deployment.
In this paper, we propose an empirical study on Stack Overflow
(SO), the most popular Q&A forum for developers, to uncover
and understand the challenges practitioners faced when deploy-
ing DRL systems. Specifically, we categorized relevant SO posts
by deployment platforms: server/cloud, mobile/embedded system,
browser, and game engine. After filtering and manual analysis, we
examined 357 SO posts about DRL deployment, investigated the
current state, and identified the challenges related to deploying
DRL systems. Then, we investigate the prevalence and difficulty
of these challenges. Results show that the general interest in
DRL deployment is growing, confirming the study’s relevance
and importance. Results also show that DRL deployment is more
difficult than other DRL issues. Additionally, we built a taxonomy
of 31 unique challenges in deploying DRL to different platforms.
On all platforms, RL environment-related challenges are the
most popular, and communication-related challenges are the most
difficult among practitioners. We hope our study inspires future
research and helps the community overcome the most common
and difficult challenges practitioners face when deploying DRL
systems.

Keywords-Empirical, Deep Reinforcement Learning, Software
Deployment, Taxonomy of Challenges, Stack Overflow.

I. INTRODUCTION

Reinforcement Learning (RL) is a subfield of Machine
Learning (ML) concerned with autonomous learning and
decision-making based on interacting with an environment
[1]. RL follows a trial-and-error paradigm where an agent
interacts with its environment and learns to adapt its behavior
to achieve a goal by observing the outcomes (i.e., rewards) of
its actions [1, 2, 3]. RL was at first unpopular since early
approaches were constrained to low-dimensional tasks and
lacked scalability [1, 4]. Deep Reinforcement Learning (DRL),
leveraging Deep Learning (DL) in RL, sparked a rebirth in
RL and revived interest in this field. It was a step toward
developing autonomous systems with a deeper awareness of
the surrounding world. DL is currently allowing RL to achieve

human-level autonomy in previously intractable fields, such as
robotics [5], computer games [6], and computer vision [7].

This potential explains the enthusiasm and rising interest
in DRL in academics and industry. Frameworks and libraries
like Stable Baselines [8], Keras-RL [9], and TensorForce [10]
are continually being released to relieve the cost of building
DRL solutions from scratch. Academia and industry are also
working together to assist researchers and practitioners handle
DRL’s new challenges. For example, Nikanjam et al. [11]
studied real faults that occurred while developing DRL pro-
grams and produced a taxonomy of these faults. From another
perspective, the growing demand for DRL-based systems has
raised new deployment concerns. For instance, these systems’
high computational and energy costs prevent their direct de-
ployment on platforms with low processing power (e.g., drone
navigation) [12, 13]. Even worse, these additional deployment
concerns are generally non-trivial and more difficult compared
to vanilla DL deployment. Quantization [14, 15], for instance,
is more challenging in DRL and may hinder the policy’s long-
term decision-making since the agent’s current action strongly
affects its future states and actions [16]. However, current
research focuses mostly on the development phase of DRL-
based systems, with little attention paid to DRL deployment.

In this paper, we undertake the first attempt at identifying
and understanding the challenges practitioners faced when
deploying DRL-based software systems. We formulate our
Research Questions (RQs) as follows:

- RQ1: What is the current level of interest in deploying
DRL-based systems?

- RQ2: What are the challenges in deploying DRL-
based systems?

- RQ3: Which DRL deployment challenges are the most
popular and difficult to answer on Stack Overflow?

We conduct an empirical study on Stack Overflow (SO)
leveraging a variety of qualitative and quantitative techniques.
We investigate SO as it is the most popular Q&A platform
for developers to report their challenges and issues, propose
solutions, and spark discussions on various technical topics
including DRL [17]. Following similar studies on DL [18, 19],
we categorize relevant SO posts by deployment platforms:
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server/cloud, mobile/embedded system, browser, and game
engine. After filtering and manual analysis to remove false
positives, we examined 357 SO posts about DRL deployment.
Quantitative analysis shows that the general interest in DRL
deployment is growing, confirming the study’s relevance and
importance. We manually review SO posts and build a compre-
hensive taxonomy of 31 unique challenges for deploying DRL
to the selected platforms. These 31 deployment challenges can
be grouped into 11 main categories. Across all platforms, RL
environment-related challenges are the most popular whereas
communication-related challenges are the most difficult. Also,
when considering average scores and median response time
as proxies for popularity and difficulty, we found that the
difficult/popular challenges are significantly popular/difficult
among practitioners. We found that despite increased interest
from the DRL community, DRL deployment needs more work
to achieve the same maturity level as traditional software sys-
tems deployment. Academia should propose more automated
strategies for diagnosing and monitoring deployment issues
and misconfigurations to help developers, and framework
providers should enhance their tools and documentation.

Our study is important for software maintenance and evo-
lution, like similar studies [18, 20, 21], since deployment
challenges directly impact the maintenance and evolution of
DRL systems in production, for example how a DRL system is
deployed can affect its maintenance effort when new changes
are needed.

We have prepared a replication package including materials
used in this study, that can be used for other studies on DRL
deployment [22].

The remainder of this paper is as follows: Section II outlines
DRL system development and deployment. Section III covers
our methodology. Sections IV to VI report our empirical
findings. Section VII discusses the implications of our study.
Section VIII discusses validity threats, Section IX explores
related work, and Section X concludes the paper.

II. BACKGROUND

This section briefly discusses DRL-based system develop-
ment and deployment. Interested readers might turn to [23] for
a more extensive discussion about a concrete design lifecycle
of a DRL-based robot.

DRL Development Lifecycle: The development of DRL-
based systems involves four main steps: design, control, train-
ing, and verification [23]. First, developers select and combine
the components of the system to construct its final structure
(i.e., design step). Then, they start generating modules to
control the internal and external behavior of the system (i.e.,
control step). For instance, developers in this step design object
detection generators to perceive the environment and behavior
generators to control the robot’s motion. Next, we have the
training step where developers configure the DRL agent,
train it, and fine-tune its hyperparameters. Finally, developers
repeatedly verify and update the system’s settings from the
control and training steps to improve the agent’s learning
capabilities.

DRL Deployment Lifecycle: After verifying and testing the
DRL agent, the system is ready for deployment by transferring
the learned control policy to a physical or virtual platform for
real-world use [23]. A common approach is to deploy DRL
systems on physical servers or on Cloud [24, 25, 26, 27]. This
approach offers developers tools and services like TensorFlow
Serving [28] or Amazon Sagemaker [29] to accelerate and
facilitate deployment.

In addition, other platforms for deploying DRL systems,
such as mobile and embedded devices, are becoming popu-
lar [12, 13]. However, practical-sized DRL agents cannot be
deployed directly to these edge platforms because of their
low computational power, memory size, and energy cost. To
cope with limited edge platforms’ resources, lightweight DL
frameworks, such as TF Lite [30] and Core ML [31], are
built to reduce the DNN footprint. These frameworks are also
used in DRL to compress the agent’s DNN [32]. To decrease
memory cost and processing overhead, TF Lite [30] and
Core ML [31] employ model compression strategies such as
quantization before deploying DRL models to edge platforms.

Furthermore, DRL systems may also be deployed in virtual
platforms like browsers [33, 34] and game engines [23, 35].
For browser deployment, developers employ particular frame-
works and libraries for adapting DRL agents, such as Ten-
sorFlow.js and brain.js. Game engines, on the other hand, are
frameworks conceived primarily for the design of video games.
Popular game engines, such as Unity3d, provide neural net-
work inference packages (e.g., Barracuda [36]) that enable the
usage of DRL agents within games. Consequently, developers
may build DRL agents using frameworks like TensorFlow and
PyTorch before deploying them in a game engine for inference.

This study analyses DRL deployment challenges in
server/cloud, mobile/embedded system, browser, and game
engine platforms, which host a large portion of DRL systems.

III. METHODOLOGY

To better comprehend the challenges in deploying DRL-
based systems, we analyze the relevant questions posted on
SO. Figure 1 highlights an overview of the three major steps
of our methodology. We describe the steps we followed in our
methodology in the rest of this section.
Step 1. Download the SO data dump. We download the
SO dump from the official Stack Exchange Data Dump [37]
on the 11th of October 2022. The dataset includes posts from
July 2008 and each post contains information such as post type
(i.e., question, answer, or wiki), creation date, tags, title, body,
etc. Each question has one to five tags based on its topics and
can have an accepted answer (meaning that the owner of the
question has found a valid response to its question in one of
the answers).
Step 2. Collect relevant DRL posts. To identify relevant
posts, we manually search for tags/keywords based on our
collective expertise (three researchers experienced in DRL)
and qualitative search. During several discussion sessions,
we collectively select representative tags and keywords for
each subject. A similar methodology was used in previous
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Fig. 1. Overview of our study’s methodology.

studies [18, 38] effectively. Each time, we start with general
tags/keywords (e.g., reinforcement learning) and add represen-
tative tags/keywords to enhance the tag-selection by manually
searching for relevant, related terms based on the previously
identified posts. In the following, we detail the steps to extract
these posts. As a first step, we collect SO questions related to
DRL in general. This dataset, denoted as A, constitutes the
starting point of our analysis. To build A, we first extract
questions tagged with “reinforcement-learning” or at least one
of the top popular DRL frameworks, such as “stable-baselines”
and “keras-rl” (the replication package has the full collection
of tags [22]), and found 2996 relevant questions. Since many
practitioners are still using classical DL frameworks such
as Pytorch and TensorFlow to build DRL-based systems,
we complement A with questions tagged with “Pytorch” or
“TensorFlow” and having a relevant keyword of DRL (the
full collection of keywords can be found in the replication
package [22]) within their title or body. Finally, we remove the
duplicate questions and have retained a total of 3659 questions
in A.
Step 3. Collect relevant DRL deployment posts. Follow-
ing similar studies [18, 19], we select four representative
deployment platforms of DRL systems to study, namely
server/cloud, mobile/embedded system, browser, and game
engine platforms. After filtering and manual analysis, we
collected a dataset of 357 posts related to DRL deployment on
all platforms. In the following, we detail the steps to extract
these posts for each platform.
Server/Cloud Posts. We first define a vocabulary of words
related to server/cloud platforms (such as, “cloud”, “server”,
and “serving”). We then extract questions in A having at
least one word of Server/Cloud vocabulary in their title or
body. We denoted this dataset as B. To further complement
B, we extract SO questions having a DRL vocabulary word
within their title or body and tagged with TF Serving, Google
Cloud ML Engine, Azure ML, IBM Watson, or Amazon
SageMaker. These tags represent popular cloud platforms for
designing, training, and deploying ML systems and are used
in similar studies [18]. After manually removing duplicates
and false positives (the manual analysis is detailed in the next

paragraphs), we end up with 152 questions in B.
Mobile/Embedded systems Posts. We first define a vocabu-
lary of words related to mobile/embedded system platforms,
like “mobile”, and “embedded system” (the replication pack-
age has the full collection of keywords [22]). We then extract
questions in A having at least one word of this vocabulary
in their title or body. We denoted this dataset as C. To
further complement C, we extract SO questions having a DRL
vocabulary word within their title or body and tagged with
at least one DL framework for mobiles/embedded systems
such as TF Lite or one mobile/embedded hardware vendor
like Arduino. After manually removing the duplicate and false
positives, we end up with 69 questions in C.
Browser Posts. We first define a vocabulary of words related
to browser platforms (such as, “browser”). We then extract
questions in A having at least one word of browser vocabulary
in their title or body. We denoted this dataset as D. To
further complement D, we extract SO questions having a
DRL vocabulary word within their title or body and tagged
with tensorflow.js, brain.js, and ml5.js. These tags represent
popular technologies used to deploy DL programs to browser
platforms. After manually removing the duplicate and false
positives, we end up with 45 questions in D.
Game Engine Posts. We first define a vocabulary of words
related to game engine platforms (such as, “game engine”).
We then extract questions in A having at least one word of
game engine vocabulary in their title or body. We denoted
this dataset as E. To further complement E, we extract SO
questions having a DRL vocabulary word within their title
or body and tagged with unity3d, ml-agent, barracuda, and
game-engine. These tags represent popular game engine tech-
nologies. After manually removing the duplicate and false
positives, we end up with 91 questions in E.
RQ1: Level of interest. Following past study [18], we start
by computing the number of questions linked to the DRL
deployment per year to depict the evolution pattern of DRL
deployment. The metrics are derived using datasets B, C, D,
and E for each of the previous eight years (i.e., from 2015 to
2022). Second, to have an idea of the degree of difficulty of
the DRL-based system deployment topic, we use two widely
adopted metrics [39, 40, 41]: the percentage of questions
with no accepted answer (%nAA) and the response time
needed to receive an accepted answer (RT). As a baseline for
comparison, we used questions related to DRL but not related
to deployment. To that aim, we remove the deployment-related
questions (denoted as Dep) (i.e., questions in B, C, D, and
E) from the DL-related questions (i.e., questions in A), and
the remaining questions are referred to as non-deployment
questions (denoted as Non-Dep). In total, we had 2822 posts
in Non-Dep. Then, with a confidence level of 95% and a
confidence interval of 5%, we randomly sampled posts from
Non-Dep. We randomly sampled since we needed to filter out
false positive posts before starting the experiment and manual
analysis on the full Non-Dep was not practical. Our random
sampling yields 339 posts in total. For the first measure (i.e.,
%nAA), we compute and compare the proportion of questions



with no accepted response in B, C, D, and E, Dep, and Non-
Dep. For the second measure (i.e., the time needed for an
accepted answer), we choose the questions that have obtained
accepted answers and then display the distribution and the
median response time (MRT) required to get an accepted
answer for both deployment and non-deployment questions.
RQ2: Taxonomy of Challenges. We manually examine ques-
tions about DRL-system deployment to establish a taxonomy
of challenges. The first two authors manually review all posts
to eliminate duplicates and false positives. We include all posts
related to DRL deployment and exclude false positive posts
that address non-deployment concerns (like development). For
taxonomy construction, we collected a dataset of 357 posts
related to DRL deployment on all platforms. In the following,
we present steps for the construction of the taxonomy.

Pilot construction and labeling. First, we randomly sample
40% of the questions used for the taxonomy for a pilot
construction of the taxonomy. The taxonomy for each kind of
platform is constructed individually based on its corresponding
samples. We follow an open coding procedure to inductively
create the categories and subcategories of our taxonomy in
a bottom-up way by analyzing all questions. The two first
authors reviewed and revisited all of the questions to become
acquainted with them. During this process, they carefully
examine all aspects of each question, including the title,
body, code samples, comments, responses, and tags. They then
provide brief sentences as initial labels for the questions to
illustrate the challenges underlying these questions. They then
proceed to categorize the labels and develop a taxonomy of
challenges in a hierarchical structure. This process is iterative
as they travel back and forth between categories and questions
to develop the taxonomy. All problems are discussed and
resolved by introducing a third person, the arbitrator. The
arbitrator has extensive expertise in DRL development and de-
ployment, having published papers on DRL in top-tier journals
and conferences. The arbitrator was also a senior research staff
with 10+ years of experience as a researcher/practitioner in SE
and RL. Finally, the arbitrator approves all of the taxonomy
categories. After constructing the pilot, the two first authors
independently label the remaining questions. Questions that
cannot be categorized under the present taxonomy are placed
in a new category called Pending, and the two first authors
discuss whether new categories should be created. Cohen’s
Kappa metric for inter-rater agreement during independent
labeling is 0.784, suggesting good agreement (posts labeled as
“pending” were not included in the computation of Cohen’s
Kappa). In situations where the two first authors could not
agree, the post was handed over to the arbitrator to settle the
labeling conflicts.

Taxonomy validation. To guarantee that the final taxonomy
is accurate and representative of realistic DRL deployment
challenges, we validated it with a survey of DRL deploy-
ment practitioners/researchers. To attract recruiters, we used
two alternative methods. First, we requested candidates via
personal contacts. This resulted in a list of 11 candidates who
were contacted by email. We obtained 6 positive responses

from 4 researchers and 2 practitioners. Second, we leveraged
GitHub and SO to gather information on potential survey
respondents. To identify individuals with a strong grasp of
DRL, we first identified the most popular RL frameworks on
GitHub. We then retrieved and ordered contributors depending
on their participation in the chosen repositories. To discover
SO participants, we leveraged the posts retrieved during the
mining phase. Following that, we identify the users who posted
the question and answers to the selected posts. We searched
the web for each identified person to locate their profile and
emails from other sources, such as GitHub [42] and Google
Scholar [43] since SO does not display user email addresses.
This resulted in a second list of 207 candidates who were
contacted by email. We obtained 15 positive responses from
9 researchers and 6 practitioners. Overall, we emailed the
survey to 218 individuals, and 21 individuals responded (13
researchers and 8 practitioners), resulting in a participation rate
of 9.63%. The participant with the least experience had fewer
than a year of practice in both ML/DL and DRL. The most
experienced participant had more than 5 years of experience in
both the ML/DL and DRL fields. The ML/DL and DRL expe-
rience medians were ’3-5 years’ and ’1-3 years,’ respectively.
We utilized Google Forms [44], a well-known online tool for
data-collecting tasks, to build our survey form. We began the
survey with background questions about job titles, DL/DRL
experience, and familiar frameworks. Next, we moved on
to the questions about our final taxonomy. We divided the
survey into sub-categories and provided written descriptions
for each category, including examples of its challenges. We
provided the taxonomy (a simplified illustration), the name of
each category, its description, and three questions related to
each category. The first question was a ”yes/no” question on
whether the participant had ever experienced this challenge.
If the answer is yes, we ask two further Likert-scale [45]
questions about the severity of the challenge and the needed
effort to resolve it. Thus, we assessed not only the challenge’s
occurrence but also its severity as viewed by developers. In
the final free-text question of our survey, we asked participants
to name DRL deployment challenges they had and are not
addressed in the taxonomy. This allowed us to determine if
our taxonomy covered all developer challenges and what was
missing. The survey questions are in the replication package
[22].
RQ3: Analysis of Challenges. After gathering the most
common DRL deployment challenges that the SO commu-
nity faces, the aim is to assess these challenges to identify
the ones that are getting more traction and are harder for
the DRL community to answer. First, we identify the most
popular DRL deployment challenges among developers. To
that end, we employ two measures of popularity that have
been used in previous work [39, 41]: (1) The average number
of views from both registered and unregistered users (AV) of
posts within a category, and (2) the average score (AS) of
posts within a category. AV assesses community interest by
showing how frequently posts are visualized in one category.
The rationale behind this is that a post is popular among
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developers if many developers read it. AS represents posts’
recognized community value. Indeed, SO allows its users to
up-vote posts that they find interesting and beneficial, and
these votes are then combined to produce a score. After finding
popular challenges, we assessed the difficulty of answering
these challenges. Finding out if certain subjects are more
difficult to answer than others will help us discover which
challenges require greater community attention. It also helps us
to indicate areas where improved tools/frameworks are needed
to assist developers in tackling DRL deployment difficulties.
To that end, we evaluate each challenge’s difficulty using the
two previously mentioned metrics: (1) (%nAA) and (2) (RT).
Please see section III-RQ1 for further information on these
two metrics.

IV. RQ1: LEVEL OF INTEREST

Figure 2 depicts the interest in deploying DRL systems mea-
sured by the number of questions on the SO. The graph shows
that general interest in this subject is growing, confirming the
study’s relevance and importance.

Figure 2 illustrates a steady increase in posts discussing
deploying DRL on servers/clouds. Moreover, the number of
questions about mobile and embedded systems deployment
grew considerably in 2018 compared to 2017. The reason is
that some major vendors released their DL frameworks for
mobile devices in 2017 (e.g., TFLite [46] and CoreML [47]).
We can also notice that the number of questions for deploying
DRL systems on game engines rises steadily until 2020, when
it begins to decline. Finally, we notice that number of questions
about DRL deployment on browsers have not fluctuated since
2018. This can be explained by the release of TF.js [48] in
the same year. However, the number of browser deployment
questions remains low compared to other platforms, indicating
that DRL on browsers is still in its early stages. This low
interest in deploying on browsers could be due to browsers’
limited resources, whereas DRL agents are resource-intensive.

Figure 3 and 4 depict the difficulty of deploying DRL
systems compared to other areas of DRL development. Fig-
ure 3 shows the ratio of questions with no accepted an-
swer (%nAA) in DRL deployment and non-deployment-related
questions. Whereas, Figure 4 shows the time needed to have
an accepted answer (RT) for DRL deployment- and non-
deployment-related questions. Overall, both figures highlight
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that deployment-related questions are more difficult than non-
deployment-related questions. Figure 3 shows that %nAA for
DRL system deployment and non-deployment are 74% and
68%, respectively. This suggests that questions about DRL
deployment are more difficult to answer than questions about
other DRL issues. More specifically, %nAA for server/cloud,
mobile, and browser platforms are 78%, 75%, and 78%
respectively. This suggests that deployment questions in these
platforms are more difficult to answer compared to DRL non-
deployment issues. However, deployment in game engines has
a lower %nAA (66%) than DRL non-deployment issues.

Figure 4 shows the boxplot of the RT required to get an
accepted answer for DRL deployment and non-deployment-
related questions. The median response time (MRT) for de-
ployment questions (22.58 hours) is 2.6 times that of non-
deployment questions (8.83 hours), demonstrating that DRL
deployment questions are more difficult to answer. Further-
more, the interquartile range (IQR) of RT for non-deployment
questions is 48.7 compared to 156 for deployment questions,
indicating a higher spread for deployment questions. More
specifically, IQR of RT for server/cloud, mobile, and game
engine platforms is 152.8, 247, and 261.3 respectively, as
RT in these platforms is more spread than RT in DRL
non-deployment questions. However, for DRL deployment on
browsers, MRT and IQR are lower (3.1 and 7.4, respectively)
than other platforms and non-deployment questions.

Findings: We found that questions about DRL deploy-
ment are increasing rapidly and gaining attention from
the SO community. They are also more challenging to
resolve than other issues of DRL system development.

V. RQ2: TAXONOMY OF CHALLENGES

Table I shows the taxonomy of DRL deployment chal-
lenges across four platforms. The taxonomy includes four sub-
taxonomies that categorize challenges of deploying DRL sys-
tems to server/cloud, mobile/embedded devices, browsers, and
game engine platforms. Each sub-taxonomy has two levels:
the category of challenges (e.g., deployment infrastructure),
and the challenge (e.g., monitoring). The taxonomy covers
11 unique categories and 31 unique challenges over the 4



TABLE I
DRL DEPLOYMENT CHALLENGES AND THEIR CATEGORIES. “DESCRIPTION” GIVES AN OVERVIEW OF THE CATEGORY; “S/C”, ”M/E”, ”G.E”, ”B” AND

”A” SHOW THE % OF EACH CATEGORY IN SERVER/CLOUD, MOBILE/EMBEDDED, GAME ENGINE, BROWSER, AND ALL PLATFORMS, RESPECTIVELY.

Challenge Description S/C M/E G.E B A
(%) (%) (%) (%) (%)

General questions 19.1 18.8 19.8 26.7 20.2
Whole deployment process Generic concerns regarding the entire deployment phase. 5.3 5.8 5.5 6.7 5.6
Conceptual questions Concerns about DRL deployment concepts/background knowledge. 9.9 13 12.1 20 12.3
Limitations of platforms/frameworks Limitations observed in DRL deployment platforms or frameworks. 3.9 - 2.2 - 2.2

Deployment infrastructure 23 17.4 26.4 11.1 21.3
Procedure Concerns with process accomplishment (usually ”how” questions). 1.3 10.1 3.3 4.4 3.9
Configuring the environment Concerns related to preparing the deployment infrastructure. 7.2 - - - 3.1
Installing/setting libraries Concerns about installing/building key libraries for the infrastructure. 5.3 7.2 16.5 - 7.8
Managing resources Concerns about managing/optimizing resources like RAM and CPU. 2.6 - - - 1.1
Monitoring Concerns about tracking important deployment infrastructure metrics. 2 - - - 0.9
Multithreading Concerns related to multithreading tasking in deployment. 4.6 - - - 2
Library incompatibilities Concerns about managing compatibility between libs while deploying. - - 6.6 - 1.7
Asynchronous behavior Concerns about platforms’ async. nature, e.g., Async/Await in browser. - - - 6.7 0.8

Data processing 9.9 13 9.9 20 11.8
Procedure Concerns with data processing (usually ”how” questions). 2 1.4 2.2 6.7 2.5
Setting size/shape of input data Concerns about wrong size or shape of data during inference. 7.9 11.6 7.7 13.3 9.3

RL environment 13.8 11.6 11 24.4 14
Procedure Concerns with RL environment (usually ”how” questions). 0.7 4.3 5.5 8.9 3.6
Configuring the RL environment Concerns related to preparing and configuring the RL environment. 5.3 - 3.3 - 3.1
Installing/setting libraries Concerns about installing or building key libraries (e.g., Gym [49]). 7.9 7.2 - 15.6 6.7
Library incompatibilities Concerns about managing compatibility between libs while deploying. - - 2.2 - 0.6

Communication 4.6 1.4 12.1 4.4 5.9
Procedure Concerns with the communication process (usually ”how” questions). 1.3 - 2.2 2.2 1.7
Connection lost Concerns with remote DRL components losing connection. 3.3 - 5.5 - 2.8
Configuring remote settings Concerns about settings up remote components (e.g., camera sensor). - - 3.3 2.2 1.1
Client/server interaction Concerns about ensuring a remote client/server data interaction. - - 1.1 - 0.3

Agent loading/saving 8.6 14.5 15.4 6.7 11.1
Procedure Concerns with the loading/saving process (usually ”how” questions). 4.6 4.3 6.6 - 5.1
Library incompatibilities Concerns about managing compatibility between libs while deploying. 3.9 5.8 3.3 - 3.6
Configuring frameworks/libraries Concerns about fwk/lib configuration preventing agent loading/saving. - 4.3 3.3 - 1.7
Model conversion Concerns about converting models from one format to another. - - 2.2 - 0.7

Performance 6.6 10.1 5.5 - 6.2
Category covering performance concerns while deploying DRL sys.

Environment rendering 13.2 - - - 5.6
Procedure Concerns with the rendering process (usually ”how” questions). 3.3 - - - 1.4
Configuring rendering components Concerns regarding configuring libraries to allow rendering. 5.9 - - - 2.5
Installing/setting libraries Concerns about installing/building libraries for environment rendering. 3.9 - - - 1.7

Agent export - 13 - - 2.5
Procedure Concerns with the agent exporting process (usually ”how” questions). - 4.3 - - 0.8
Model conversion Concerns about converting models from one format to another. - 5.8 - - 1.1
Model quantization Concerns about quantization (e.g., quantized model in other fwks). - 2.9 - - 0.6

Request handling 1.3 - - - 0.6
Category covering concerns about making requests in the client side.

Continuous learning - - - 6.7 0.8
Category covering CL’s concerns (learn continually without forgetting).

Browser Mobile/Embedded SysDeployment

Cloud/Server Non-DeploymentGame Engine

Fig. 4. Time Needed To Receive an Accepted Answer.

platforms. Finally, our replication package includes the tree-

structured taxonomy figures.

A. Common Challenges to all platforms

To prevent repetitions, we first present the common cate-
gories over all platforms and their challenges.

1) General questions: This category includes general issues
not limited to a particular deployment stage and includes three
challenges.
Whole deployment process. This challenge describes general
concerns about the entire deployment phase. These are gen-
erally “how” questions, like “How do I deploy the deep
reinforcement learning neural network I coded in Pytorch
to my website?” [50]. Developers often ask about general
guidelines to use in a specific case (e.g., [51]). Answers
usually provide tutorials, documentation-like material, or a list
of generic steps to achieve the desired goal. This challenge has
5 to 7% of questions on all platforms.



Conceptual questions. This challenge includes questions on
fundamental concepts or background knowledge regarding
DRL deployment, such as “What is the easiest 2D game library
to use with Scala?” [52]. It accounts for 9.9%, 13%, 20%, and
12.1% of questions in server/cloud, mobile/embedded systems,
browser, and game engines respectively. This suggests that
even the fundamentals of DRL deployment can be difficult
for developers.
Limitations of platforms/frameworks. This challenge is about
the Limitations of deployment platforms and frameworks. For
example, in this post [53], the SO user reported a Unity ml-
agents problem. The engineer assigned to this bug apologizes
for the inconsistent documentation, which was later rectified.

2) Data processing: This category discusses the difficulties
encountered while shaping raw data into the format required
by the deployed DRL system. This category accounts for
20%, 13%, 9.9%, and 9.9% of the browser, mobile/embedded
system, game engine, and cloud/server questions respectively.
In the following, we list common challenges in this category.
Procedure. Procedure covers questions about a specific deploy-
ment task, as opposed to the ”Whole deployment process”
which covers questions about the whole deployment phase.
”Unity ML Agent, CameraSensor - Compression Type” [54] is
an example in which the SO user asked about the model input
when using the unity-trained model in a real-world setting. In
the remainder of the paper, we do not duplicate the Procedure
descriptions in other categories due to the page limits.
Setting size/shape of input data. Setting the size/shape of data
is a typical challenge in data pre-processing. When the input
data has an unexpected size/shape during the inference step,
improper behavior occurs. In this SO post [55], for exam-
ple, the user is attempting to take a model built by Unity
ML-Agents and run inferences using Tensorflow, where she
encountered a shape mismatch error.

3) Deployment infrastructure: This category includes con-
cerns in preparing the deployment infrastructure for DRL
systems. This category has the largest ratio of questions
in game engine platforms and cloud/server platforms, with
26.4% and 23%, respectively. It also accounts for 17.4% and
11.1% of questions in mobile/embedded systems and browsers
respectively. The challenges shared by all platforms in this
category are:
Configuring the environment. When deploying DRL systems,
developers must set up several environment variables, paths,
and configuration files, all of which have numerous choices,
making configuration difficult. Problems that arise during this
stage are addressed under this challenge.
Installing/setting libraries. Furthermore, developers must in-
stall or set essential libraries to prepare the deployment infras-
tructure. This type of concern is addressed in this challenge.
Library incompatibilities. Some developers have trouble using
libraries while deploying DRL systems. Indeed, the continuous
growth of libraries makes version compatibility of frame-
works/libraries difficult for developers. For example, a SO
post reported an error that was triggered by Tensorflow 1.7.0
having an incompatible version with the Unity3d ml-agents

used version [56].
4) RL environment: This category includes challenges in

preparing the RL environment for deployment. It comprises
nearly the same challenges as the Deployment infrastructure
category. However, we consider a question related to the RL
environment when a wrong behavior occurs during attempting
to prepare the RL environment, rather than the deployment
infrastructure. The Deployment Infrastructure topic covers
broader issues related to the deployment ecosystem. For in-
stance, an issue with configuring Docker containers for deploy-
ment is considered a Deployment Infrastructure challenge [57],
whereas a concern with configuring the Gym environment
is considered an RL environment challenge [58]. We find a
noticeable variation in patterns between these two categories
after establishing this distinction. With a question ratio of
24.4%, the RL environment category is the second-highest
among browser platforms. It also accounted for 11.6%, 11%,
and 13.8% of questions in the mobile/embedded system, game
engine, and cloud/server platforms, respectively.

5) Communication: This category addresses issues with
communication between DRL system components. For ex-
ample, in this SO question titled “How to ensure proper
communication between a game in C++ and an RL algorithm
in Python?” the user asks about a method to ensure proper
communication between a TensorFlow/Keras-based RL agent
and a C++ game. This category accounts for 4.4%, 1.4%,
12.1%, and 4.6% of the browser, mobile/embedded system,
game engine, and cloud/server questions respectively.

6) Agent loading/saving: This category contains challenges
with saving a DRL agent from one platform/framework and
reloading it in another platform/framework. First, developers
may encounter difficulties converting models from one format
to another in order to use them on a specific platform (e.g.,
[59]). Furthermore, incorrect setup of a certain framework
or library may hinder the process of loading or storing a
DRL agent to the required platform. In AWS Sagemaker, for
example, a faulty setup prohibited a user from recovering
an agent’s trained DNN [60]. Finally, incompatibility across
frameworks or libraries may pose an extra barrier when
loading or storing a DRL agent [61]. The category of agent
loading/saving accounts for 6.7%,14.5%, 15.4%, and 8.6%
of questions in the browser, mobile/embedded system, game
engine, and cloud/server platforms respectively.

7) Performance: When deploying DRL systems, perfor-
mance is a critical factor that developers must address. Exe-
cution time, latency, and hardware consumption are all critical
factors that could affect the DRL system in production. This
category includes all performance issues that may arise while
deploying DRL systems. These issues might arise primarily in
two places: the environment and the DRL agent. In one SO
post [62], for example, the user is attempting to run a large
number of simulated environments in parallel using Google
Cloud Kubernetes Engine. However, the simulation on her
development device is twice faster than the one on Kubernetes.
In another SO post [63], the user is attempting to benchmark
two Google Coral [64] devices for the deployment of a DRL



agent. She was disappointed since the Coral device is signifi-
cantly slower than the CPU. This category comprises 10.1%,
5.5%, and 6.6% of questions in mobile/embedded systems,
game engines, and cloud/server platforms, respectively.

B. Other Challenges in Browser

Continuous Learning. Continuous Learning (CL) is the
model’s ability to continually learn and adjust its behavior
in real time. DRL systems’ trial-and-error nature makes CL
the go-to approach for adjusting the DRL agent to rapidly
changing conditions in production. This category addresses
concerns regarding using CL in production with DRL systems.
In this SO post, [65], for example, the user asks about a
method to continually adapt a trained bot to emulate a real
player. This category accounts for 6.7% of browser platform
questions.

C. Other Challenges in Mobile/Embedded System

Agent Export. Agent export can be achieved by (1) directly
converting its trained model into the required format or by (2)
using dedicated frameworks to transform the model to a format
that runs on the deployment platform. In mobile/embedded
system platforms, agent export accounts for 13% of all ques-
tions. Agent exporting is essential when deploying DRL agents
on edge platforms (e.g., mobiles) due to their limited resources
and different operating systems. In the following, we discuss
challenges within this category.
Model Conversion. It includes issues associated with any
setting misbehavior or incorrect use of model conversion
frameworks (e.g., ONNX) [66].
Model Quantization. Quantization lowers the accuracy of
model parameters’ representation in order to minimize the
memory footprint of DNNs. In this challenge, developers often
struggle with (1) combining quantization frameworks like TF
Lite with other frameworks or platforms [67] or (2) working
with varied precision floating points [68].

D. Other Challenges in Server/Cloud

1) Request handling: This category includes issues with
making requests on the client side and accounts for 1.3% of
cloud/server platform questions. Developers struggle mainly
with customizing the request body [69] and obtaining infor-
mation on serving models through request.

2) Environment rendering: This category discusses issues
with rendering the environment while running DRL systems on
a server or in the cloud. It accounts for 13.2% of cloud/server
questions (third highest). Developers, in this category, struggle
to configure frameworks and/or libraries to allow rendering in
headless servers [70, 71].

E. Survey Results

Table II presents the validation survey findings. We show
the percentage of participants who replied “yes” to whether
they faced related challenges. We also show the severity of
each challenge category and the reported effort needed to fix
it. The survey participants have faced all sorts of challenges,

TABLE II
VALIDATION SURVEY RESULTS

Challenge Resp. Severity (%) Effort Required (%)
Yes(%) Low Med. High Low Med. High

RL Env. 81 12 24 65 12 47 41
Deployment Infra. 48 20 60 20 40 30 30
Data Processing 76 44 38 19 38 44 19
Communication 24 20 60 20 20 80 0
Agent Sav./Load. 71 40 40 20 53 27 20
Performance 67 14 43 43 21 43 36
Continuous Learn. 19 0 50 50 0 50 50
Agent Export 19 25 25 50 25 25 50
Env. Rendering 52 27 36 36 18 64 18
Req. Handling 24 0 100 0 20 60 20

proving the taxonomy’s relevance. With 81% approval, “RL
environment” is the most approved category. 65% and 41%
of these participants said this category has a high severity
and requires high effort, respectively. 19% of survey partic-
ipants had encountered “Continuous Learning” and “Agent
Export”, the least-approved categories. Yet, 50% of these
participants believe these categories have a high severity and
require high effort. The average approval rate for common
challenges to all platforms is 61.2%, indicating that the final
taxonomy matches the experience of most participants. The
remaining platform-specific challenges average 28.5% ”yes”
responses. This may be because participants only work on
one platform and don’t have experience with all platforms.
Finally, some participants provided challenges they thought
were not in the taxonomy: Train/production RL environment
gap: One participant highlighted the challenge of matching
the training and deployment RL environment. Indeed, this
problem is frequent in DRL deployment literature (e.g., the
sim-to-real gap [72]). Partial observability & non-stationarity:
Another participant commented that non-stationarity makes
DRL deployment difficult [73]. For example, recommendation
systems in production must adapt to changing user behavior.
Finally, one participant’s comment was remarkable. According
to her/him, one of the biggest deployment issues is aligning
and expressing DRL-specific challenges (e.g., sim-to-real gap
[72]) with teams who don’t have much RL/ML knowledge.
DRL is different from common engineering practices, making
team communication difficult.

Findings: We identified 31 challenges, most of which
are common across deployment platforms. The most
common challenges are related to the deployment
infrastructure, while the RL environment challenge is
confirmed by most survey participants.

VI. RQ3: ANALYSIS OF CHALLENGES

Table III shows the popularity and difficulty of RQ2’s
categories of challenges. Popularity is expressed by the Av-
erage Views (AV) and Average Scores (AS) metrics, while
difficulty is expressed by the percentage of questions with No
Accepted Answer (%nAA) and the median time (in hours) to
receive an accepted answer (MRT). Challenges in Table III are
categorized by the deployment platforms. Platform-common



TABLE III
THE POPULARITY/DIFFICULTY PER TOPIC.

Challenge Browser Mobile/Emb. Sys Game Engine Cloud/Server All Platforms
POP. DIFF. POP. DIFF. POP. DIFF. POP. DIFF. POP. DIFF.

AV AS %nA MRT AV AS %nA MRT AV AS %nA MRT AV AS %nA MRT AV AS %nA MRT
General Question 486 0.6 67 2.4 740 0.8 85 2.5 2713 9.1 78 25.5 354 0.7 79 8.1 1035 2.8 78 3
Data Processing 203 0.7 78 7 215 0.7 68 64.9 376 0.7 78 1.5 1362 1.1 53 21.6 657 0.8 67 14.2
Deployment Infra. 711 1 80 0.8 1986 2 92 0.1 1159 1.1 63 14.4 791 0.7 83 45.6 1091 1.1 78 37.6
RL Env. 579 0.6 91 0.2 1198 -0.1 75 10.3 533 1.4 50 326.9 2089 2.4 81 32.9 1303 1.4 76 32.9
Communication 1215 0.5 100 N.A 86 0 100 N.A 452 0.4 82 14.5 2330 2.6 71 192.9 1133 1.1 81 98
Agt Sav./Loading 189 0.3 67 34.8 817 0.9 50 340 1289 1.1 50 258.9 725 1.8 69 71.9 905 1.2 58 76
Performance - - - - 952 3.4 71 84 1391 2 60 474.1 693 1.2 70 50 975 2 68 50
Cont. Learning 235 0.7 67 6.8 - - - - - - - - - - - - 235 0.7 67 6.8
Agt Export - - - - 775 0.9 78 10.4 - - - - - - - - 775 0.9 78 10.4
Env. Rendering - - - - - - - - - - - - 8039 7.8 90 244.4 8039 7.8 90 244.4
Req. Handling - - - - - - - - - - - - 69 0 100 N.A 69 0 100 N.A
All Challenges 473 0.6 78 3.1 982 1.1 75 19.7 1268 2.6 66 28.8 1946 2.1 78 45.8 1401 1.9 74 20.6

and platform-specific challenges are highlighted in light and
dark gray, respectively.
Common Challenges to all platforms. Across all platforms,
the most difficult challenge in terms of %nAA and MRT
is “Communication”. “Communication” has also the second
highest AV, making it a popular and difficult challenge in DRL
deployment. The posts on this challenge, however, have the
second-worst AS in all platform-common challenges. This high
%nAA combined with low AS may indicate that these posts’
questions are unclear or poorly written which decreases the
likelihood of an accepted answer.

The most popular challenge in terms of AV is the “RL envi-
ronment”. This challenge has also the third-highest AS, which
highlights the importance and popularity of this challenge.
Furthermore, in our validation survey, “RL environment” was
the most approved challenge. Survey participants agreed that
RL environment challenges in production (e.g., sim to real gap
[72], non-stationarity [73]) are prevalent.

In addition, “General Question” is the most popular chal-
lenge in terms of AS. Interestingly, this category has the
lowest MRT. This suggests that even general, easy-to-answer,
questions about DRL deployment are often requested.

On the other hand, “Data Processing” has the lowest AV and
the lowest AS. Also, it has the second-lowest MRT and the
second-lowest %nAA, making this challenge the least popular
and second-least difficult. To understand the reason behind this
behavior, we examine the posts on this challenge and find that
most posts are asking about simple tensor shaping problems.
Also, Data Processing is closely related to traditional DL
challenges, which could explain why the SO respondents tend
to answer this challenge faster.
Challenges specific to one platform. “Environment Render-
ing”, a specific challenge to Cloud/Server platforms, is the
most popular challenge with the highest AV and the highest
AS. This challenge is also the one with the highest MRT and
the second-largest %nAA. This demonstrates that the “En-
vironment Rendering” challenge is among the most popular
and difficult challenges in cloud/server-related challenges. The
other platform-specific challenges, like “Continuous Learning”
and “Request Handling”, are less popular and less difficult
compared to the other challenges. This can be explained by
the fact that these challenges are very specific and are not
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Fig. 5. Bubble plot of topic popularity and difficulty.

faced by developers on a regular basis.
Correlation analysis. Finally, to have a full view of the DRL
deployment challenges, we examined if there is a statistically
significant correlation between the difficulty and popularity of
the assessed challenges. In particular, we use the Spearman
Rank Correlation Coefficient [74] to verify the correlations
between the two popularity metrics (AV, and AS) and the two
difficulty metrics (%nAA and MRT). We choose Spearman’s
rank correlation since it does not have any assumption on
the normality of the data distribution. Results show a statisti-
cally significant correlation between AS popularity metric and
the MRT difficulty metric (coeff=0.47, p-value=0.011). This
demonstrates that highly scored questions need more time to
receive an accepted answer, and difficult challenges tend to be
popular among developers. Our replication package [22] has
further details about correlation analysis.

Findings: Across all platforms, RL environment-
related challenges are the most popular whereas
communication-related challenges are the most diffi-
cult. Overall, we observe a significant positive corre-
lation between the popularity and difficulty level of the
challenges.

VII. IMPLICATIONS

We describe, in the following, how our findings may provide
insights to practitioners, researchers, and framework develop-
ers to improve the deployment of DRL systems. Figure 5



illustrates a bubble plot ranking the challenges in terms of
their popularity and difficulty. The bubble’s size indicates the
proportion of posts for a challenge. The figure’s four quadrants
show the challenge’s level of popularity and difficulty. AV
serves as a proxy for popularity, while %nAA serves as
a proxy for difficulty. Finally, due to the large number of
challenges (31), we removed challenges with less than 10%
of posts on each platform.
Implication for Practitioners. Despite being the most popular
challenge, questions about “RL environment” remain mostly
unresolved (see Figure 5). In fact, unlike vanilla DL sys-
tems, deploying DRL systems requires a focus on several
components like the environment, the agent, and the com-
munication between them. This finding should be embraced
by the community to improve tutorials and documentation
in order to reduce the burden of deploying DRL systems.
Our findings can also assist developers in better prioritizing
their effort by addressing the most challenging topics in DRL
deployment. Software managers can similarly account for
this by allocating more resources and time to DRL-specific
tasks. Finally, DRL deployment is based on the interaction
between DRL and Software Engineering. As a result, DRL
deployment necessitates developers that are knowledgeable in
both domains, making it a difficult task. Our taxonomy may
be used as a checklist for developers, encouraging them to
obtain the essential skills before deploying DRL systems.
Implication for Researchers. As revealed in our study, DRL
deployment is growing in popularity among developers, but
developers face a wide range of challenges, many of which are
DRL-specific (e.g., RL environment challenges). Moreover,
as seen in Figure 5, DRL-specific challenges are particularly
hard to solve. Thus, researchers are urged to propose ap-
proaches and solutions to assist developers in addressing these
deployment challenges, such as Configuration. Several chal-
lenges in our taxonomy are connected to configuration since
DRL incorporates many interacting components thus many
configurable elements. This insight can inspire researchers to
provide automated configuration solutions to make various
deployment tasks easier for developers. In addition, rule-based
verification may be introduced, as they are quite useful for
detecting and diagnosing misconfigurations. Likewise, strate-
gies for monitoring and notifying developers about potential
issues throughout the deployment process might be introduced.
Monitoring the deployment process is a difficult problem in
DRL [73, 75, 76] that requires paying attention to the variety
of potential root causes, which include hardware and software
failures, as well as concept and data drifts [77].
Implication for Framework Suppliers. According to our
findings, many developers struggle with the whole deploy-
ment process. Indeed, developers frequently highlight the poor
quality or the lack of documentation in these questions (e.g.,
SO post [53]), indicating that the documentation should be
enhanced. Additionally, the predominance of the “Conceptual
questions” category (which hit 20% of posts in Browser) im-
plies that framework suppliers should increase their documen-
tation’s completeness, especially given that DRL deployment

necessitates a diverse range of knowledge and expertise. Figure
5 also demonstrates that the “Deployment infrastructure” is the
most prevalent challenge in our taxonomy in terms of number
of posts. This figure also shows this challenge’s difficulty and
popularity, as it appears in the figure’s most popular/difficult
quadrant on three of four platforms. These findings may
be used to encourage better and more intuitive end-to-end
DRL frameworks. Currently, depending on the deployment
platform, incremental deployment, automating/optimizing data
processing pipelines, and using serving systems for models are
popular coping strategies that developers use. However, end-
to-end frameworks such as MLflow [78] are gaining popularity
in the ML community and we are starting to witness initiatives
aiming at “productionizing” DRL utilizing these technologies
(e.g., Spark [79], MLflow [80]). Nevertheless, the majority of
these frameworks do not pair well with DRL or do not support
it at all. We believe that our study might push toward better
and improved DRL-specific end-to-end frameworks.

VIII. THREATS TO VALIDITY

One potential threat is the selection of specific tags and
keywords to identify relevant posts. Our automatic collection
process may be biased by the pre-selected tags and keywords.
To mitigate this threat, we chose popular frameworks and
platforms to ensure representativeness. However, the keyword-
matching collection process may include false positives or
exclude posts without pre-selected keywords.

Another potential threat is the reliance on SO as a single
data source for studying developer challenges. While we
retrieved a fair number of relevant posts, it is possible that we
overlooked valuable insights from other sources. However, we
believe that our results are still relevant owing to the diversity
of SO users, including both novices and experts.

Finally, the subjectivity of the manual analysis is a potential
threat to the validity of our work. To mitigate this risk, the
first two authors individually inspect posts and reached an
agreement. They also had the assistance of a third expert
author when there is a conflict. The inter-rater agreement is
substantial confirming the labeling procedure’s reliability.

IX. RELATED WORK

In recent years, ML has solved various real-world problems.
Yet, the deployment of ML models remains challenging. Nu-
merous software engineering (SE) studies have addressed these
challenges to help practitioners. Breck et al. [81] provided
an actionable checklist of 28 tests and monitoring criteria to
assess ML system production readiness. Similarly, Paleyes et
al. propose practical consideration by evaluating reports on
deploying ML systems (including RL).

Recently, researchers focused on DL-specific deployment
challenges across several platforms. Cummaudo et al. [38]
examined developer challenges with computer vision services
(i.e., APIs). Ma et al. [34] assessed seven JavaScript-based
DL frameworks on Chrome and found that DL in browsers
is still in its early stage. Xu et al. [82] proposed the first
empirical study on DL in Android applications. Guo et al. [19]



examined the performance gap of DL models when moved
to mobile devices and Web browsers, whereas Openja et al.
[21] evaluated ONNX and CoreML for deploying DL models.
Finally, Chen et al. [18] examined the challenges of DL
deployment across three platforms.

Despite all these efforts, DRL-specific deployment chal-
lenges remain unstudied. Instead, few SE research like [11]
examined DRL development challenges. Unlike these works,
our study focused on DRL deployment to bridge the knowl-
edge gap between research and practice. The current DRL de-
ployment research is focused on addressing the problem from
an academic perspective. Panzer and Bender [7] presented a
systematic literature review of DRL deployment in production
and provide a global overview of DRL applications in various
production system domains. In addition, Dulac-Arnold et al.
[73] list nine specific challenges (e.g., partial observability, and
non-stationarity) to productionize RL to real-world situations.
For each challenge, they propose literature-based methodolo-
gies and metrics for evaluation. These studies complement
ours since they use literature to extract and understand DRL
deployment challenges in production, while we focus on
practitioners and the industry.

X. CONCLUSION

This work proposes an empirical study on SO to understand
the challenges practitioners faced when deploying DRL-based
systems. We examined 357 SO posts about DRL deployment
and found that the general interest in DRL deployment is
growing. Our findings also reveal that DRL deployment is
harder than other parts of DRL systems development, pushing
us to investigate its specific challenges. To that end, we build
a taxonomy of 31 unique challenges for deploying DRL to
server/cloud, mobile/embedded systems, game engines, and
browsers. DRL deployment has unique challenges like data
processing (managing data pipelines), RL environment, load-
ing/saving agent, and continuous learning. This uniqueness
stems from DRL’s design and learning paradigm. Unlike DL
and conventional software, deploying DRL systems requires
focus on the environment, agent, and communication between
them. We hope this study stimulates future research and
helps the community solve DRL-based system deployment’s
most prevalent and difficult challenges. In future work, we
plan to broaden our data sources and interview experts and
practitioners to further confirm and expand our findings.
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