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Chapter 29 

Machine Learning for Cerebrovascular Disorders 

Yannan Yu and David Yen-Ting Chen 

Abstract 

Cerebrovascular disease refers to a group of conditions that affect blood flow and the blood vessels in the 
brain. It is one of the leading causes of mortality and disability worldwide, imposing a significant socioeco-
nomic burden to society. Research on cerebrovascular diseases has been rapidly progressing leading to 
improvement in the diagnosis and management of patients nowadays. Machine learning holds many 
promises for further improving clinical care of these disorders. In this chapter, we will briefly introduce 
general information regarding cerebrovascular disorders and summarize some of the most promising fields 
in which machine learning shall be valuable to improve research and patient care. More specifically, we will 
cover the following cerebrovascular disorders: stroke (both ischemic and hemorrhagic), cerebral micro-
bleeds, cerebral vascular malformations, intracranial aneurysms, and cerebral small vessel disease (white 
matter hyperintensities, lacunes, perivascular spaces). 

Key words Cerebrovascular disorders, Machine learning, Stroke, Cerebral microbleeds, Cerebral 
vascular malformations, Intracranial aneurysms, Cerebral small vessel disease, White matter hyperin-
tensities, Lacunes, Perivascular spaces 

1 Introduction 

Cerebrovascular disorders are a group of conditions that affect 
blood vessels in the brain and cerebral blood circulation. Stroke is 
the most common presentation of cerebrovascular disorders. The 
majority of strokes are ischemic, caused by decreased blood flow to 
the brain leading to damage of brain tissue and neurologic dysfunc-
tion. Less common are hemorrhagic strokes, caused by blood 
extravasation out of cerebral blood vessels into the brain tissue itself 
(intracranial hemorrhage) or in spaces surrounding brain tissue 
(subarachnoid and subdural hemorrhage). Hemorrhagic strokes 
can lead to catastrophic injury due to increased intracranial pres-
sure, decreased brain tissue perfusion, and damaged normal brain 
tissue. In 2019, there were 6.6 million deaths attributable to cere-
brovascular disease worldwide; three million individuals died of 
ischemic stroke, 2.9 million died of intracerebral hemorrhage, and 
0.4 million died of subarachnoid hemorrhage [1]. Stroke is the
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second leading cause of death, accounting for 11.6% of all deaths 
globally, and the third leading cause of death and disability com-
bined, contributing to 143 million disability-adjusted life years 
[2]. Cerebral small vessel disease encompasses a spectrum of dis-
orders affecting the brain’s small perforating arterioles, capillaries, 
and venules. It has a wide range of clinical manifestations, causing 
approximately 25% of strokes and contributing to approximately 
45% of dementia cases [3]. Cerebral small vessel disease is highly 
prevalent in the elderly population, affecting from 5% of people at 
age 50 to almost 100% of people older than 90 years [3]. Intracra-
nial aneurysms (IA) are due to ballooning in a blood vessel in the 
brain; if aneurysms rupture, they can lead to catastrophic subarach-
noid hemorrhage with a mortality rate of 23–51% [4, 5] and 
permanent disability in 30–40% [4, 6]. Arteriovenous malforma-
tions (AVM) are due to a tangle of blood vessels in the brain that 
bypass normal brain tissue; AVMs can cause hemorrhage and 
seizures.
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Cerebrovascular disorders are commonly diagnosed with imag-
ing studies, and the treatment of some cerebrovascular disorders is 
based on imaging guidance. Common imaging modalities include 
computed tomography (CT), magnetic resonance imaging (MRI), 
and digital subtraction angiography (DSA). CT provides a rapid 
exam of brain tissue and brain vessels; some of the CT protocols will 
be mentioned in this chapter including non-contrast CT, CT angi-
ography (CTA), and CT perfusion (CTP). Non-contrast CT is the 
exam of choice for diagnosing intracranial hemorrhage and also the 
exam of choice for initial triaging of ischemic stroke. However, 
ischemic stroke presentation on non-contrast CT depends mostly 
on stroke age, ranging from no change or subtle changes in 0–6  h  
to obvious hypoattenuation after 24 h. Post-contrast CT, depend-
ing on the detailed protocol, can highlight the vascular structures 
known as CTA often used in diagnose artery occlusion in ischemic 
stroke, IA, or AVM. Post-contrast CT can also calculate brain blood 
perfusion status known as CTP, commonly used in ischemic stroke 
triaging. MRI has various sequences that give tissue a particular 
appearance for medical diagnosis. Some of the sequences that will 
be mentioned in this chapter include the following. Diffusion-
weighted imaging (DWI) measures water molecule movement 
restriction and is very sensitive to injured tissue in stroke. 
Perfusion-weighted imaging (PWI) and arterial spin labeling 
(ASL) both measure brain perfusion, but PWI requires contrast 
injection, while ASL does not. They are often used in ischemic 
stroke. Gradient-recalled echo (GRE) and susceptibility-weighted 
images (SWI) are both sensitive to iron and calcium deposition and 
used in blood product detection and can be used for detecting 
hemorrhage and small vessel disease. T2-weighted fluid-attenuated 
inversion recovery (FLAIR) is commonly used to detect stroke 
lesions >6 h and small vessel disease. For CT perfusion and MR



perfusion, quantitative perfusion maps can be calculated to estimate 
the blood perfusion status, common ones including cerebral blood 
flow (CBF), cerebral blood volume (CBV), time-to-maximum of 
residue function (Tmax), and mean transit time (MTT). DSA is a 
fluoroscopic technique (similar to X-ray) to visualize vasculature, 
which is used for the diagnosis and treatment of IA, ischemic stroke 
artery occlusions, and some AVMs. 
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Machine learning holds the promise of optimizing cerebrovas-
cular disorder care, with the potential ability to improve or acceler-
ate diagnosis and provide prognostication utilizing both clinical 
and imaging data. 

2 Ischemic Stroke 

Approximately 87% strokes are ischemic and 13% are hemorrhagic 
[1]. Ischemic stroke is due to reduced or absent blood supply to 
part of the brain, typically due to an occlusion or stenosis of a 
cerebral artery, leading to localized brain tissue damage and loss 
of neurological function. Ischemic damage to the brain is strongly 
time-dependent [7]. The only recommended treatments available 
to treat or mitigate damage due to ischemic stroke are IV throm-
bolysis within 4.5 h of symptom onset and endovascular throm-
bectomy within 24 h of symptom onset; these treatments are only 
approved for specific subsets of stroke patients [8]. Acute stroke 
therapies work to recanalize an occluded cerebral blood vessel and 
restore blood flow to ischemic or hypoperfused brain tissue, specif-
ically via intravenous medication that can break up the occlusion 
(thrombolysis) or mechanical removal of the occlusion within the 
culprit artery (endovascular thrombectomy). Because clinical pro-
tocols are time-sensitive and standardized, timely diagnosis of 
ischemic stroke and rapid initiation of treatment are crucial steps 
in clinical practice [7]. Therefore, there is great potential for 
machine learning-based algorithms in acute ischemic stroke care. 
Figure 1 is a general example of how stroke is typically diagnosed 
and treated in the clinical setting. 

In this section, we review studies that investigated machine 
learning application in large vessel occlusion (LVO) diagnosis, 
stroke onset time evaluation, stroke lesion segmentation, stroke 
outcome, and complication prediction. Common imaging modal-
ities in acute stroke were computed tomography (CT) and mag-
netic resonance imaging (MRI) for stroke diagnosis and triaging 
and digital subtraction angiography (DSA) for both stroke diagno-
sis and treatment. Examples of those imaging modalities are 
demonstrated in Figs. 2 and 3.
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Fig. 1 General pathway of stroke diagnosis and treatment. Solid line represents general practice; dashed line 
represents optional pathway. EMS emergency medical service, CT computed tomography, MRI magnetic 
resonance imaging 

2.1 Diagnosing Large 

Vessel Occlusion (LVO) 

Large vessel occlusions are defined as blockages of the proximal 
intracranial arteries, accounting for approximately 24–46% of acute 
ischemic strokes [9]. Diagnosing an LVO is an important step of 
stroke diagnosis and treatment considerations; patients with LVO 
are potential candidates for endovascular thrombectomy, which is 
the most effective treatment available to recanalize an occluded 
artery [8, 10, 11]. Endovascular thrombectomy is a highly 
specialized procedure, and the personnel and equipment needed 
for thrombectomy are not widely available. Patients often need to 
be transferred from the hospital where they are initially evaluated to
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Fig. 2 Common CT scans used in acute stroke. This example case showed left-sided stroke (on the right side 
of the image) with occlusion of the middle cerebral artery (M1 segment). The NCCT had only very subtle 
changes, and the CT perfusion showed large perfusion deficit (asymmetrically low measures in CBF and 
asymmetrically high measures on Tmax and MTT) and small irreversible tissue injury. Penumbra/core 
mismatch is the volume ratio between prolonged Tmax area and decreased CBF area; the summary image 
from RAPID software showed mismatch ratio of 99.5 mL/3.6 mL. CTA showed middle cerebral artery main 
trunk (M1 segment) occlusion. The DSA image showed recanalization of the artery occlusion after throm-
bectomy. NCCT non-contrast computed tomography, CBV cerebral blood volume, CBF cerebral blood flow, 
Tmax time to maximum of the tissue residue function, MTT mean transit time, CTA computed tomography 
angiography, DSA digital subtraction angiography



a comprehensive stroke center with specialists who perform throm-
bectomy. Non-specialized hospitals must have the ability to reach
the initial diagnosis of LVO-related stroke and arrange urgent

926 Yannan Yu and David Yen-Ting Chen

Fig. 3 Common MRI sequences used in acute stroke. This example case showed left-sided stroke (on the right 
side of the image) with occlusion of a middle cerebral artery branch (M2 segment, inferior division). The 
DSC-PWI and ASL showed the perfusion deficit (asymmetrically low measures in CBF and asymmetrically high 
measures on Tmax and MTT), which was much greater than the irreversible tissue injury on DWI, with a 
mismatch ratio of 2.9. GRE did not show blooming effect (a common finding of acute intra-arterial thrombus), 
MRA showed a left-sided large vessel occlusion (M2 segment, white arrow), and T2-FLAIR taken 24 h after the 
stroke showed injured brain tissue after the stroke (white arrows). DSC-PWI dynamic susceptibility contrast 
perfusion-weighted imaging. ASL arterial spin labeling, CBV cerebral blood volume, CBF cerebral blood 
flow, Tmax: time to maximum of the tissue residue function, MTT mean transit time, DWI diffusion-weighted 
imaging, ADC apparent diffusion coefficient, GRE gradient-recalled echo sequence, MRA magnetic resonance 
angiography, T2-FLAIR T2-weighted fluid-attenuated inversion recovery



transfer to a comprehensive stroke center. During initial triage, 
automatic detection of LVO may accelerate the acute stroke proto-
col and patient transfer [12].
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CT angiography (CTA) is the image modality of choice for 
rapid, non-invasive diagnosis of a large vessel occlusion. Several 
studies have used machine learning to demonstrate the feasibility 
to identify LVO on CTA. Viz.ai developed a commercial method of 
LVO detection that was achieved by a two-step analysis of CTA 
vessel segmentation via a 3D U-Net and large vessel classification 
via comparison of endpoint length and Hounsfield unit 
(a standardized unit for CT image pixel) value in MCA branch 
segmentation. Yahav-Dovrat et al. [13] reported the performance 
of this system in a prospective cohort of 404 stroke protocol CTAs. 
Seventy-two of the 404 stroke protocol CTAs had an LVO, and the 
software showed a sensitivity of 82%, a positive predictive value of 
64%, and a negative predictive value of 96%. The relatively low 
sensitivity and positive predictive value may limit the clinical utility 
of the reported model, as the screening process of acute ischemic 
stroke requires high sensitivity. Stib et al. [14] trained convolu-
tional neural networks (CNNs) with maximal intensity projection 
(MIP) images of multiphase CTA from 270 patients with LVO and 
270 without LVO. The authors then tested the model in a balanced 
dataset of 62 patients, which showed a sensitivity of 100% and 
specificity of 77% by using all phases in multi-phase CTA, exceeding 
the performance of single-phase CTA with a sensitivity of 77% and 
specificity of 71%. To note, a non-deep learning-based commercial 
method from RAPID showed excellent sensitivity and specificity 
(above 95%) in an independent validation cohort [15]. These auto-
mated technologies have already become integrated into the clinical 
practice of many stroke systems of care, and further refinement of 
algorithm for center-specific population may improve the clinical 
performance. 

LVO can also be detected from non-angiographic images, 
specifically non-contrast CT, which is more widely available than 
CTA. CTA requires intravenous contrast injection, which is typi-
cally not given to patients with kidney failure and/or an allergy to 
iodinated contrast. You et al. [16, 17] reported a XGBoost model 
trained with 200 cases’ clinical data and non-contrast CT image 
features extracted from the bottleneck of U-Net; the model showed 
a sensitivity of 95.3% and specificity of 68.4% in 100 test cases. 
Olive-Gadea et al. [18] reported a DenseNet and decision tree-
based prediction model to diagnose LVO from non-contrast CT 
images, showing a sensitivity of 83.1% and specificity of 85.1%, 
which exceeded the performance of a National Institutes of Health 
(NIH) stroke scale-based model. 

Digital subtracted angiography (DSA) is an invasive diagnostic 
method for LVO used to guide interventional neuroradiologists 
treating the vascular occlusion. Thrombectomy treatment is



performed under the guidance of DSA to retrieve the thrombus 
causing occlusion. However, reading DSA images requires highly 
specialized training in interventional neuroradiology, and a real-
time evaluation of treatment effect during the thrombectomy pro-
cedure is often required. Thrombolysis in cerebral infarction 
(TICI) scale is an evaluation on DSA for stroke treatment effect 
after thrombectomy procedure. Previous studies reported that the 
inter-reader agreement of TICI was low [19, 20]. Machine learning 
on DSA studies is challenging because the DSA contains 2D pro-
jection images from a 3D vasculature which are sensitive to the 
position of the X-ray detector plane, as well as temporal informa-
tion that makes the data more similar to a video. When reading the 
DSA images, radiologists focus on the anatomical difference com-
pared to the normal atlas, the speed of contrast filling into the 
arteries, the extent of contrast filling into the capillary system, and 
the contrast drainage from the veins. 
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Ueda et al. [21] collected DSA images with and without mis-
registration artifact and applied U-Net and convolutional patch 
generative adversarial network architecture as generator and dis-
criminator networks to predict non-misregistered DSA from mis-
registered DSA. Zhang et al. [22] proposed a U-Net to track and 
segment the brain vessels from DSA, which could be the first step 
for building a diagnostic tool. As DSA is a 2D image with temporal 
information, studies used different strategies to blend these features 
into a neural network. Bhurwani et al. [23] proposed an ensembled 
convolutional neural network for post-thrombectomy DSA images 
and predict the reperfusion status. They achieved a sensitivity of 
90% and specificity of 74% on diagnosing reperfusion after throm-
bectomy. Su et al. [24] proposed a curated algorithm including 
phase classification, motion correction, and perfusion segmentation 
to achieve final TICI scoring using ResNet-18. They achieved an 
agreement of 90% between the algorithm and human reader. To 
note, human-to-human agreement was 89%. Researchers from the 
same group [25] also designed a sophisticated network for spatial 
and temporal feature extraction and predict perforation, a compli-
cation from thrombectomy procedure. The model predicted perfo-
ration with precision of 0.83 and recall of 0.70, a performance 
similar to that of human expert readers. 

In addition to classifying LVO on imaging, studies also showed 
it is feasible to predict LVO based on clinical evaluation, which 
could prepare the emergency medical services (EMS) for direct 
transport to comprehensive stroke centers [26–30]. Chen et al. 
[27] trained ANN models using tenfold cross-validation on 
600 patients with 1:1 ratio of LVO and non-LVO using patients’ 
NIHSS breakdown score, demographics, medical history, and risk 
factors as input. The ANN models reached sensitivity of 0.807 and 
specificity of 0.833. Wang et al. [26] from the same group then 
trained 8 machine learning models on 15,365 patients and test on



4215 patients using their NIHSS, demographics, medical history, 
and risk factors as input. They showed random forest model per-
formed the best with an AUC of 0.831, sensitivity of 0.721, and 
specificity of 0.827. 
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2.2 Predicting Stroke 

Onset Time 

In 14–27% of strokes, the symptom onset time is not known [31– 
33]. For those patients, identifying the likely onset time is crucial 
for proper treatment. Indeed, it is key to know if one is still within 
the treatment window for intravenous thrombolysis (within 4.5 h) 
or endovascular therapy (within 6 h if presence of LVO plus no 
extensive lesion on non-contrast CTor 24 h if presence of LVO and 
target mismatch on perfusion imaging). MRI plays a key role in 
estimating the duration of stroke. Studies have shown that fluid-
attenuated inversion recovery (FLAIR) usually detects ischemic 
lesion after 3–6 h of stroke onset [34, 35], in contrast to 
diffusion-weighted imaging (DWI), which detects ischemic lesions 
within minutes of stroke. Therefore, the “mismatch” between 
FLAIR and DWI may be used as a clock for determining stroke 
onset time [36]. Lee et al. [37] captured 89 vector features from 
DWI and FLAIR imaging and trained machine learning models 
including logistic regression, support vector machine, and random 
forest to classify if the stroke onset is within 4.5 h. They found the 
machine learning models were more sensitive (75.8% vs 48.5%, 
p = 0.01) but less specific (82.6% vs 91.3%, p = 0.15) compared 
to human readers. Similar results were also achieved by other 
research groups [38]. Perfusion MRI has not been studied in the 
past for determining the stroke onset time. Ho et al. [39, 40] 
extracted deep features using an autoencoder from perfusion MRI 
to classify whether stroke onset time was within 4.5 h (the current 
time window for intravenous tissue plasminogen activator [tPA]). 
Using input DWI, apparent diffusion coefficient (ADC), FLAIR, 
and perfusion-weighted images, they achieved a ROC AUC of 
0.765. This approach outperformed DWI-FLAIR-based machine 
learning methods (AUC of 0.669) and clinical methods (AUC of 
0.58) in the same dataset. The use of imaging to determine the time 
of stroke onset may increase the number of patients eligible for 
time-limited stroke treatments, such as intravenous 
thrombolysis [31]. 

2.3 Stroke Lesion 

Segmentation 

Non-contrast-enhanced CT scan is the most common initial imag-
ing obtained for stroke patients. Therefore, CT datasets are usually 
much more common and larger than MRI datasets. However, it is 
generally more challenging to diagnose early stroke or predict final 
stroke lesions on CT than MRI, as changes on CT related to early 
hyperacute phase (<6 h) of ischemic stroke are very subtle, includ-
ing loss of gray and white matter differentiation, hypoattenuation 
of deep nuclei, and cortical hypodensity with associated parenchy-
mal swelling and gyral effacement. The Alberta Stroke Program



Early CT Score (ASPECTS) is a scoring system that assesses stroke 
lesion presence based on early hyperacute phase changes on 
non-contrast CT image; scores range from 0 to 10, with 0 repre-
senting extensive ischemic damage and 10 representing no evidence 
of ischemia [41]. Current guidelines recommend reperfusion treat-
ment for those with high ASPECTS [8], meaning less injured 
tissue, but ongoing research and trials are investigating the benefit 
of treating low ASPECTS stroke patients [42]. DWI/ADC is the 
most common and accurate MRI sequence to identify early stroke 
lesions (using a threshold of ADC ≤ 620 × 10-6 mm2 /s). In 
addition, automated segmentation on MRI/CT would benefit 
acute treatment decisions as well as enable researchers to conduct 
clinical research on a much larger scale. 
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Many studies have showed the use of machine learning for 
stroke lesion segmentation on acute to subacute CTs and MRIs 
[43–57]. Kuang et al. [58] trained a random forest classifier on 
non-contrast CT images from 157 stroke patients to predict the 
ASPECTS score on MRI scanned within 1 h after the CT image and 
tested on 100 patients. They achieved a sensitivity of 66.2% and 
specificity of 91.8% in 100 × 10 ASPECTS regions and sensitivity of 
97.8% and specificity of 80% in classifying ASPECT >4 and ≤4. Qiu 
et al. [57] from the same group used the same dataset to segment 
the early stroke lesion on non-contrast CT images using MRI as 
ground truth. They proposed a random forest algorithm with 
sophisticated feature engineering of distance feature, atlas encoded 
lesion location feature, and U-Net generated probability map of 
lesions from a separate dataset as input. They showed good corre-
lation between predicted stroke lesion volume and ground truth 
(r = 0.76) and mean volume difference of 11 mL. Two commercial 
software programs for automatic ASPECTS scoring (e-ASPECTS, 
Brainomix, and Rapid ASPECTS, iSchemaView) are available and 
reported to be not inferior or even more accurate than clinicians 
[59–64]. 

The Ischemic Stroke Lesion Segmentation (ISLES) 2015 chal-
lenge provided training and testing data for subacute stroke lesion 
segmentation using MRI sequences including DWI and FLAIR. In 
this challenge, the highest performance for lesion segmentation was 
achieved by a 3D CNN with Dice score coefficient (DSC) of 0.57 
[45]. Chen et al. [43] developed a two-step method to segment 
stroke lesions from DWI, reaching a DSC of 0.67. The first step was 
using an encoder-decoder CNN to propose a lesion segmentation, 
with a second step CNN which took patches of original DW images 
and previous output at multiple scales as input and classified the 
proposed segmentation as true or false. Other studies reached 
similar results (DSC 0.64–0.76) with 2D and 3D encoder-decoder 
CNNs [47–50]. The ISLES 2018 challenge provided training and 
testing data for acute stroke CT perfusion imaging to predict 
irreversibly injured tissue defined on DWI [65]. The top team



used a 3D multi-scale U-Net with atrous convolution algorithm 
and achieved an average DSC and an average absolute volume 
difference of 0.51 and 10.2 mL, respectively [66]. Other studies 
also reached similar results but were less accurate than the top 
performing team (DSC 0.44–0.49) [67, 68]. 
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The aforementioned methods require manual labeling of stroke 
lesions on many images to serve as training, which is expensive and 
limits the scale of medical image deep learning research. For this 
reason, Zhao et al. [52] explored semi-supervised algorithms 
(a combination of K-means clustering and CNN) in a weakly 
labeled stroke segmentation dataset using acute DWI and ADC, 
reaching a mean DSC of 0.64. Federau et al. [53] explored 3D 
U-Net segmentation using a dataset augmented with synthetic 
stroke lesions on DWI, achieving a DSC of 0.72. More recently, 
Zhang et al. [51] utilized a feature pyramidal network [69] and a 
U-Net with multi-plane (axial, sagittal, and coronal planes) DWI to 
perform lesion segmentation, which achieved a DSC of 0.62. As 
radiologists usually interpret MRI by looking at different 
sequences, neural networks that take different imaging sequences 
as input and “fuse” their information are an important research 
direction to improve the diagnosis. 

Winzeck et al. [55] proposed to train an ensemble of CNNs 
instead of individual CNNs. The authors adopted the CNN struc-
ture from the highest performance model in ISLES 2015 challenge. 
They found that an ensemble of five 3D CNNs segmented the DWI 
lesion from ADC, DWI, and B0 images more accurately than 
individual CNNs (median DSC 0.82 vs 0.79). Wu et al. [44], 
from the same group, trained the ensemble of CNNs with a 
multi-center, multi-vendor dataset with ADC, DWI, and B0 data 
and found that it performed better than models trained with a 
single-center dataset, with a median DSC of 0.86 (IQR 
0.79–0.89). Although the model performance cannot be directly 
compared between papers as they all used different test datasets, 
this chapter has reported the highest DSC in stroke lesion segmen-
tation so far. 

2.4 Predicting Stroke 

Lesions in the Future 

As compared to the stroke lesion segmentation on a single-time 
point imaging, segmenting a final lesion or hemorrhagic transfor-
mation on follow-up images using baseline CT/MRI is a way to 
predict patient clinical and radiographic outcome in the future. In 
particular, methods that can predict individual response to treat-
ment (e.g., predicting the future outcomes in the presence and 
absence of treatment) can be useful to determine whether the 
treatment would benefit to this individual. 

The ISLES challenges from 2016 and 2017 were focused on 
stroke lesion prediction from initial MRIs, including diffusion and 
perfusion imaging [70]. Compared to human inter-reader agree-
ment of DSC of 0.58, the best performing model, using an



encoder-decoder CNN, achieved a DSC of 0.32 [70]. Using data 
from this challenge, Pinto et al. [71] proposed an encoder-decoder 
CNN combined with 2D gated recurrent unit layers [72], with the 
TICI score fused at the end to generate lesion predictions based on 
different TICI scores. The model had a similar DSC of 0.35. 
Nielsen et al. [73] used a CNN to predict the final stroke lesion 
using baseline DWI and MR perfusion and reported an ROC AUC 
of 0.88. They also found CNNs trained with either treatment or no 
treatment predicted different stroke lesions, suggesting a role to 
use such models to explore differential outcomes with therapy. Ho 
et al. [74] proposed a CNN model to predict lesions directly from 
PWI source images (i.e., rather than from the parameter maps 
created by post-processing software), which reached a similar 
ROC AUC of 0.871. Yu et al. [75] showed that an attention-
gated U-Net model could predict final stroke lesions at 2–7 days 
from baseline MR perfusion and diffusion images regardless of 
reperfusion status with a median DSC of 0.53 and ROC AUC of 
0.92. In a separate study aimed at providing more accurate penum-
bra and ischemic core information, Yu et al. [76] pre-trained an 
attention-gated U-Net model with DWI and MR perfusion maps in 
patients with partial reperfusion or unknown reperfusion and then 
fine-tuned this pre-trained model with minimal reperfusers to pre-
dict penumbra and major reperfusers to predict ischemic core. The 
model achieved a median DSC of 0.60 for penumbra and 0.57 for 
ischemic core, exceeding the performance of the automated pen-
umbra and ischemic core segmentation from state-of-the-art soft-
ware. In a slightly different approach, Wang et al. [77] used a CNN 
to identify penumbral tissue (as defined by the Tmax perfusion 
parameter from contrast PWI) on non-contrast arterial spin label-
ing (ASL) with an ROC AUC of 0.958 which provided similar 
stroke triaging in 92% of cases without the need to inject a contrast 
agent. 
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It is more challenging to predict the final stroke lesion from CT 
image as the markers are not correlated with tissue injury as well as 
DWI. Robben et al. [78] proposed a CNN with parallel inputs from 
source CT perfusion images and clinical metadata, which achieved a 
mean DSC of 0.48. An ablation study was also performed, which 
showed in addition to image information, time from imaging to 
treatment also influenced the model prediction. Amador et al. [79] 
applied temporal CNN to predict the final lesion from the baseline 
CT perfusion source image, which achieved a DSC of 0.33. Kuang 
et al. [80] trained a random forest model from 67 patients’ CT 
perfusion maps and clinical data and tested in 137 patients. They 
found the model reached a median volumetric difference of -
3.2 mL and DSC of 0.388 and the model was significantly more 
accurate than thresholding methods (Tmax thresholding and CBF 
thresholding), although the reperfusion status of those patients 
were heterogeneous.
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2.5 Predict 

Hemorrhagic 

Transformation 

Hemorrhagic transformation is a potential complication of stroke 
treatment. Large hemorrhagic transformation can be lethal. Pre-
dicting hemorrhagic transformation after reperfusion therapy has 
been investigated in the past using statistical methods. To improve 
the prediction, Yu et al. [81, 82] proposed a long short-term 
memory network (LSTM) to predict the segmentation of hemor-
rhagic transformation lesion identified by gradient-recalled echo 
(GRE) sequence performed at 24 h after stroke onset, using base-
line MR perfusion as input. The model demonstrated an ROC 
AUC of 0.894, which was higher than a previous SVM approach 
(ROC AUC of 0.837). Jiang et al. [83] included multi-parametric 
MRI and clinical data to predict the presence of hemorrhagic 
transformation. The image sequences were separately fed in to 
inception V3 architecture and connected with clinical data at the 
fully connected layers. The model achieved a high AUC of 0.932 
and an accuracy of 0.873 in binary classification of hemorrhagic 
transformation. 

2.6 Predicting Stroke 

Clinical Outcomes 

Compared to predicting future stroke lesions on images, clinical 
outcome prediction is more difficult for several reasons. The most 
common scoring system, the modified Rankin score (mRS), is 
nonlinear and subjective, and the unit of analysis is each patient 
rather than each voxel (Table 1). The majority of the previously 
published studies used non-imaging data as input to predict clinical 
outcomes using simple statistical or more complex machine 
learning models [84–89]. However, images may provide more 
information such as the spatial location of infarct and hemorrhage 
and the presence of brain atrophy. Osama et al. [90] proposed a 
parallel multi-parametric feature-embedded Siamese neural net-
work [91] to classify 3-month mRS from 0 to 4 using the MRI 
perfusion maps and clinical data from the ISLES 2017 challenge. 
This model achieved an average accuracy of 37% on each class using 
leave-one-out cross-validation testing. Nishi et al. [92] proposed a 
U-Net with DWI as input and stroke lesion segmentation as out-
put. Then the bottleneck features of the U-Net were extracted to 
predict whether the 3-month mRS would be greater than 2, a 
common metric of good clinical outcome. This method achieved 
a ROC AUC of 0.81, exceeding the performance of ASPECTS 
Score (ROC AUC of 0.63) and ischemic core volume models 
(ROC AUC of 0.64). These studies show promise that automated 
imaging analysis might be helpful in the prediction of clinical out-
comes, but further study into these complex and ambitious predic-
tions is needed.
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Table 1 
Modified Rankin scale 

0 No symptoms at all 

1 No significant disability despite symptoms; able to carry out all usual duties and activities 

2 Slight disability; unable to carry out all previous activities, but able to look after own affairs without 
assistance 

3 Moderate disability; requiring some help, but able to walk without assistance 

4 Moderately severe disability; unable to walk without assistance and unable to attend to own bodily 
needs without assistance 

5 Severe disability; bedridden, incontinent, and requiring constant nursing care and attention 

6 Dead 

2.7 Predicting 

Cerebral Blood Flow 

(CBF) and 

Cerebrovascular 

Reserve (CVR) 

Sometimes, it is useful to obtain more accurate images of biomar-
kers that drive stroke severity, such as CBF. The current CBF gold 
standard, O-15 water positron emission tomography (PET), is 
much less accessible than MRI or CT given its strict requirement 
for radiotracer production within the facility and exposure to radia-
tion. ASL, a non-invasive MRI sequence measuring CBF without 
the use of intravenous contrast, allows repeat examination and 
limits any potential adverse effects from contrast or radiotracer 
agent. Although ASL has been improved over the last decades, it 
has low sensitivity, frequently underestimates CBF in areas with 
delayed collateral flow, and is prone to a range of artifacts. Guo 
et al. investigated whether a U-Net CNN can produce PET-like 
CBF maps from ASL and structural images [93]. Compared to the 
ASL CBF, the synthetic PET CBF map derived from the ASL and 
structural MRI scans had a significantly higher structural similarity 
index (0.854 ± 0.036 vs 0.743 ± 0.045). By training on both 
normal subjects and patients with cerebrovascular disease, they 
showed similar good performance to predict a PET CBF map 
regardless of disease status. 

CVR is measured by calculating relative CBF change (rΔCBF) 
before and after a vasodilating drug. Patients with low CVR are at 
higher risk of future stroke, and the identification of these patients 
may be helpful in the initiation of preventative treatments, such as 
aggressive medical therapy, carotid endarterectomy, or carotid stent 
placement [94]. Acetazolamide, a carbonic anhydride inhibitor, is 
typically used as a vasodilator to measure CVR. It is generally safe, 
but it is contraindicated in patients with sulfa allergies or severe 
kidney and liver diseases. Some patients may present with stroke-
like symptoms during the test. These symptoms, although transient 
and rare, may unsettle patients and medical staff. 

To further simplify the measurement of CVR, Chen et al. [95] 
investigated the feasibility of a drug-free CVR measurement using a



U-Net CNN based on the work of Guo et al. [93]. The study also 
investigated several input combinations (MRI + PET vs MRI only) 
to determine whether baseline O-15 PET CBF information is 
required. Using a ground truth of O-15 PET rΔCBF in a cohort 
of Moyamoya disease patients (a condition with chronic narrowing 
of brain arteries leading to increased stroke risk), they showed that 
using the baseline MRI alone resulted in better performance at 
predicting regions with compromised CVR than the current clinical 
method using ASL before and after acetazolamide injection. Such a 
method may find use in estimating CVR from routine MRI scans 
acquired as part of clinical practice, obviating the need for either 
PET or acetazolamide. 
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3 Hemorrhagic Stroke or Intracranial Hemorrhage 

Hemorrhagic stroke, also known as intracranial hemorrhage, 
accounts for approximately 13% of all strokes. Hemorrhagic stroke 
was found to have similar total death (three million yearly) and 
disability (69 million disability-adjusted life year) than ischemic 
stroke, although the incidence of ischemic stroke was twice as 
great [96]. Hemorrhagic stroke is commonly diagnosed through 
non-contrast CT or MRI (GRE or SWI are particularly sensitive to 
hemorrhage). Important considerations on the diagnosis and tria-
ging include the presence, location, volume, and expansion of the 
hemorrhage. Chilamkurthy et al. [97] trained a ResNet with a large 
dataset of 300,000 CT scans to detect critical findings on CT 
including hemorrhage. The model was tested on 500 CT scans 
with high AUCs for detecting hemorrhage. However, the perfor-
mance was not as good as expert radiologists. Lee et al. [98] 
proposed an ImageNet pre-trained deep CNN that was further 
trained on 904 CT cases of acute intracranial hemorrhage to detect 
hemorrhage and classify the 5 subtypes of hemorrhage. They tested 
in independent test datasets with about 400 cases and found the 
model achieved similar performance to expert radiologists with a 
sensitivity of 92–98% and specificity of 95%. In addition, the 
researchers attempted to explain this CNN model using the atten-
tion map, which showed that the model had a similar process that 
mimics the radiologists’ workflow. Kuo et al. [99] trained a CNN 
with over 4000 head CT scans to classify and segment intracranial 
hemorrhages. They showed the model achieved an AUC of 0.991 
on 200-case independent test set, with good performance in case 
with very small and subtle hemorrhagic lesions. 

Machine learning has also been applied to diagnose the etiol-
ogy of intracranial hemorrhage, examples including microbleeds, 
vascular malformation, and intracranial aneurysms. These topics are 
reviewed in separate sections.
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4 Cerebral Vascular Malformation 

Cerebral vascular malformations occur in 0.1–4.0% of the general 
population. Arteriovenous malformations (AVMs) are the most 
dangerous cerebral vascular malformation and can cause hemor-
rhage, seizures, headaches, and focal neurologic deficits. 

Identifying intraparenchymal hemorrhage caused by AVMs on 
non-contrast-enhanced CT could be useful in triaging patients to 
appropriate treatment. Zhang et al. [100] selected radiomic fea-
tures from 11 filter-based feature selection methods and applied 
multiple supervised machine learning algorithms to classify the 
intraparenchymal hemorrhage as AVM-related or other etiology. 
The best model was AdaBoost classifier, which achieved an AUC of 
0.957, a sensitivity of 88.9%, and a specificity of 93.7% in the 
test set. 

Stereotactic radiosurgery is most successful when used to treat 
small AVMs (diameter <3 cm) or in deep and eloquent areas that 
would engender great neurologic risk with attempted resection. Its 
performance relies on the accuracy of delineating the target AVM, 
since partial volume irradiation may result in obliteration failure 
and remained symptoms. Recently, Wang et al. [101] proposed a 
three-dimensional V-Net to automatically segment the AVMs on 
contrast CT images to guide stereotactic radiosurgery. They com-
pared the V-Net model performance with human readers and 
achieved an average DSC of 0.85 and an average volume error of 
0.076 mL among 80 patients. 

Adverse radiation effects after stereotactic radiosurgery include 
cyst formation which may require surgical intervention and 
radiation-induced changes which may lead to permanent neurolog-
ical deficits in 1–3% of the patients. Deep AVMs (located in the 
thalamus, basal ganglia, and brainstem), large AVMs, large radia-
tion treatment volume, and repeated radiosurgery are risk factors to 
develop neurologic deficits after radiosurgery. Lee et al. [102] 
proposed an unsupervised classification with fuzzy c-means cluster-
ing to analyze the AVM nidus on T2-weighted MRI and analyzed 
the association between brain parenchyma component near the 
nidus and radiation-induced changes. The model automatically 
segmented nidus, brain parenchyma, and cerebrospinal fluid com-
ponents in the radiation-exposed region. Compared with manual 
segmentation, the proposed algorithm achieved a DSC of 0.795. 
The automatically segmented brain parenchyma was associated 
with radiation-induced changes.
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5 Intracranial Aneurysms 

Intracranial aneurysms (IAs) have a prevalence of 3.2% in the 
general population [103, 104]. IA rupture accounts for 80–90% 
of spontaneous subarachnoid hemorrhages [5, 105], which is usu-
ally a catastrophic event, with a mortality rate of 23–51% [4, 5] and 
permanent disability in 30–40% [4, 6]. Survivors often suffer from 
long-term neuropsychological deficits and decreased quality of life. 
Although DSA is the gold standard to diagnose an aneurysm, 
unruptured IAs can be detected with non-invasive imaging techni-
ques such as MR angiography (MRA) or CT angiography (CTA). 
Early diagnosis of IAs can benefit from clinical management which 
may prevent their rupture [106, 107]. However, there are two 
unmet clinical needs for IA: diagnosis and management. 

5.1 Difficulty in 

Aneurysm Detection 

Because of the small size of IAs and the complexity of intracranial 
vessels, aneurysm detection can be time-consuming and requires 
subspecialty training. It renders two challenges. First, there is a 
suboptimal inter-observer agreement (kappa = 0.67–0.73) in the 
detection of IA from CTA and MRA [108]. The interpretation may 
vary depending on the level of expertise. Therefore, the sensitivity 
of detecting IA in CTA and MRA can range from 60% for a resident 
to 80% for a neuroradiologist [109]. Second, there is a high false-
negative rate in detecting small aneurysms with diameter less than 
5 mm. It has been reported that the sensitivity of detecting IAs of 
less than 5 mm is 57–70% [108, 110] for CTA and 35–58% for 
MRA [109, 110]. In comparison, the sensitivity of detecting IAs 
larger than 5 mm is 94% and 86% for CTA and MRA. Given all the 
difficulties mentioned above, there is a clinical need to have high-
performance computer-assisted diagnosis (CAD) tools to aid in 
detection, increase efficiency, and reduce disagreement among 
observers which may potentially improve the clinical care of 
patients. 

5.1.1 AI Algorithm for 

Intracranial Aneurysm 

Detection 

There have been several studies showing that CAD program can 
automatically detect IA in MRA or CTA. The conventional CAD 
systems, based on manually designed imaging features, such as 
vessel curvature, thresholding, or a region-growing algorithm, 
have shown good performance in detecting IA [111, 112]. How-
ever, these conventional methods were developed on very small 
datasets and had to be modified manually when applied to new 
images. New deep learning-based methods directly learn the most 
predictive features from a large dataset of labeled images. They have 
better performance and greater generalizability than conventional 
methods. Deep learning has also been used for IA detection in 
MRA and CTA, and several studies have shown decent results 
[113–116].
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The diagnostic accuracy of models using various imaging mod-
alities has been studied. Digital subtraction angiography (DSA), an 
invasive vascular imaging procedure, is the gold standard to diag-
nose an aneurysm. Zeng et al. [117] applied 2D CNN on 3D DSA 
by concatenating five consecutive rotational angles of the DSA 
image patch as model input. The model reached an accuracy of 
99%. Duan et al. [118] performed a similar task but on 2D DSA. It 
is more difficult due to less identifiable features in the 2D projection 
image, especially the differentiation between the vessel overlaps and 
an aneurysm. They proposed a two-stage detection system: First, 
the neural network localized the target region on the DSA using 
feature pyramid network. Second, the anchor box of aneurysm and 
vessel overlaps was generated by dual input of anterior-posterior 
view and lateral view into another feature pyramid network. The 
model reached an AUC of 93.5%. 

MRA and CTA offer non-invasive diagnosis of intracranial 
aneurysms. Nakao et al. [113] and Sichtermann et al. [119] showed 
the feasibility of using CNN for aneurysm detection on time-of-
flight (TOF) MRA. More recently, Ueda et al. [114] trained a 
ResNet-18 model to detect aneurysms on using 683 TOF MRAs. 
The model was tested on both internal data and external data with 
sensitivity and specificity above 90%. Park et al. [115] proposed a 
3D CNN with a encoder-decoder structure to segment the intra-
cranial aneurysms from CT angiography. Similar to U-Net, the 
model contains skip connections to transmit output directly from 
the encoder to the decoder. The encoder was pre-trained using 
videos labeled with human actions. The model was trained, vali-
dated, and tested using 611, 92, and 115 CTAs. Augmenting 
physicians with artificial intelligence-produced segmentation 
resulted in improvement in sensitivity, accuracy, and interrater 
agreement when compared with no augmentation. Faron et al. 
[120] showed similar results in 3D TOF MRA with a smaller 
dataset. 

5.2 Difficulties in 

Aneurysm Risk 

Evaluation 

Once an IA is detected in imaging study, clinicians must determine 
how to manage an unruptured IA. Overall, IAs have a low annual 
rupture risk of 0.95% [121]. Current treatments to prevent IA 
rupture include open neurosurgical clipping or endovascular embo-
lization; both have a relatively high peri-operative risk of stroke and 
death (3–10%) [122]. Therefore, the management of unruptured 
aneurysm remains controversial [123]. Currently, the decision on 
whether to intervene is mainly based on aneurysm size. If an IA is 
larger than 5 mm in diameter in the anterior cerebral circulation or 
larger than 7 mm in the posterior circulation, surgical treatment is 
considered [123]. If an IA is smaller than these thresholds, follow-
up observation with serial imaging is typically pursued 
[124]. Change in size of an IA during the follow-up period is a 
warning sign of impending rupture and often leads to surgical or



endovascular treatment. However, IA rupture depends on multiple 
factors in addition to size, including aneurysm shape and location as 
well as hemodynamics of the aneurysm, blood pressure, and mental 
and physical stress of the patient [121, 125]. It is not optimal to 
make the decision to intervene solely on size criteria, given risk of 
rupture is multifactorial. Moreover, follow-up serial imaging takes 
time, and rupture may occur during the observation period [126– 
128]. 
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5.2.1 AI-Based 

Aneurysm Risk Prediction 

Model 

A more comprehensive morphological evaluation of IA would be 
optimal; it ideally would include data on aneurysm shape, geome-
try, presence of a daughter sac, volume, and comparison of IA 
morphology across serial scans. Deep learning-based methods 
have the potential to automatically perform precise IA segmenta-
tion and provide efficient tools for the morphological evaluation of 
IA. Furthermore, machine learning methods can take high-
dimensional, cross-domain inputs and directly learn from the 
labeled data to construct sophisticated prediction models. Feature 
ranks derived from the machine learning model could provide (? 
information) on individual factors that can influence model 
prediction. 

Several studies have attempted to segment aneurysms using 
deep learning [129, 130]. Podgorsak et al. [130] used a CNN 
with encoder and decoder architecture to segment aneurysms on 
DSA, achieving a DSC above 0.9 for intracranial aneurysms. 

Optimization of treatment decisions for unruptured small 
aneurysms [and patients with multiple aneurysms] is needed. Stud-
ies have applied machine learning algorithms to predict the out-
comes of unruptured aneurysms [131–137]. Liu et al. [132] used 
morphologic features derived from DSA and machine learning 
models to predict if an aneurysm was unstable (defined as rupture 
within 1 month), aneurysm growth, and symptomatic aneurysms. 
They found that aneurysms with a diameter between 4 and 8 mm 
and irregular morphology indicate the aneurysm instability with an 
area under curve (AUC) of 0.85 in a separate test set. Similarly, Kim 
et al. [133] used CNN on small aneurysms based upon rotational 
DSA and showed that the model had better performance on the 
prediction of aneurysm rupture than human predictions. 

Tanioka et al. used machine learning-based methods with mor-
phological and hemodynamic parameters as inputs to achieve rela-
tively high accuracy (71.2–78.3%) in predicting rupture status of IA 
[138]. They found projection ratio, irregular shape, and size ratio 
were important for the discrimination of ruptured aneurysms. Shi 
et al. further included clinical data to morphologic and hemody-
namic information, to construct a machine learning model to pre-
dict IA rupture and reported areas under the curve of 
0.88–0.91 [139].
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After aneurysm rupture, predicting common complications of 
aneurysmal subarachnoid hemorrhage such as vasospasm, delayed 
cerebral ischemia, and functional outcome could help guide patient 
care. Kim et al. [140] used clinical factors and morphological 
features of an aneurysm to predict vasospasm after IA rupture 
with a random forest regressor. The model achieved an accuracy 
rate of 0.855 (AUC of 0.88). Ramos et al. [141] used clinical and 
CT image features to predict delayed cerebral ischemia using mul-
tiple machine learning algorithms. The best model reached an AUC 
of 0.74. Similarly, Rubbert et al. [142] used clinical and imaging 
features to predict 6-month dichotomized modified Rankin scale 
using random forest, with an accuracy of 71%. 

6 Cerebral Small Vessel Disease 

Cerebral small vessel disease (cSVD) encompasses a spectrum of 
disorders affecting the brain’s small perforating arterioles, capil-
laries, and probably venules [143], which cause various focal and 
global brain lesions that can be detected on pathological examina-
tion and brain imaging [144]. cSVD has a wide range of clinical 
manifestations. Although many affected patients may remain 
asymptomatic, cSVD may herald patients at risk for acute ischemic 
stroke or intracerebral hemorrhage; it can also present as an insidi-
ous clinical course associated with progressive cognitive decline, 
development of mood disorders, and gait disturbance 
[145]. cSVD causes about one-fourth of all acute ischemic strokes 
and is a major risk factor for hemorrhagic strokes [146–148]. It is 
the most common cause of vascular dementia and mixed dementia, 
which often occurs with Alzheimer’s disease, and contributes to 
about one-half of all dementias worldwide, thus causing a massive 
health burden [146, 149, 150]. 

6.1 Imaging Features 

of cSVD 

Neuroimaging plays a pivotal role in the diagnosis and evaluation of 
cSVD [143]. According to the STandards for ReportIng Vascular 
changes on nEuroimaging (STRIVE), the imaging features of 
cSVD include recent small subcortical infarcts, white matter hyper-
intensities (WMH) of presumed vascular origin, lacunes, enlarged 
perivascular spaces (PVS), and cerebral microbleeds (CMBs) 
(Fig. 4)  [144]. These imaging findings, either individually or in 
combination, are associated with cognitive impairment, dementia, 
depression, mobility problems, increased risk of stroke, and worse 
outcomes after stroke [146, 151–153]. The quantification of cSVD 
imaging features is important for disease severity evaluation and 
clinical prognostication [154, 155]. However, these lesions are 
generally small and widespread in the brain, rendering manual 
inspection and segmentation laborious and prone to error. Machine 
learning algorithms have great potential in the automatic



quantification of the cSVD imaging features. A “total cSVD score” 
of the brain could be calculated by combining all pertinent features 
and may better represent the disease status and burden of cSVD. 
Such applications could help with disease diagnosis, treatment, 
monitoring, and prognostication in patients with cSVD. 
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Fig. 4 MR imaging features for cerebral small vessel disease. (Upper) Clinical images (upper) and illustrations 
(middle) of MRI features for cerebral small vessel disease, with a summary of imaging characteristics (lower) 
for individual features. DWI, diffusion-weighted imaging. FLAIR, fluid-attenuated inversion recovery. SWI, 
susceptibility-weighted imaging. ", increased signal. #, decreased signal. $, iso-intense signal. (The figure is 
reproduced based on reference Wardlaw et al. [145]) 

We will review current machine learning applications for the 
detection and quantification of cSVD imaging features, including 
WMH, CMB, lacune, and PVS, as well as the total burden of cSVD. 

6.2 White Matter 

Hyperintensity 

Segmentation 

WMH of presumed vascular origin, characterized by hyperintense 
lesions on fluid-attenuated inversion recovery (FLAIR) MRI within 
the white matter, is one of the main features of cSVD [144]. These 
abnormalities play a key role in normal aging, dementia, and stroke. 
Large longitudinal population-based studies have confirmed a 
dose-dependent relationship between WMH volume and clinical 
outcome, making its measurement of clinical interest [156]. The 
Fazekas visual rating scale is the most widely used method to assess 
WMH burden in the clinical setting; it is a four-grade scale rating 
the size and confluence of WMH lesions in periventricular and deep 
white matter (Fig. 5)  [157]. However, the Fazekas scale has high



intra- and inter-subject variability [158], significant ceiling/floor 
effects [159], and poor sensitivity to clinical group differences 
[160], leading to inconsistencies in WMH research. 
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Fig. 5 The Fazekas visual rating scale for white matter hyperintensity. A four-grade scale depending on the 
size and confluence of lesions is given in the periventricular (upper) and deep white matter (lower) regions, 
respectively 

Segmentation and quantification of WMH lesion volume are 
needed. Before the emergence of deep learning techniques, many 
automatic WMH segmentation methods were proposed, including 
supervised methods, e.g., k-nearest neighbors [161], support vec-
tor machine [162], Bayesian method based on signal intensity and 
spatial information [162] or multi-contrast image [163], combined 
morphological segmentation and adaptive boosting classifier [164], 
and artificial neural network [165], and unsupervised method, e.g., 
histogram analysis [166], fuzzy classification algorithm [167, 168], 
Gaussian mixture model [169], and hidden Markov random field 
model [170]. However, these methods were generally limited to 
specific imaging modalities and patient characteristics (e.g., age, 
clinical presentation) and used different metrics for analysis, making 
it hard to compare methods to one another [171].
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Fig. 6 Example of white matter hyperintensity (WMH) segmentation and quantification. (a) The original T2 
FLAIR image. (b) Automatic WMH segmentation (pink areas) and volume quantification can be achieved by 
deep learning algorithm which provides a more precise estimation of WMH burden in the brain than the 
Fazekas scale. WMH white matter hyperintensity 

6.2.1 Deep Learning-

Based Methods for WMH 

Segmentation 

The WMH Segmentation Challenge at the Medical Image Com-
puting and Computer Assisted Intervention Society (MICCAI) 
2017 (https://wmh.isi.uu.nl/) provided a standardized assessment 
of automatic methods for WMH segmentation. The multi-center/ 
multi-scanner dataset comprised images from patients with various 
degrees of age-related degenerative and vascular pathologies. The 
training dataset included 60 images from 3 scanners, with manual 
WMH segmentation by 2 experts as the ground truth. The testing 
dataset included 110 images obtained from 5 MR scanners, includ-
ing data from 2 scanners not used in the training set, to evaluate the 
generalizability of segmentation methods on untested (?) scanners. 
Five evaluation metrics, including DSC, modified Hausdorff dis-
tance, volume difference, sensitivity, and F1 for detecting individual 
lesion, were used to rank the methods. Among the 20 participants, 
all the top 10 participants applied deep learning methods 
[172]. The top-ranking methods performed similarly or better 
than the two independent human observers, who did not serve as 
the raters of the ground truth, suggesting the potential of auto-
matic methods to replace human raters (Fig. 6). Li et al. [173], the 
winner, achieved a DSC of 0.8 and a recall of 0.84 by utilizing an 
ensemble of three fully convolutional neural networks similar to 
U-Net with different initializations. Of note, they removed the

https://wmh.isi.uu.nl/


WMH prediction in the first and last 1/8 slices, where false-positive 
prediction frequently occurred, as a post-processing method. 
Andermatt et al. [174], in second place, utilized a network based 
on multi-dimensional gated recurrent units (GRU), trained on 3D 
patches, to achieve a DSC of 0.78 and a recall of 0.83. Ghafoorian 
et al. [175], in third place, constructed a multi-scale 2D CNN, 
trained in tenfolds and selecting the three best performing check-
points on the training data, to achieve a DSC of 0.77, a recall of 
0.73, and the highest F1 score of 0.78. Valverde et al. [176], in 
fourth, constructed a cascade framework of three 3D CNNs, with 
the first model to identify candidate lesion voxels, the second to 
reduce false-positive detections, and the third to perform final 
WMH segmentation. Overall, challenge results indicate that 
ensemble methods and strategies for false-positive reduction, 
including selective sampling WMH mimics, removing slices prone 
to false positives, and adding false-positive reduction model, are 
advantageous. The top-ranking models generally had very few false 
positives in normal areas that are hyperintense on FLAIR but are 
not WMH (e.g., the septum pellucidum), a fault of many lower-
ranking methods. Although the top-four ranking models remained 
to be the leaders in the inter-scanner robustness ranking, some 
higher-ranking, deep learning-based methods performed worse in 
inter-scanner robustness than the lower-ranking, rule-based meth-
ods, suggesting data-driven approaches sometimes may not gener-
alize well to unseen scanners. 
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The WMH Segmentation Challenge remains open for new and 
updated submissions. Zhang et al. [177] designed a dual-path 
U-Net segmentation model that used an attention mechanism to 
combine FLAIR sequences and a brain atlas (for location informa-
tion) inputs to achieve higher performance than the previously 
mentioned methods. Park et al. [178] proposed a U-Net with 
multi-scale highlighting foregrounds, which was designed to 
improve the detection of the WMH voxels with partial volume 
effects, and achieved a record high of DSC (0.81) and F1 score 
(0.79). 

Although deep learning methods are gaining popularity and 
have shown great performance in the WMH Segmentation Chal-
lenge, a recent systemic review [179] of automatic WMH segmen-
tation methods developed from 2015 to July 2020 showed no 
evidence to favor deep learning methods in clinical research over 
the k-NN algorithm [180, 181], linear regression [182, 183], or 
unsupervised methods (e.g., fuzzy c-means algorithm [184, 185], 
Gaussian mixture model [186], statistical definition [187]), in 
terms of spatial agreement with reference segmentations (i.e., 
DSC). Non-deep learning methods, such as k-NN and linear 
regression methods, have the advantage of simplicity, can be easier 
to train, and may be less susceptible to overfitting when dealing



with a limited amount of training data. Future research requires 
high-quality large-sized open data and code availability to over-
come bias in study design and ground truth generation in order 
to fully compare and validate these methods [188]. 
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6.3 Cerebral 

Microbleed (CMB) 

Detection 

CMBs are radiological manifestations of cerebral small vessel dis-
ease, usually defined as small (≤10 mm) areas of signal void on 
T2�-weighted gradient-recalled echo (GRE) or susceptibility-
weighted images (SWI). CMBs are frequently seen in patients 
with spontaneous intracranial hemorrhage [189] or cognitive 
impairment [189] and are associated with a higher risk of hemor-
rhage after IV thrombolysis or therapeutic anticoagulation 
[190, 191]. CMBs are highly associated with underlying uncon-
trolled hypertension (particularly when located in deep and/or 
posterior fossa structures) [192] and/or cerebral amyloid angio-
pathy (especially when seen in cortical locations) [193]. Detecting 
CMBs can be clinically important to assess the benefits and risks in 
treatment planning for stroke patients. 

Greenberg et al. [189] published a detailed field guide to CMB 
detection. The small size of CMBs and the existence of several 
CMB mimics (e.g., small veins, calcifications, cavernous malforma-
tions, iron deposition in deep nucleus, and flow voids) lead to 
limited inter-observer agreement, long scan interpretation time, 
and increased error rate by manual inspection, especially for 
patients with heavy CMB load. 

Automatic CMB detection methods might improve the effi-
ciency and accuracy of CMB identification. Radiomic-based and 
traditional machine learning automatic detection methods have 
been investigated. Van den Heuvel et al. [194] used morphological 
features based on the dark and spherical nature of CMBs and 
random forest classifier to achieve a sensitivity of 89.1% and 25.9 
false positives per subject on CMB detection. Several studies have 
applied deep learning models to improve CMB detection [195– 
198]. Dou et al. [198] utilized a two-step cascade framework, first 
with a 3D fully convolutional network for the screening of CMB 
candidates, followed by a 3D CNN discriminator for the exclusion 
of CMB mimics, to achieve a sensitivity of 93.16%, precision of 
44.31%, and 2.74 false positives per subject for the detection of 
CMB on SWI. Liu et al. [196] used a two-stage 3D CNN architec-
ture, while adding phase images to SWI as model inputs. The phase 
images enabled the differentiation of diamagnetic calcifications 
from paramagnetic CMB, which is not a distinction radiologists 
can make solely on SWI. Their model successfully reduced false-
positive detection and achieved a sensitivity of 95.8%, precision of 
70.9%, and 1.6 false positives per subject. Rashid et al. further 
added quantitative susceptibility mapping (QSM) to SWI as inputs 
to construct a multi-class U-Net CNN method to differentiate 
CMBs and non-hemorrhage iron deposits, which was not



achievable with SWI and phase images [197]. The multi-class 
model reached a sensitivity of 84% and a precision of 59% for 
CMB detection and a sensitivity of 75% and a precision of 75% for 
iron deposit detection. 
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6.4 Lacune Lesion 

Detection 

Lacunes of presumed vascular origin are sequelae of chronic small 
subcortical infarcts or hemorrhages located in deep gray and white 
matter in the territory of a perforating arteriole [144]. They are 
associated with an increased risk of stroke, dementia, and gait 
impairment [143, 144]. In neuroimaging, lacunes appear as 
round or ovoid, subcortical, fluid-filled cavities, measuring between 
3 and 15 mm, typically showing a surrounding hyperintense gliotic 
rim on T2 FLAIR images [144]. Longitudinal spatial mapping 
studies show new WMH forming around small subcortical infarcts 
[199] and new lacunes forming at the margin of WMH [200], 
suggesting a strong association and vicinity between the two types 
of lesions. Therefore, automatic applications that can not only 
segment WMH but also detect lacunes are desired. However, few 
studies have proposed automatic methods for lacune detection. 
Uchiyama et al. [201] developed an algorithm that first used 
top-hat transformation and multiple-phase binarization techniques 
to detect potential candidates of lacune and then used rule-based 
schemes and a support vector machine to eliminate the false posi-
tives to achieve a sensitivity of 96.8% with 0.76 false positive per 
slice. Wang et al. [169] applied a multi-step algorithm to detect 
WMH, cortical infarcts, and lacunes. The steps included extraction 
of brain tissue, segmentation of hyperintense lesions from brain 
tissue using Gaussian mixture model, separation of WMH and 
cortical infarct based on anatomical location and morphological 
operation, and segmentation of lacunes based on location and 
intensity threshold. They achieved a sensitivity of 83.3% with 0.06 
false positives per subject for lacune detection. Ghafoorian et al. 
[202] used a two-stage deep learning method, which included a 
fully convolutional neural network for candidate detection and a 
3D multi-scale location-aware CNN for false-positive reduction. 
The method achieved a sensitivity of 97.4% with 0.13 false positives 
per slice. 

6.5 Perivascular 

Space Quantification 

Perivascular spaces (PVS), also known as Virchow-Robin spaces, are 
extensions of extracerebral fluid spaces that surround the 
penetrating vessels of the brain [144]. They were recently recog-
nized as parts of the glymphatic system, which is a brain-wide 
perivascular fluid transport system responsible for the clearance of 
waste in the brain [203]. Normal PVS are not typically seen on 
conventional MRI, while enlarged PVS are associated with progres-
sion of subcortical infarcts, WMH, CMBs, and cognitive decline 
and are considered a biomarker for cSVD [204]. In neuroimaging, 
PVS appear as round or ovoid cavities with diameters less than



3 mm and demonstrate signal intensity identical to that of CSF. 
They are typically located in the inferior basal ganglia, centrum 
semiovale, and midbrain. PVS may look similar to lacunes on 
MRI. However, PVS do not have a surrounding gliotic rim and 
appear more elongated when imaged parallel to the course of the 
penetrating vessel. The severity of PVS can be graded by a widely 
used visual rating scale according to Charidimou et al., which is a 
four-point grade based on the total number of PVS (0, no PVS; 
1 [mild], 1–10 PVS; 2 [moderate], 11–20 PVS; 3 [moderate to 
severe], 21–40 PVS; 4 [severe], > 40 PVS) in the basal ganglia and 
centrum semiovale [205]. Given the small size and the large num-
ber of PVS, it is extremely laborious and time-consuming to per-
form manual counting or segmentation of PVS, which may explain 
the scarcity of studies about automatic methods for PVS quantifi-
cation in the literature. Park et al. [206] proposed a supervised 
method to perform automatic PVS segmentation method based on 
manually derived PVS masks on 7 T MR images. They extracted 
Haar-like features, which are often used in object recognition, from 
regions of interest determined by brain and vascular structure and 
used a random forest classifier to achieve a DSC of 0.73, sensitivity 
of 69%, and positive predictive value of 80%. Ballerini et al. [207] 
propose a PVS segmentation technique based on the 3D Frangi 
filtering. Because of the lack of ground truth of PVS segmentation 
mask, they alternatively optimized and evaluated the method by 
using ordered logit models and visual rating scales. The method 
achieved a Spearman’s correlation coefficient of 0.74 (p < 0.001) 
between segmentation-based PVS burden and visual rating scale. 
Dubost et al. [208] used 3D convolutional neural network regres-
sion to predict visual rating scale and achieved an intraclass correla-
tion coefficient of 0.75–0.88 between visual and automated scales, 
which was even higher than the inter-observer agreement among 
human raters. 
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6.6 Total Small 

Vessel Disease Burden 

cSVD is considered a dynamic, whole brain disorder with a wide 
spectrum of clinical presentations and diffuse imaging manifesta-
tions in the brain while sharing common microvascular pathologies 
[209]. A multifactorial approach that combines all imaging features 
may better represent the burden and disease status of cSVD. Several 
visual scoring systems of total cSVD burden have been introduced 
[154, 205]. Staals et al. [154] proposed a four-point score in which 
one point is given in the presence of each of the cSVD imaging 
feature: (1) more than one lacune, (2) more than one microbleed, 
(3) moderate to severe (more than 11) PVS in basal ganglia, and 
(4) periventricular WMH Fazekas score of 3 and/or deep WMH 
Fazekas score of 2–3. Although these semiquantitative scoring 
systems are pragmatic and simple for clinical use, they have several 
limitations. First, they may not be sensitive enough to represent the 
severity of the disease, as the accumulation of cSVD burden forms a



continuum, rather than several ordinal scores. Second, visual scor-
ing may be subjective and laborious for raters, especially for WMH 
and PVS evaluation. Third, existing scoring doesn’t account for 
lesion location, but anatomical location is a known key factor for 
cognitive impairment [210]. The automatic methods for different 
cSVD imaging features described in the previous sections can offer 
quantitative measurements of the cSVD burden in the whole brain 
and are well suited to overcome these limitations. Several studies 
have shown great potential for computer-generated total cSVD 
burden in the assessment of cSVD patients. Duan et al. [211] 
developed a multiple CNN-based system that can accurately seg-
ment subcortical infarcts, CMBs, WMHs, and lacunes 4.4 s per 
subject. Dickie et al. [212] used a voxel-based Gaussian mixture 
model cluster analysis on multi-contrast MR images to estimate 
overall WMH, lacunes, CMBs, and atrophy into a “brain health 
index”; they showed the brain health index has a stronger associa-
tion with cognitive outcome than WMH volume and visual cSVD 
score. Jokinen et al. [213] used automated atlas- and CNN-based 
segmentation methods to yield volumetric measures of WMHs, 
lacunes, PVS, cortical infarcts, and brain atrophy to show that the 
combined measure of all markers was a more powerful predictor of 
cognitive and functional outcomes than any individual measure 
alone. 
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Fig. 7 AI applications for cerebral small vessel disease (cSVD). AI algorithms have great potential to perform 
automatic quantification of individual cSVD imaging features. By combining these burdens, a “total cSVD 
burden” could be quantified, which might facilitate the clinical assessment, treatment monitoring, and 
outcome prediction in patients with cSVD
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Overall, previous studies have shown great potential of machine 
learning algorithms to perform automatic segmentation or detec-
tion of cSVD imaging features. By combining the measurement of 
each cSVD feature, a “total cSVD burden” can be quantified, which 
might be used to facilitate clinical assessment, treatment monitor-
ing, and outcome prediction in patients with cSVD (Fig. 7). 

7 Conclusion 

In conclusion, machine learning algorithms show great potential in 
improving clinical diagnosis and care for cerebrovascular disorders. 
ML performance varies by study and dataset, but in many cases 
already exceeds the current clinical state-of-the-art [?measures]. 
There is a need for more large cohort validation studies, and the 
development of standard test sets for comparing different algo-
rithms would enable fairer comparison between methods. In addi-
tion, more real-world experience is necessary to understand the role 
of machine learning in improving the diagnosis and care of cere-
brovascular disorders. 
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