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ABSTRACT
Anthropogenic activities pose threats to wildlife and ma-

rine fauna, prompting the need for efficient animal counting
methods. This research study utilizes deep learning tech-
niques to automate counting tasks. Inspired by previous stud-
ies on crowd and animal counting, a UNet model with var-
ious backbones is implemented, which uses Gaussian den-
sity maps for training, bypassing the need of training a de-
tector. The new model is applied to the task of counting dol-
phins and elephants in aerial images. Quantitative evaluation
shows promising results, with the EfficientNet-B5 backbone
achieving the best performance for African elephants and the
ResNet18 backbone for dolphins. The model accurately lo-
cates animals despite complex image background conditions.
By leveraging artificial intelligence, this research contributes
to wildlife conservation efforts and enhances coexistence be-
tween humans and wildlife through efficient object counting
without detection from aerial remote sensing.

Index Terms— Object counting, Deep learning, Aerial
remote sensing

1. INTRODUCTION

To study and control the harmful effects of anthropogenic
activities on wildlife and marine fauna, researchers depend
heavily on the count of animals [1]. Ecologists and biologists
conduct surveys to get the species count, monitor their pop-
ulation and track their migratory patterns. This information
can help understand the health and stability of ecosystems
and can be used to monitor conservation and management ef-
forts. Historically, the counting for these ecological surveys
was done manually. However, with the advent and progress of
artificial intelligence, researchers have been looking for ways
to automate the counting task by leveraging the potential of
machine learning and then, recently, deep learning.

Deep learning techniques can make this long and tedious
task faster and more efficient, by allowing the processing of
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large volumes of data and delivering results devoid of human
errors [2]. Object counting from images is among the popu-
lar vision tasks, which can be done by using detection-based
approach or regression-based methods [3]. For the first ap-
proach, standard object detection frameworks (which predicts
bounding boxes around objects) can be applied, then the num-
ber of objects is counted based on the predicted boxes. Not
necessarily requiring bounding box labels but point annota-
tion, the second counting approach can be performed based
on regression network, usually relying on density maps (indi-
rect counting) or not (direct counting). In this research work,
inspired by the crowd counting studies in computer vision [4]
and building up from works making use of density maps [5],
we develop a UNet-based model for counting marine mam-
mals (e.g. dolphin) at offshore wind farms, as well as for
counting wildlife elephants from aerial remote sensing im-
ages. Our experiments conducted on two dedicated datasets
show the high potential of our approach for this task.

In the following section, we present the two studied
datasets. Sec. 3 then describes the developed method and its
implementation details. We provide quantitative and qualita-
tive results in Sec. 4 before drawing conclusions in Sec. 5.

2. DATASETS

Two aerial image datasets are studied in this work. The first
one is the Aerial Elephant Dataset (AED) which was pro-
posed by [6] to promote research on animal detection in prac-
tical conditions. This dataset consists of 2101 aerial images
with dot annotations for a total of 15,511 African bush ele-
phants in their natural habitat, with complex backgrounds, as
seen in Fig. 1. The second one is the Semmacape Dataset
(SD) [7, 8] which contains 165 box-annotated aerial images
collected in the Gironde estuary and Pertuis sea Marine Na-
ture Park, France, during spring 2020. The background of
this dataset is quite complex due to the appearance of sun
glare and waves which act as noise within the images. Also,
the marine animals are at different distance to the sea surface
and can have various shapes. Recognizing those under-water
animals become quite challenging (see Fig. 1).



3. METHODOLOGY

The approach we develop aims at counting animals without
detection. The advantage of such regression-based methods
are that they avoid training and learning a detector to predict
object coordinates and directly target the counting task [9].
Moreover, they are less costly in annotations (dots or scalar
numbers are required as inputs, not bounding box annota-
tions). In [10], the authors considered pioneers for object
counting through density map estimation using dot annota-
tions. They proposed a supervised learning framework to
generate pixel-level ground-truth density maps from dot an-
notations using Gaussian kernels. The count can be obtained
by integrating over the Gaussian density map. The density
map approach is faster than detection-based counting meth-
ods and preserves spatial information, as opposed to the direct
regression-based counting strategy [3].

3.1. Ground-truth density maps

For both datasets, AED [6] and SD [7], the ground-truth den-
sity maps are generated using dot-annotated images (which
symbolize the centre of each object) convolved with a Gaus-
sian filter with a fixed variance (σ2). The variance of the
Gaussian filter is commonly based either on the size of the ob-
ject of interest (for low density image) [5, 11] or the distance
between the objects of interest (for high density images) [12].
We now describe these two techniques.

3.1.1. Constant σ2 - Low density images

In Equation 1, the ground-truth density map, DMI , for a dot-
annotated image I , where AI represents the 2 coordinates
of the dots, is defined as the sum of the Gaussian distribu-
tions centered at each dot-annotation in the image, evaluated
at pixel intensity p is computed as follows:

DMI(p) =
∑
µ∈AI

N (p;µ, Σ), (1)

where N (p;µ, Σ) represents a Gaussian distribution with
mean µ and covariance matrix Σ; Σ = diag(σ2).

Fig. 1 shows the generated ground-truth density maps for
the two datasets, using this method.

3.1.2. Adaptive σ2 - High density images

In the case of high-density images (e.g., for crowd counting),
two objects close by can have overlapping distributions if the
σ2, is not changed. Therefore, it is necessary to compute for
each object (xi) in the image the average distance davg,i to its
k-nearest neighbour:

davg,i =
1

k

k∑
j=1

dij , (2)

Fig. 1: Illustrations of the images (left) and the ground-truth
density maps (right) from the two studied datasets.

where di,j is the distance between two objects i and j. Then,
to get the density around each point (xi), the image has to be
convolved with a Gaussian kernel with variance σ2

i given by
the product of davg,i and σ2

0 , the initial variance as suggested
in [12, 13]. The computation of this density map version is
given by:

DMI = H(x)⃝∗ Pσi
(x) where σ2

i = σ2
0davg,i, (3)

where ⃝∗ denotes the convolution operator.

3.1.3. Count from density maps

The count of objects NI from a density map DMI can be
obtained by integrating the pixel values in the density map:

NI =
∑
p∈I

DMI(p). (4)

3.2. Model implementation

We train our UNet model using the generated ground-truth
density maps of constant σ2 (as animals in the two studied
datasets are quite sparse). The UNet architecture preserves
high- and low-level features, which enables the accurate ob-
ject identification and localization in images [14]. The UNet
encoder creates a high-dimensional feature vector, while the
decoder generates the density map by projecting features to
the pixel space [14]. The count can be then obtained by inte-
grating over the produced density map. The following illus-
tration in Fig. 2 shows the proposed approach.



Fig. 2: The proposed method (inspired by [5]) for animal
counting. The image is fed into the UNet architecture to pro-
duce a density map, the integration of which gives the count.

For the Unet backbone, we explore both the ResNet and
EfficientNet, pretrained on ImageNet. For the AED, 2653
were used for training, 460 for validation and 460 for the test.
For the SD, we used 91 images for training, 31 for validation
and 31 for test.

3.3. Loss function

The Root-Mean-Square Error (RMSE) between the predicted
density map (D̂M ) and the original density map (DM ) is
used as the objective function of our model. It is given by:

RMSE =

√√√√ 1

N

N∑
n=1

(D̂M −DM)2. (5)

4. EXPERIMENTAL RESULTS

4.1. Quantitative results

To measure the performance of our method, two metrics are
used which are the RMSE and the MAE (Mean Absolute Er-
ror), computed by the following equations.

RMSE =

√√√√ 1

N

N∑
i=1

(ŷi − yi)2, (6)

where ŷi and y are respectively the predicted count and the
real count for the ith image.

MAE =
1

N

N∑
i=1

|ŷi − yi|. (7)

Table 1 provides the performance of our model on the
two studied datasets. Our implementation of the UNet model

with EfficientNet-B5 backbone resulted in better RMSE and
MAE values (0.89 and 0.49, respectively) for the African Ele-
phant dataset, which is consistent with the results obtained
by Padubidri et al., [5]. Notably, our model outperformed
the count-ception approach [15] which provided an RMSE
value of 1.59. Similarly, we got the RMSE and MAE val-
ues of 0.713 and 0.35 for dolphin counting in the Semmacape
dataset, respectively, by using the UNet model with ResNet18
backbone.

Dataset Method RMSE MAE
AED UNet (EfficientNet-B5) 0.890 0.490
SD UNet (Resnet18) 0.713 0.350

Table 1: The quantitative results (RMSE and MAE) of the
developed model for animal counting from the two studied
datasets.

4.2. Qualitative results

We provide some visual results yielded by the developed net-
work in Fig. 3. As observed, our model performs quite well
in locating the elephants (in AED images on the left) and dol-
phins (in SD images on the right) regardless of the complex
backgrounds with different illumination, dolphins under the
surface, sun glare, waves and occlusion of the animals.

There is certainly scopes for improvement in counting re-
sults on the studied datasets. For instance, pre-processing can
be adopted to remove noise like sun-glare and waves from
Semmacape data, or to enhance the image contrast from the
Elephant dataset. We observe that these problems of noise and
low contrast are the main factors to cause erroneous counts.

5. CONCLUSION

The objective of this research work is to count animals from
aerial imagery without detection using regression-based ap-
proach with Gaussian Density Maps. Counting without de-
tection is important because in many cases, detecting every
object instance is not feasible and necessary. We have im-
plemented a simple and efficient method that is able to count
objects in aerial imagery. We have applied and showed the
potential of the method to count elephants and dolphins in
both wildlife and marine scenarios.

One of the perspective studies could be to extend the
model to count the different species of animals (e.g., for the
Semmacape dataset). By this way, the class-wise count can be
generated. Another potential direction to improve the model
using self-supervised learning techniques [16,17] to integrate
more powerful losses (i.e., contrastive) as well as to perform
model pre-training in case of a large amount of unlabeled
data are available.



Fig. 3: Visualization of the output density maps from the model on two datasets. The top row with red numbers is the predicted
count from the model; the bottom row is the ground truth count. The top image row is the input image; the middle is the
predicted density map; the bottom image is the ground truth density map.
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