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COMPARISON OF DIFFERENT DEFINITIONS OF PSEUDOCHARACTERS

KATHLEEN EMERSON AND SOPHIE MOREL

ABSTRACT. We prove that the definitions of a d-dimensional pseudocharacter (or pseudorepresen-
tation) given by Chenevier and V. Lafforgue agree over any ring. We also compare the scheme of
Lafforgue’s G-pseudocharacters of a group with its G-character variety.

Pseudocharacters (also known as pseudorepresentations) were first introduced by Wiles ([19])
and Taylor ([17]) to study congruences modulo power of prime numbers between representations
of Galois groups. They defined congruence between representations as congruence between their
characters, and this led them to the introduction of pseudocharacters, which are functions on a
group whose properties mimick those of the character of a finite-dimensional representation. More
precisely, let Γ be a group, A be a commutative unital ring and d be a positive integer. A map
T : Γ → A is a d-dimensional pseudocharacter if d! ∈ A×, T (1) = d, T (γ1γ2) = T (γ2γ1) for all
γ1, γ2 ∈ Γ and T satisfies the d-dimensional pseudo-character identity: for all γ1, . . . , γd+1 ∈ Γ,∑

σ∈Sd+1

sgn(σ)T σ(γ1, . . . , γd+1) = 0,

where, if the decomposition into cycles of σ ∈ Sd+1 (including trivial cycles) is

σ = (i1,1i1,2 . . . i1,n1) . . . (ik,1ik,2 . . . ik,nk
),

then
T σ(γ1, . . . , γd+1) = T (γi1,1γi1,2 . . . γi1,n1

) . . . T (γik,1γik,2 . . . γik,nn
).

We denote by PCharΓ,d(A) the set of d-dimensional pseudo-characters on Γ with values in A.
This is a contravariant functor from the category of commutative Z[1/d!]-algebras to that of sets,
and it is not hard to see that it is representable, unlike the functor sending A to the set of equivalence
classes of d-dimensional representations Γ → GLd(A). Moreover, if A is an algebraically closed
field (in which d! is invertible), then Taylor has shown in [17, Theorem 1] that the trace induces
a bijection from the set of equivalence classes of d-dimensional semi-simple representations of Γ
over A and PCharΓ,d(A) and, if k is a field of characteristic 0, then Chenevier has shown in [5,
Proposition 2.3] that PCharΓ,d,Spec k is naturally isomorphic to the GLd-character variety of Γ over
Spec k.

The original definition of a d-dimensional pseudocharacter does not work well in characteristic
p dividing d!, because a semi-simple d-dimensional representation is no longer determined by its
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trace. However, it is determined if we know all the coefficients of its characteristic polynomial,
and Chenevier ([4]) came up with a compact way of packaging all that data in his theory of deter-
minants. Determinants make sense over an arbitrary ring A without the requirement that d! ∈ A×,
and the functor DetΓ,d that they define is representable. Moreover, if ρ : Γ → GLd(A) is a mor-
phism, then it defines a determinant Dρ ∈ DetΓ,d(A). Chenevier shows that, if k is an algebraically
closed field, then ρ 7→ Dρ is a bijection from the set of d-dimensional semi-simple representations
of Γ over k to DetΓ,k(k). However, it is not known whether the determinant functor DetΓ,d is
isomorphic to the GLd-character variety of Γ.

Vincent Lafforgue also gave a very general definition of pseudocharacters, that this time makes
sense for representations with values in any affine group scheme G over a base ring C. The
definition of his pseudocharacters is less compact, as it requires data for every invariant function
on any power G. Again, we obtain a contravariant functor LPCΓ,G on the category of commutative
C-algebras, which turns out to be representable by an affine scheme. Also, if ρ : Γ → G(A) is
a morphism, then it defines a Lafforgue pseudocharacter Θρ ∈ LPCΓ,G(A). Lafforgues proves in
[8, Proposition 11.7] (see also [9, Proposition 8.2]) that, if A = k is an algebraically closed field,
then ρ 7→ Θρ is a bijection from the set of G(k)-conjugacy classes of G-completely reducible
morphisms Γ → G(k) to LPCΓ,G(k); see also Theorem 4.5 of the paper [2] of Böckle, Harris,
Khare and Thorne for the details of the proof in positive characteristic, where they also give the
more general definition of a Lafforgue pseudocharacter (Lafforgue himself was working over a
field).

In Section 2, we construct a is morphism of schemes from LPCΓ,G to the G-character variety of
Γ compatible with the bijections of the previous paragraph. We prove that, for G a geometrically
reductive group scheme with connected geometric fibers over a Dedekind domain or a field, this
morphism is an adequate homeomorphism in the sense of Alper (see [1, Definition 3.3.1]), that
is, an integral universal homeomorphism which is a local isomorphism at all points with residue
characteristic 0; see Proposition 2.11.

We come back to the case G = GLd. The main result of this note is that, over any ring, Lafforgue
pseudocharacters of Γ are in bijection with d-dimensional determinants. More precisely, we prove
the following theorem:

Theorem . (See Theorem 4.1.) There exists an isomorphism α : LPCΓ,GLd
→ DetΓ,d such that,

for any commutative ring A and any morphism ρ : Γ → GLd(A), α sends Θρ to Dρ.

The plan of the paper is as follows. In Section 1, we recall Chenevier’s definition of determinants
and the properties of determinants that we will need; in particular, we give Vaccarino’s formula
for the universal determinant ring of a free monoid (see [18] and [5, Theorem 1.15]). In Section 2,
we define Lafforgue pseudocharacters and give some of their basic properties, in particular the
(easy) fact that they define a representable functor and the relationship with the character variety
(Proposition 2.11). We construct the morphism α in Section 3 and, in Section 4, we prove that
this morphism is invertible. The main ingredients are Donkin’s ([6]) description of generators of
O(GLn

d,Z)
GLd,Z and the result of Vaccarino recalled in Section 1.

We thank Julian Quast and Olivier Taı̈bi for useful discussions.
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1. DETERMINANTS OF ALGEBRAS

In this section, we recall the definition of determinants by Chenevier ([5]) and some basic prop-
erties of the functor of determinants. Throughout this section, A denotes a commutative unital
ring, and A-algebras are always supposed to be associative and unital. Let CA be the category of
commutative A-algebras and Set be the category of sets. We first recall Roby’s definition of a
polynomial law ([14], I.2), a homogeneous polynomial law ([14], I.8) and a multiplicative polyno-
mial law ([15], III.4).

Definition 1.1. Let M and N be A-modules. A polynomial law f : M → N is a morphism of
functors from CA to Set between the functors B 7→ M ⊗A B and B 7→ N ⊗A B. For every object
B of CA, we denote the resulting map M ⊗A B → N ⊗A B by fB.

Definition 1.2. Let M and N be A-modules, and let f : M → N be a polynomial law. Let d ∈ N.

(1) We say that f is homogeneous of degree d if, for all B ∈ CA, x ∈ M ⊗A B and b ∈ B, we
have

fB(bx) = bdfB(x).

(2) Suppose that M and N are A-algebras. We say that f is multiplicative if, for every
B ∈ CA, we have fB(1) = 1 and fB(xy) = fB(x)fB(y) if x, y ∈ M ⊗A B.

If M and N are A-algebras and d ∈ N, we write M d
A(M,N) for the set of multiplicative

polynomial laws from M to N that are homogeneous of degree d.

The following definition is due to Chenevier (see [5], 1.5).

Definition 1.3. Let R be an A-algebra. An A-valued d-dimensional determinant on R is an element
of MA(R,A). When R = A[Γ] for some group Γ, we also talk about A-valued d-dimensional
determinants on Γ.

We write DetR,d(A) (resp. DetΓ,d(A)) for the set of A-valued d-dimensional determinants on R
(resp. Γ); so DetΓ,d(A) = DetA[Γ],d(A).

Example 1.4. (1) Let X be a set, and write A{X} for the free unital associative A-algebra on
X . Any map ρ : X → Md(A) gives rise to an A-valued d-dimensional determinant Dρ on
A{X} as follows. For any object B of CA, the map ρ induces a morphism of B-algebras
ρB : B{X} → Md(B), where Md is the scheme of d× d matrices; moreover, if B → B′

is a morphism of commutative A-algebras, then we get a commutative diagram:

B{X}

��

ρB // Md(B)

��
B′{X} ρB′

// Md(B
′)

We define Dρ,B : B{X} → B by Dρ,B(ω) = det(ρB(ω)), where det is the usual determi-
nant on Md(B).

(2) Let Γ be a group and ρ : Γ → GLd(A) be a morphism of groups. Then we get an A-
valued d-dimensional determinant Dρ on A[Γ] in a similar way: for every commutative
A-algebra B and every x ∈ B[Γ], we set Dρ,B = det(ρB(x)), where ρB : B[Γ] → Md(B)
sends an element

∑n
i=1 biγi of B[Γ], with bi ∈ B and γi ∈ Γ, to

∑n
i=1 biρ(γi).
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Example 1.5. Let R be an A-algebra and D ∈ M d
A(R,A). Following Chenevier ([5], 1.10), we

can define polynomial laws Λi : R → A, for 0 ≤ i ≤ d, as follows. For any commutative
A-algebra B and any x ∈ R⊗A B, set

DB[T ](T − x) =
d∑

i=0

Λi,B(x)T
d−i.

Note that Λi is homogeneous of degree i. If D = Dρ for ρ as in Example 1.4(1) or (2), then
Λi,B(x) is the coefficient of the degree d − i term in the characteristic polynomial of the matrix
ρB(x) ∈ Md(B).

Definition 1.6. Let R be an A-algebra and d ∈ N. The determinant functor DetR,d : CA → Set is
defined by

DetR,d(B) = M d
B(R⊗A B,B) = M d

A(R,B)

(the equality M d
B(R⊗A B) = M d

A(R,B) is proved in [5, 3.4]).

If R = A[Γ] with Γ a group, we also write DetΓ,d instead of DetR,d.

Remark 1.7. If D1 ∈ DetR,d1 and D2 ∈ DetR,d2 , we can define D1×D2 ∈ DetR,d1+d2 as follows.
For every commutative A-algebra B and every x ∈ R⊗A B, take

(D1 ×D2)B(x) = D1,B(x)D2,B(x).

If Γ is a group, ρ1 : Γ → GLd1(A), ρ2 : Γ → GLd2(A) are representations and D1 = Dρ1 ,
D2 = Dρ2 , then D1 ×D2 = Dρ1⊕ρ2 .

Example 1.8. Let Γ be a group, and let X be the underlying set of Γ. Then the canonical
surjective A-algebra morphism A{X} → A[Γ] gives rise to an injective morphism of functors
DetΓ,d → DetA{X},d.

Theorem 1.9 (Roby, see [14] III.1 and [5] 1.6). Let R be an A-algebra and d ∈ N. Then the
functor DetR,d is representable by the A-algebra (Γd

A(R))ab, where Γd
A(R) is the A-algebra of

divided powers of order d relative to A and (−)ab denotes the abelianization.

See Roby’s papers ([14] III.1 and [15] II) for the definition of Γd
A(M) if M is an A-module, and

the A-algebra structure on Γd
A(R) if R is an A-algebra.

We will also write DetR,d for the affine scheme representing the functor DetR,d.

Remark 1.10. The scheme DetR,d is a contravariant functor of the A-algebra R. Indeed, if
u : R → S is a morphism of R-algebras, then, for every commutative A-algebra B and every
D ∈ DetS,d(B) = M d

A(S,B), the maps u∗(D)C : R⊗A C → B⊗A C, x 7→ D((u⊗ idC)(x)), for
C an object of CA, define an element of M d

A(R,B) = DetR,d(B).

In particular, the scheme DetA{X},d (resp. DetΓ,d) is a contravariant functor of the set X (resp.
the group Γ).

Remark 1.11. For every commutative A-algebra B, we have a natural morphism of schemes
DetR⊗AB,d → DetR,d ×SpecA SpecB. This is an isomorphism by Theorem III.3 on page 262
of [14].
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Let X be a set. We recall Vaccarino’s construction of the universal ring of Det(Z{X}, d),
following Chenevier’s presentation in [5, 1.15]. Let FX(d) = Z[xi,j, x ∈ X, 1 ≤ i, j ≤ d] be the
ring of polynomials on the variables xi,j for x ∈ X and i, j ∈ {1, 2, . . . , d}. The generic matrices
representation is the ring morphism

ρuniv : Z{X} → Md(FX(d))

sending each x ∈ X to the matrix (xij)1≤i,j≤d. This defines a degree d homogeneous multiplicative
polynomial law Dρuniv : Z{X} → EX(d), where EX(d) is the subring of FX(d) generated by the
coefficients of the characteristic polynomials of the ρuniv(p), p ∈ Z{X}.

Theorem 1.12 (Vaccarino, see Theorem 1.15 of [5]). The ring EX(d) and
Dρuniv ∈ DetZ{X},d(EX(d)) represent the functor DetZ{X},d.

Using results of Donkin, we deduce the following corollary.

Corollary 1.13. The morphism MX
d → DetZ{X},d sending ρ to Dρ (see Example 1.4(1)) induces

an isomorphism Spec(O(MX
d )GLd)

∼→ DetZ{X},d.

Proof. Note that MX
d = Spec(FX(d)), and that the morphism MX

d → DetZ{X},d of the state-

ment corresponds to the multiplicative polynomial law Z{X}
D

ρuniv→ EX(d) ⊂ FX(d). On the
other hand, by the results of Donkin on the generators of O(MX

d )GLd (see [6, 3.1]), we have
EX(d) = O(MX

d )GLd . The corollary follows.

□

2. LAFFORGUE’S DEFINITION OF PSEUDOCHARACTERS

Let A be a commutative unital ring and G be an affine group scheme over A.

As in Section 1, we denote by CA the category of commutative unital A-algebras. If B is a
commutative A-algebra and X is a set, we write C (X,B) for the B-algebra of functions X → B.

For every set X (resp. integer n ∈ N), we make G act on the scheme GX (resp. Gn) by diagonal
conjugation, and we denote by O(GX)G (resp. O(Gn)G) the A-algebra of G-invariant regular
functions on GX (resp. Gn).

Definition 2.1 (See [8] Proposition 11.7 and [2] Definition 4.1). Let X be a set and B be an
object of CA. A B-valued G-pseudocharacter for the set X is a family of A-algebra morphisms
O(Gn)G → C (X,B), for n ≥ 1, satisfying the following condition:

(LPC1) For all n,m ≥ 1, every map ζ : {1, 2, . . . ,m} → {1, 2, . . . , n} and every f ∈ O(Gm)G,
if we define f ζ ∈ O(Gn)G by f ζ(g1, . . . , gn) = f(gζ(1), . . . , gζ(m)), then we have

Θm(f)(xζ(1), . . . , xζ(m)) = Θn(f
ζ)(x1, . . . , xn)

for all x1, . . . , xn ∈ X .

Suppose that X is the underlying set of a group Γ. Then a B-valued G-pseudocharacter for
the group Γ is a B-valued G-pseudocharacter for the set X satisfying the following additional
condition:
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(LPC2) For all n ≥ 1 and f ∈ O(Gn)G, if we define f̂ ∈ O(Gn+1)G by
f̂(g1, . . . , gn+1) = f(g1, . . . , gn−1, gngn+1), then we have

Θn+1(f̂)(γ1, . . . , γn+1) = Θn(f)(γ1, . . . , γn−1, γnγn+1)

for all γ1, . . . , γn+1 ∈ Γ.

We denote by LPC1
X,G (resp. LPCΓ,G) the functor CA → Set sending B to the set of B-valued

G-pseudocharacters for the set X (resp. for the group Γ). If X is the underlying set of a group Γ,
then LPCΓ,G is a subfunctor of LPC1

X,G.

Example 2.2. (1) If X is a set and ρ : X → G(A) is a map, then we define an A-valued
G-pseudocharacter Θ1

ρ for the set X by

Θ1
ρ,n(f)(x1, . . . , xn) = f(ρ(x1), . . . , ρ(xn)),

for every n ≥ 1, every f ∈ O(Gn)G and all x1, . . . , xn ∈ X . Note that Θ1
ρ only depends

on the conjugacy class of ρ.
(2) Similarly, if Γ is a group and ρ : Γ → G(A) is a morphism of groups, then we define an

A-valued G-pseudocharacter Θρ for the group Γ by

Θρ,n(f)(γ1, . . . , γn) = f(ρ(γ1), . . . , ρ(γn)),

for every n ≥ 1, every f ∈ O(Gn)G and all γ1, . . . , γn ∈ Γ. Again, Θρ only depends on
the conjugacy class of ρ.

Remark 2.3. The functor LPC1
X,G depends contravariantly on the set X . Indeed, if u : X → Y

is a map, then, for every commutative A-algebra B and every Θ = (Θn)n≥1 ∈ LPC1
Y,G(B), the

family u∗(Θ) = (u∗(Θ)n)n≥1 defined by

u∗(Θ)n(f)(x1, . . . , xn) = Θn(f)(u(x1), . . . , u(xn))

for n ≥ 1, f ∈ O(Gn)G and x1, . . . , xn ∈ X is a B-valued G-pseudocharacter for the set X .

Similary, the functor LPCΓ,G depends contravariantly on the group Γ.

If X is a set, x1, . . . , xn ∈ X and f ∈ O(Gn), we define a regular function fx1,...,xn ∈ O(GX)
by

fx1,...,xn((gx)x∈X) = f(gx1 , . . . , gxn).

Note that f ∈ O(Gn)G if and only if fx1,...,xn ∈ O(GX)G.

Proposition 2.4. Let X be a set and let R1
X,G = O(GX)G. Consider the element Θuniv of

LPC1
X,G(R

1
X,G) defined by

Θuniv
n (f)(x1, . . . , xn) = fx1,...,xn ∈ R1

X,G,

for every n ≥ 1, every f ∈ O(Gn)G and all x1, . . . , xn ∈ X . Then R1
X,G represents the functor

LPC1
X,G, and Θuniv ∈ LPC1

X,G(R
1
X,G) is the universal element.

Proof. The morphism of functors Spec(R1
X,G) → LPC1

X,G corresponding to Θuniv sends a mor-
phism of rings u : R1

X,G → B to the G-pseudocharacter Θu defined by

Θu,n(f)(x1, . . . , xn) = u(Θuniv
n (f)(x1, . . . , xn)),

6



for n ≥ 1, f ∈ O(Gn)G and x1, . . . , xn ∈ X . We check that it is an isomorphism. The central
point is that, by definition of the product GX , we have O(GX) = lim−→Y⊂X finite

O(GY ); in par-
ticular, every element of O(GX)G is of the form fx1,...,xn , for some n ≥ 1, x1, . . . , xn ∈ X and
f ∈ O(Gn)G.

Let B be a commutative A-algebra. Let u, v : R1
X,G → B be two morphisms of A-algebras such

that Θu = Θv. Let h ∈ R1
X,G, and choose an integer n ≥ 1, x1, . . . , xn ∈ X and f ∈ O(Gn)G such

that h = fx1,...,xn . Then

u(h) = Θu,n(f)(x1, . . . , xn) = Θv,n(f)(x1, . . . , xn) = v(h).

This proves that u = v. Now let Θ ∈ LPC1
X,G(B); we want to find a morphism of A-algebras

w : R1
X,G → B such that Θ = Θw. Let Y be a finite subset of X . If ζ : Y

∼→ {1, 2, . . . , n} is a
bijection, then we get an isomorphism of A-algebras O(GY )G

∼→ O(Gn)G sending h ∈ O(GY )G

to the regular function hζ : (g1, . . . , gn) 7→ h((gζ(y))y∈Y ), and we define wY : O(GY )G → B by

wY (h) = Θn(h
ζ)(ζ−1(1), . . . , ζ−1(n)).

By condition (LPC1), this does not depend on the choice of ζ and, if Y ⊂ Z are finite subsets
of X , then wZ|O(GY )G = wY . So the family (wY )Y⊂X finite defines a morphism of A-algebras
w : R1

X,G → B, and it follows immediately from the definition of Θuniv that we have Θ = Θw.

□

Let Γ be a group. For all γ, δ ∈ Γ, we define a G-equivariant morphism of A-modules
φγ,δ : O(G×GΓ) → O(GΓ) by

φγ,δ(f)((gα)α∈Γ) = f(gγδ, (gα)α∈Γ)− f(gγgδ, (gα)α∈Γ).

We have a morphism of A-algebras O(GΓ) → O(G × GΓ) induced by the projection of G × GΓ

on its second factor, and this morphism is equivariant for the action of G by diagonal conjugation.
The map φγ,δ becomes O(GΓ)-linear for this action of O(GΓ) on O(G × GΓ). In particular,
φγ,δ(O(G×GΓ)) (resp. φγ,δ(O(G×GΓ)G)) is an ideal of O(GΓ) (resp. O(GΓ)G).

Proposition 2.5. (i) Let JΓ,G ⊂ O(GΓ) be the sum of the images of the φγ,δ, for all γ, δ ∈ Γ.
Then JΓ,G is an ideal of O(GΓ), and Spec(O(GΓ)/JΓ,G) ⊂ Spec(O(GΓ)) = GΓ sends
any commutative B-algebra A to the set of maps ρ : Γ → G(B) that are morphisms of
groups.

(ii) Let IΓ,G ⊂ JG
Γ,G be the sum of the φγ,δ(O(G × GΓ)G), for all γ, δ ∈ Γ. Then IΓ,G is

an ideal of R1
Γ,G = O(GΓ)G, and, if we set RΓ,G = R1

Γ,G/IΓ,G, then the isomorphism
Spec(R1

Γ,G)
∼→ LPC1

Γ,G of Proposition 2.4 induces an isomorphism between the closed
subscheme Spec(RΓ,G) of Spec(R1

Γ,G) and LPCΓ,G ⊂ LPC1
Γ,G.

Proof. We already know that JΓ,G and IΓ,G are ideals, because they are sums of ideals.

Let B be a commutative A-algebra and ρ : Γ → G(B) be a map; this corresponds to a morphism
of A-algebras u : O(GΓ) → B, and we have

u(f) = f((ρ(γ))γ∈Γ)
7



for every f ∈ O(GΓ). We want to prove that ρ is a morphism of groups if and only if u(JΓ,G) = 0.
Suppose that ρ is a morphism of groups. Let γ, δ ∈ Γ and f ∈ O(G×GΓ). Then

u(φγ,δ(f)) = f(ρ(γδ), (ρ(α)α∈Γ))− f(ρ(γ)ρ(δ), (ρ(α)α∈Γ)) = 0

as ρ is a morphism. This shows that JΓ,G ⊂ Keru. Conversely, suppose that JΓ,G ⊂ Keru. Let
γ, δ ∈ Γ. Then, for every f ∈ O(G), we have

0 = u(φ1,(γ,δ)(f)) = f(ρ(γδ))− f(ρ(γ)ρ(δ)),

hence ρ(γδ) = ρ(γ)ρ(δ). This finishes the proof of (i).

We now prove the second statement of (ii). Let B be a commutative A-algebra, let
Θ ∈ LPC1

Γ,G(B), and let u : R1
Γ,G → B be the morphism of A-algebras corresponding to Θ.

Suppose that Θ satisfies condition (LPC2). Let γ, δ ∈ Γ and f ∈ O(G × GΓ)G. Choose a finite
subset {γ1, . . . , γn} of Γ and h ∈ O(Gn+1)G such that

f(g, (gα)α∈Γ) = h(gγ1 , . . . , gγn , g).

Then we have
f(gγgδ, (gα)α∈Γ) = ĥ((gα)α∈Γ, gγ, gδ),

so

u(φγ,δ(f)) = Θn+1(h)(γ1, . . . , γn, γδ)−Θn+2(ĥ)(γ1, . . . , γn, γ, δ) = 0.

This proves that IΓ,G ⊂ Keru.

Conversely, suppose that IΓ,G ⊂ Keru. Let n ≥ 1, h ∈ O(Gn)G and γ1, . . . , γn+1 ∈ Γ. Define
f ∈ O(G×GΓ)G by

f(g, (gα)α∈Γ) = h(gγ1 , . . . , gγn−1 , g).

Then

0 = u(φγn,γn+1(f)) = Θn(h)(γ1, . . . , γn−1, γnγn+1)−Θn(ĥ)(γ1, . . . , γn−1, γn, γn+1).

This implies that Θ satisfies condition (LPC2).

□

Next we discuss the behavior of the functors LPC1
X,G and LPCΓ,G under change of the base ring

A.

We will use the notion of adequate homeomorphism defined by Alper (see [1, Definition 3.3.1]):
a morphism of schemes is an adequate homeomorphism if it is integral, a universal homeomor-
phism and a local isomorphism at all points whose residue field is of characteristic 0. We will also
use Alper’s notion of geometrically reductive group schemes, see Definition 9.1.1 of [1]), which
generalizes that of reductive group schemes. In particular, if G is an affine smooth algebraic group
over a field k, then it is geometrically reductive if and only if it is reductive (Lemma 9.2.8 of [1]),
and, if G → S is a smooth group scheme with connected fibers, then it is a geometrically reductive
group scheme if and only if it is reductive (Theorem 9.7.5 of [1]).

Fix a commutative ring A and a flat affine group scheme G over A. Let B be a commutative
A-algebra. For every A-module V with an action of G, we have V G ⊗A B ⊂ (V ⊗A B)GB . As
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O(GX)⊗AB = O(GX
B ) for every set X , we deduce that JΓ,GB

= JΓ,G⊗AB and IΓ,GB
⊃ IΓ,G⊗AB.

So we get morphisms of B-algebras, for X a set and Γ a group,

R1
X,G ⊗A B = O(GX)G ⊗A B → O(GX

B )
GB = R1

X,GB

and
RΓ,G ⊗A B = (O(GΓ)G ⊗A B)/(IΓ,G ⊗A B) → RΓ,GB

and corresponding morphisms of schemes

βX : LPC1
X,GB

→ LPC1
X,G ⊗AB

and
βΓ : LPCΓ,GB

→ LPCΓ,G⊗AB.

Proposition 2.6. (i) The morphisms βX and βΓ are isomorphisms in the following cases:
(a) B is a flat A-algebra;
(b) A is a Dedekind domain and G is geometrically reductive over A and has connected

geometric fibers.
(ii) If G is geometrically reductive over A and has connected geometric fibers, then βX and

βΓ are always adequate homeomorphisms.

Proof. Point (ii) follows from Proposition 5.2.9(3) of [1]. We prove (i). Suppose first that B is
flat over A. Then, by Lemma 2 of Seshadri’s paper [16], for every A-module V with an action of
G, the canonical morphism V G ⊗A B → (V ⊗A B)GB is an isomorphism. Applying this lemma
to O(GX), we see that βX is an isomorphism. As the functor (−) ⊗A B is right exact, Seshadri’s
lemma also implies that IΓ,G ⊗A B = IΓ,GB

, hence that βΓ is an isomorphism. We finally assume
that A is a principal ideal domain and that G is geometrically reductive over A. By Lemma 2.7,
the morphism O(GY )G ⊗A B → O(GY

B)
GB is an isomorphism for every set Y ; as in the proof of

(i)(a), we conclude that βX and βΓ are isomorphisms.

□

Lemma 2.7. Let A be a Dedekind domain and G be a geometrically reductive group scheme
with connected geometric fibers over A. Then, for every set Y , the injective morphism
O(GY )G ⊗A B → O(GY

B)
GB is an isomorphism.

Remark 2.8. Lemma 2.7 and its application to the functor LPC are probably well-known to many
people in some form. We found version of it in a note by Chen (see [3]), as well as in a preprint by
Quast (see Section 1.3 of [12]).

Proof of Lemma 2.7. We will use a number of results about the cohomology of algebraic groups
that are gathered in Jantzen’s book [7]; the particular results that we need are due to Donkin and
Mathieu, see [7] for the original references.

First, as the tensor product and the functor of invariants commute with direct limits and as
O(GY ) is the direct limit of the O(GZ) for Z ⊂ Y finite, we may assume that Y is finite. By the
universal coefficients theorem (Proposition 4.18 in Chapter I of [7]), we have an exact sequence

0 → O(GY )G ⊗A B → O(GY
B)

GB → TorA1 (H
1(G,O(GY )), B) → 0.

So it suffices to show that H1(G,O(GY )) = 0. For this, it suffices to proves that the localization
of H1(G,O(GY )) at every ideal of A is zero; as localizations are flat, by the universal coefficient
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theorem again, we may replace A by one of its localizations, hence assume that A is a field or a
discrete valuation ring. Now, by Lemma B.9 of [7], it suffices to prove that, for every maximal
ideal m of A, if k = A/m, then O(GY

k ) has a good filtration (in the sense of II.4.16 of [7]) as a
Gk-module. This follows immediately from Propositions 4.20 and 4.21 of Chapter II of [7].

□

We finally investigate the relationship between pseudo-characters and the character variety.

Definition 2.9. Let A be a commutative ring, G be a flat affine group scheme over A and Γ be a
group. The G-character variety of Γ is the affine scheme CharΓ,G = Spec((O(GΓ)/JΓ,G)

G).

If B is an A-algebra, then we have IΓ,GB
⊃ IΓ,G ⊗A B, so we get a morphism of B-algebras

(O(GΓ)/JΓ,G)
G ⊗A B → ((O(GΓ)/JΓ,G)⊗A B)GB = (O(GΓ

B)/IΓ,GB
)GB ,

and a corresponding morphism of schemes

β′
Γ : CharΓ,GB

→ CharΓ,G ⊗AB.

Lemma 2.10. Suppose that G is geometrically reductive over A and has connected geometric
fibers.

(i) If B is a flat A-algebra, then β′
Γ is an isomorphism.

(ii) In general, β′
Γ is an adequate homeomorphism.

Proof. Point (i) follows from Proposition 5.2.9(1) of [1], and point (ii) from Proposition 5.2.9(3)
of the same paper.

□

Proposition 2.11. Suppose that G is a geometrically reductive group scheme with connected
geometric fibers over A and that A is a Dedekind domain or a field. Let ι be the morphism
CharΓ,G → LPCΓ,G induced by O(GΓ)G/IΓ,G ↠ O(GΓ)G/JG

Γ,G ↪→ (O(GΓ)/JΓ,G)
G.

(i) If A is a field of characteristic 0, then ι is an isomorphism.
(ii) In general, ι is an adequate homeomorphism.

The statement of the proposition is very close to that of Proposition 11.7 of [8] and Theorem 4.5
of [2], and its proof uses the same kind of ideas. We still include it here because it is not very hard.

Proof. We prove (i). As A is a field, the group G is reductive over A. So, for every algebraic
representation V of G over A (not necessarily finite-dimensional), we have the Reynolds operator
E = EV : V → V (see [10] Definition 1.5), which is a G-equivariant projection with image V G,
compatible with any morphism of representations V → W ; also, if V is a A-algebra and the action
of G preserves its multiplication, then EV is V G-linear. We claim that IΓ,G = JG

Γ,G. We already
know that IΓ,G ⊂ JG

Γ,G. Conversely, let h ∈ JG
Γ,G. Write h =

∑n
i=1 φγi,δi(fi), with γi, δi ∈ Γ

and fi ∈ O(G × GΓ). As the φγi,δi are G-equivariant morphisms, they are compatible with the
Reynolds operators, so

h = E(h) =
n∑

i=1

φγi,δi(E(fi)) ∈ IΓ,G.
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It remains to prove that the injective morphism O(GΓ)G/JG
Γ,G → (O(GΓ)/JΓ,G)

G is also surjec-
tive. Let f ∈ O(GΓ), and suppose that the class of f modulo JΓ,G is G-invariant. As the canonical
surjection O(GΓ) → O(GΓ)/JΓ,G is G-equivariant, it is compatible with the Reynolds operators,
so we deduce that f − E(f) ∈ JΓ,G, which means that f + JΓ,G is in the image of O(GΓ)G/JG

Γ,G.

We prove (ii). We know that CharΓ,G → Spec(O(GΓ)G/JG
Γ,G) is an adequate homeomor-

phism by Lemma 5.2.12 of [1] (see Remark 5.2.14 of loc. cit.). So it remains to prove that
ι′ : Spec(O(GΓ)G/JG

Γ,G) → Spec(O(GΓ)G/IΓ,G) is an adequate homeomorphism. This mor-
phism is a closed embedding, hence it is integral, universally injective and universally closed. If
Frac(A) is of characteristic 0, then ι′ becomes an isomorphism after we tensor it by Frac(A) by
Proposition 2.6(ii); otherwise, its source and target have no point with residue field of characteristic
0. So it remains to show that ι′ is surjective, which is equivalent to the fact that ι is surjective.

Let x be a point of Spec(O(GΓ)G/IΓ,G), which corresponds to a morphism of A-algebras
u : O(GΓ)G/I(Γ, G) → K, with K a field. We want to find an extension L of K and a mor-
phism of A-algebras v : (O(GΓ)/JΓ,G)

G → L such that v ◦ ι∗ = u. We may always enlarge
K and L, so we may assume that they are algebraically closed. Then, by Proposition 2.6(ii) and
Lemma 2.10(ii), CharΓ,G and CharΓ,GK

(resp. LPCΓ,G and LPCΓ,GK
) have the same points over

any algebraically closed extension of K, so we may assume that A = K (and so that G is reduc-
tive over K). By Theorem 5.13 of [11] (or Lemma 5.2.1 and Remark 5.2.2 of [1]), there exists
an extension L of K and a morphism of K-algebras w : O(GΓ) → L such that u is induced by
w|O(GΓ)G . The morphism w corresponds to an element (gγ) ∈ GΓ(L), and we denote by H the
closed subgroup of GL generated by the set {gγ, γ ∈ Γ}. We choose w such that the dimension
of the maximal tori in ZG(H) is maximal. We claim that H is then strongly reductive in G in the
sense of Definition 16.1 of Richardson’s paper [13], that is, H is not contained in any proper para-
bolic subgroup of ZG(S), where S is a maximal torus of ZG(H). Indeed, let λ be a cocharacter of
ZG(S), and suppose that H is contained in P (λ) := {g ∈ ZG(S) | limt→0 λ(t)gλ(t)

−1 exists}. For
every γ ∈ Γ, let g′γ = limt→0 λ(t)gγλ(t)

−1 ∈ G(L). Then (gγ)γ∈Γ and (g′γ)γ∈Γ have the same im-
age in Spec(O(GΓ)G)(L), so the morphism w′ : O(GΓ) → L corresponding to (g′γ)γ∈Γ ∈ GΓ(L)
satisfies w′

|O(GΓ)G = w|O(GΓ)G . On the other hand, the closed subgroup H ′ of G generated by the g′γ
is contained in the centralizer of λ in ZG(S), so λ has to be central in ZG(S), otherwise ZG(H

′),
which contains the group generated by S and the image of λ, would have a maximal torus of di-
mension greater than dim(S). So H is not contained in any proper parabolic subgroup of ZG(S).
Also, as H is a Noetherian scheme, for every big enough finite subset X of Γ, the closed subgroup
of G generated by {gγ, γ ∈ X} is equal to H .

We now prove that, for this choice of w, the map γ 7→ gγ is a morphism of groups; this implies
that w extends to O(GΓ)/JΓ,G, hence defines a point y of CharΓ,G(L) such that ι(y) = x. Let
γ, δ ∈ Γ. Choose a finite subset X of Γ such that γ, δ, γδ ∈ X and the closed subgroup of G
generated by {gα, α ∈ X} is equal to H . As w vanishes on IΓ,G, the images of (gγδ, (gα)α∈Γ) and
(gγgδ, (gα)α∈Γ) by the map (G × GΓ)(L) → Spec(O(G × GΓ)G)(L) are equal, so the images of
(gγδ, (gα)α∈X) and (gγgδ, (gα)α∈X) by the map (G×GX)(L) → Spec(O(G×GX)G)(L) are also
equal. The closed subgroups of G generated by the families (gγδ, (gα)α∈X) and (gγgδ, (gα)α∈X)
are both equal to H , hence strongly reductive in G; so, by Theorem 16.4 of Richardson’s pa-
per [13], the G-orbits of these families in (G × GX)(L) are closed. As they have the same image
in Spec(O(G×GX)G)(L), and as G×GX is of finite type over K, this implies that they are in the
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same G-conjugacy class. Let h ∈ G(L) such that h(gγδ, (gα)α∈X)h−1 = (gγgδ, (gα)α∈X). Then h
centralizes all the gα for α ∈ X , so gγgδ = hgγδh

−1 = gγδ. This finishes the proof.

□

Remark 2.12. The morphism CharΓ,G → LPCΓ,G of Proposition 2.11 is an isomorphism if and
only if both morphisms O(GΓ)G/IΓ,G ↠ O(GΓ)G/JG

Γ,G and O(GΓ)G/JG
Γ,G ↪→ (O(GΓ)/JΓ,G)

G

are isomorphisms. This seems unlikely, but we cannot offer a counterexample.

3. A LAFFORGUE PSEUDOCHARACTER GIVES RISE TO A DETERMINANT

Let A be a commutative unital ring and d be a positive integer. If X is a set and Γ is a group, we
write LPC1

X,d and LPCΓ,d instead of LPC1
X,GLd,A

and LPCΓ,GLd,A
. We will also use the notation

of Example 2.2.

Let X be a set, d be a positive integer, B be a commutative A-algebra and Θ = (Θn) be
an element of LPC1

X,d(B). We want to construct an element α1
X(Θ) of DetA{X},d(B), that is, a

degree d homogeneous multiplicative polynomial law from A{X} to B (seen as A-algebras).

Let Y, Z be sets and σ : Y → Z be a map. If C is a commutative A-algebra, then we define
a map detσ,C : C{Y } = A{Y } ⊗A C → O(GLZ

d,C)
GLd,C in the following way. Let p ∈ C{Y }.

Then detσ,C(p) is the regular function on GLZ
d,C sending (gz)z∈Z to det(p((gσ(y))y∈Y )) (where det

is the usual determinant on GLd), which is clearly GLd,C-invariant. Note that this construction is
functorial in C, and that we have O(GLX

d,C)
GLd,C = O(GLZ

d,A)
GLd,A ⊗AC by Lemma 2.7. Hence

the family (detσ,C)C∈Ob(CA) defines a degree d homogeneous multiplicative polynomial law from
A{Y } to O(GLZ

d,A)
GLd,A , which we denote by detσ.

We come back to our Θ ∈ LPC1
X,d(B). By Proposition 2.4, it corresponds to a morphism of

A-algebras uΘ : O(GLX
d,A)

G → B, and we send it to the polynomial law

α1
X(Θ) = uΘ ◦ detidX : A{X} → B.

In other words, for every commutative A-algebra C and every p ∈ C{X}, the element α1
X(Θ)C(p)

of B⊗AC is the image by uΘ⊗ idC of the element (gx)x∈X → det(p(gx)x∈X) of O(GLX
d,C)

GLd,C .

The functoriality of α1
X(Θ)C in C follows immediately from its definition, and the fact that it

defines a degree d homogeneous multiplicative polynomial law follows from the properties of the
determinant on GLd.

Proposition 3.1. (i) Let X be a set and d ≥ 1. Then the maps
LPC1

X,d(B) → DetA{X},d(B) = MA(A{X}, B), Θ 7→ α1
X(Θ), form a morphism

of functors α1
X : LPC1

X,d → DetA{X},d such that, for every commutative A-algebra B

and every map ρ : X → GLd(B), we have α1
X(Θ

1
ρ) = Dρ. Moreover, the morphisms α1

X

are natural in X .
(ii) Let Γ be a group and d ≥ 1. We denote by X the underlying set of Γ. Then the morphism

αX : LPC1
X,d → DetA{X},d restricts to a morphism αΓ : LPCΓ,d → DetA[Γ],d such that,

for every commutative A-algebra B and every morphism of groups ρ : Γ → GLd(B), we
have αΓ(Θρ) = Dρ. Moreover, the morphisms αΓ are natural in Γ.
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Proof. (i) The fact that α1
X is a morphism of functors and the naturality in X follow easily

from the definition of α1
X(Θ). Let B be a commutative A-algebra and ρ : X → GLd(B)

be a map; then the morphism of A-algebra u : O(GLX
d,A)

GLd,A → B corresponding to Θρ

is given by u(f) = f((ρ(x))x∈X). So, if C is a commutative A-algebra and p ∈ C{X}.
we have

α1
X(Θ)C(p) = det(p((ρ(x)))x∈X) = det(ρ(p)) = Dρ(p).

(ii) It suffices to prove that αX sends LPCΓ,d to DetA[Γ],d, the other statements then follow
immediately from (i).

Let B be a commutative A-algebra and Θ ∈ LPCΓ,d(B). As Θ is also in LPC1
X,d(B),

we have a degree d homogeneous polynomial law D = α1
X(Θ) : A{X} → B. Saying that

D is in the image of MA(A[Γ], B) means that, for every commutative A-algebra C, the
map DC : C{X} → B ⊗A C factors through the obvious surjection πC : C{X} → C[Γ].
Fix a commutative A-algebra C. We want to prove that, for all p, q ∈ C{X} such that
πC(p) = πC(q), we have DC(p) = DC(q). For p ∈ C{X}, let n(p) be the sum over all
the nonconstant monomials m appearing in p of deg(m) − 1; so n(p) = 0 if and only if
p is of degree ≤ 1. We claim that, for every p ∈ C{X} such that n(p) ≥ 1, there exists
p1 ∈ C{X} such that n(p1) = n(p) − 1, πC(p1) = πC(p) and DC(p1) = DC(p). This
claim implies the desired result; indeed, if p, q ∈ C{X} are such that πC(p) = πC(q),
then, by the claim, we can find p1, q1 ∈ C{X} such that n(p1) = n(q1) = 0,
πC(p1) = πC(p) = πC(q) = πC(q1), DC(p1) = DC(p) and DC(q1) = DC(q); as
n(p1) = n(q1) = 0, the polynomials p1 and q1 are of degree ≤ 1, so πC(p1) = πC(q1)
implies that p1 = q1, and then we have DC(p) = DC(p1) = DC(q1) = DC(q).

So it suffices to prove the claim. Let p ∈ C{X} such that n(p) ≥ 1, and let m be
a monomial of degree ≥ 2 appearing in p. Write m = cxγ1 . . . xγk with c ∈ C \ {0},
k ≥ 2 and γ1, . . . , γk ∈ Γ, where, for every γ ∈ Γ, we denote by xγ the corre-
sponding element of X . Let r = p − m and set p1 = r + cxγ1γ2xγ3 . . . xγk . Then
n(p1) = n(p) − 1 and πC(p1) = πC(p). It remains to prove that DC(p1) = DC(p). Let
uΘ : O(GLX

d,A)
GLd,A → B be the morphism of A-algebras corresponding to the image of

Θ in LPC1
Γ,d(B). We have

DC(p) = α1
X(Θ)C(p) = uΘ(detidX (p)) and DC(p1) = uΘ(detidX (p1).

As Θ is in LPCΓ,d(B), the morphism uΘ vanishes on IΓ,G.
So, to show that DC(p) = DC(p1), it suffices to note that
p1 − p = φγ1,γ2(F ), with F ∈ O(GLd,A × GLX

d,A)
GLd,A the function

(g, (gγ)γ∈Γ) 7→ det (r((gγ)γ∈Γ) + cggγ3 . . . gγk).

□

4. FROM DETERMINANTS TO PSEUDOCHARACTERS

The main result of this note is the following theorem.

Theorem 4.1. Let A be a commutative ring and d be a positive integer.

(i) Let X be a set. The morphism α1
X : LPC1

X,d → Det(A{X}, d) of Proposi-
tion 3.1(i) corresponds by the isomorphisms LPC1

X,d ≃ Spec(O(GLX
d )

GLd) and
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DetA{X},d ≃ Spec(O(MX
d )GLd) of Proposition 2.4 and Corollary 1.13 to the restric-

tion morphism O(MX
d )GLd → O(GLX

d )
GLd . Moreover, α1

X is injective, and, for every
commutative A-algebra B, an element D of DetA{X},d(B) is in the image of α1

X if and
only if DB(x) ∈ B× for every x ∈ X .

(ii) For every set Γ, the morphism αΓ : LPCΓ,d → Det(A[Γ], d) of Proposition 3.1(ii) is an
isomorphism.

Proof. By Remark 1.11 and Proposition 2.6(i)(b), we may assume that A = Z.

Let X be a set. As at the end of Section 1, we denote the universal matrices representation by
ρuniv : X → Md(FX(d)), where FX(d) = Z[xi,j, x ∈ X, 1 ≤ i, j ≤ d]. The universal element of
DetZ{X},d is then Duniv = Dρuniv : Z{X} → EX(d), where EX(d) is generated by the coefficients
of the characteristic polynomials of the ρuniv(p), p ∈ Z{X}.

We prove (i). The first statement follows from the fact that α1
X(Dρ) = Θρ for every com-

mutative ring A and every map ρ : Γ → GLd(A). For the injectivity of α1
X , it suffices

to prove that O(GLX
d )

GLd is a localization of O(MX
d )GLd , but this follows from the fact that

O(GLX
d ) is the localization of O(MX

d ) by the multiplicative set generated by the functions
detx : (gy)y∈X 7→ det(gx), x ∈ X , which are in O(MX

d )GLd . Finally, let A be a commutative
ring, let D ∈ DetZ{X},d(A), and let u : O(MX

d )GLd → A be the morphism of rings corre-
sponding to D. Then D is the image of α1

X if and only if u extends to a morphism of rings
O(GLX

d )
GLd → A, which is equivalent to the condition that u(detx) ∈ A× for every x ∈ A. As

u(detx) = u(det(ρuniv(x))) = DA(x) for every x ∈ X , we get the conclusion.

We prove (ii). Let X be the underlying set of Γ. We have a commutative diagram

LPCΓ,d
αΓ //

� _

��

DetZ[Γ],d� _

��
LPC1

Γ,d
α1
X

// DetZ{X},d

and α1
X is injective by (i), so it suffices to check that the image of αΓ is DetZ[Γ],d.

For this, we check that the universal element of DetZ[Γ],d is in the image of αΓ. Let
φ : EX(d) ≃ (Γd

Z(Z{X}))ab → A := (ΓZ(Z[Γ]))ab be induced by the quotient map
π : Z{X} → Z[Γ]. The universal element D of DetZ[Γ],d is defined by D ◦ π = φ ◦ Duniv,
and its preimage by α1

X is the element Θ of LPC1
Γ,d defined by

Θn(f)(γ1, . . . , γn) = φ(Θuniv
n (f)(γ1, . . . , γn)),

where Θuniv = (α1
X)

−1(Duniv). It suffices to show that Θ satisfies condition (LPC2); we will then
have Θ ∈ LPCΓ,d(A) and αΓ(Θ) = D. Let n be a positive integer and γ1, . . . , γn+1 ∈ Γ. We want
to check that Θn(f)(γ1, . . . , γn−1, γnγn+1) = Θn+1(f̂)(γ1, . . . , γn+1) for every f ∈ O(GLn

d)
GLd .

As both sides are Z-algebra morphisms in f , it suffices to check it on generators of O(GLn
d)

GLd .
So, by results of Donkin (cf. [6, 3.1]), we may assume that

f(g1, . . . , gn) = Λk(gi1 . . . gir),

where k ∈ {1, . . . , n}, Λk is the kth coefficient of the characteristic polynomial (i.e.
Λk(g) = (−1)k Tr(Λkg)), r ∈ N and i1, . . . , ir ∈ {1, 2, . . . , n}. For every γ ∈ Γ, we denote
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by xγ the element of X corresponding to γ. For i ∈ {1, 2, . . . , n − 1}, we set yi = zi = xγi , and
we also set yn = xγnγn+1 , zn = xγnxγn+1; these are all elements of Z{X}. We then have

Θn(f)(γ1, . . . , γn−1, γnγn+1) = φ(Θuniv
n (f)(γ1, . . . , γn−1, γnγn+1))

= φ(f(ρuniv(xγ1), . . . , ρ
univ(xγn−1), ρ

univ(xγnγn+1)))

= φ(Λk(ρ
univ(yi1 . . . yir)))

and

Θn+1(f̂)(γ1, . . . , γn+1) = φ(Θuniv
n+1(f̂)(γ1, . . . , γn+1))

= φ(f̂(ρuniv(xγ1), . . . , ρ
univ(xγn+1)))

= φ(Λk(ρ
univ(zi1 . . . zir))).

As π ◦ det ◦ρuniv = φ ◦Duniv = D ◦ π as polynomial laws, we get a commutative diagram

Z{X}[t] det ◦ρuniv //

π⊗idZ[t]
��

EX(d)[t]

φ⊗idZ[t]
��

Z[Γ][t]
D
// (Γd

Z(Z[Γ]))ab[t]

As (π ⊗ idZ[t])(t− yi1 . . . yir) = (π ⊗ idZ[t])(t− zi1 . . . zir), we get that

(**) (φ⊗ idZ[t])(det ◦ρuniv(t− yi1 . . . yir)) = (φ⊗ idZ[t])(det ◦ρuniv(t− zi1 . . . zir)).

But, for every p ∈ Z{X}, we have

det ◦ρuniv(t− p) = td +
d∑

k=1

Λk(ρ
univ(p))td−k ∈ EX(d)[t],

so identity (**) implies that

φ(Λk(ρ
univ(yi1 . . . yir))) = φ(Λk(ρ

univ(zi1 . . . zir))),

as desired.

□
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