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A B S T R A C T

This article deals with the optimization of resonant plasmonic metasurfaces
through their surface-homogenized counterpart. The derivation of effective
transition conditions that takes into account the spatially varying geometries
is done using locally periodic surface homogenization. The resulting model
reduces the numerical cost of simulating these metasurfaces, thus allowing
to find their design using adjoint-based optimization methods. This new al-
gorithm is presented in details, together with various numerical examples to
asses its validity and compare its performance with the classical design based
on local phase matching.

1. Introduction

Metasurfaces are arrays of “meta-atoms” with thickness h and pattern size s much smaller than the wavelength λ0
of the incident waves [1, 2]. Despite their modest dimensions, these metasurfaces can have very significant effects on
the waves passing through them when their meta-atoms are resonant [3]. Through clever design, they have allowed
wavefront manipulations to realize deflectors, lenses, holograms and cloaking devices [4, 5, 6, 7, 8, 9].

Clever design suggests that some kind of optimization has been used and in practice, optimization by means of
simulating the actual metasurfaces can become prohibitively time-consuming. To avoid such brute-force optimiza-
tion, one classical strategy, that will be refereed to the local phase matching method (LPM) afterward, consists in
analyzing each meta-atom individually, with the intuitive idea that it will behave locally in the same way whatever the
configuration of the array in which it is located. An alternative, as developed in applied mathematics [10], consists
in replacing a whole real structure by an effective one thanks to homogenization. By nature, the effective structure is
simpler to simulate and therefore the optimization process is less expensive.

The analysis of periodic metasurfaces using the homogenization theory became classical in electromagnetism [2,
11, 12, 13, 14], acoustics [15, 16], elastodynamics [17, 18] and water waves [19, 20] and it results in effective jump
(or “transition”) conditions of the fields instead of their usual continuity relations (see Figure 1); the transition also
involve effective parameters that may be known explicitly or given by the resolution of simple elementary static
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problems. In electromagnetism, the general structure of the jumps are given by the so-called Generalized Sheet
Transition Conditions (GSTCs) and the effective parameters can be casted within tensors named surface susceptibility
tensors. When the meta-atoms have characteristics varying spatially along the metasurface, which is the case for
practical applications, periodic homogenization has to be adapted and this has lead to locally periodic (a.k.a. quasi-
periodic) homogenization [21, 22]. As we shall see in the present study, this results in effective jump conditions which
have almost the same structure as in the periodic case but involving spatially varying susceptibility tensors.

In this paper, we present optimization and homogenization-based design of plasmonic metasurfaces (i.e. made of
metallic meta-atoms sustaining local plasmonic resonances) in two dimensions and provide illustrative applications,
namely deflectors and flat lenses. Our analysis partly relies on a previous study [23] in which we determined the
GSTC susceptibility tensors for plasmonic metasurfaces in the periodic case. In section 2, we adapt this two-scale
homogenization approach to the locally-periodic case, when the properties of the meta-atoms are allowed to vary
slowly along the metasurface. Note that such homogenization has been developed fairly recently for non resonant
acoustic metasurfaces [24, 22] but the resonant case, although technically not more difficult, has not be addressed.
The optimization procedure, performed on the resulting homogenized metasurface, is detailed in section 3. For the
sake of completeness, the classical design based on local phase matching is also recalled. Finally, illustrative examples
of homogenization-based optimization on deflectors and lenses are presented in section 4, together with comparisons
with local phase-based optimal designs. In the cases reported, our optimization based on homogenization proved to
be significantly more efficient than optimization based on phase-matching.

2. Derivation of the quasi-periodic surface-homogenized model

Using the homogenization theory, a metasurface can be simplified into effective transition conditions using surface
susceptibilities χee and χmm. In this section, we will derive the spatially-dependent values of the susceptibilities for
quasi-periodic metasurfaces. The resulting transition conditions are summarized in section 2.7 and will be exploited
in sections 3 and 4 to quickly obtain the response of different metasurfaces subject to incident plane waves.

2.1. Modelization of a plasmonic metasurface

We consider metasurfaces that consist of an array of cells containing arbitrary-shaped metallic meta-atoms whose
properties (geometrical and/or material) are varying along the array and which is entirely surrounded by air1, as
represented in fig. 2 (top). All meta-atoms are made of a metal whose permittivity ε is such that Re[ε] < 0 and we
define the function εr(x) which, for any spatial position x = (x, y) associates ε inside a meta-atom and 1 otherwise.
We consider electromagnetic waves in the Transverse Magnetic (TM) polarization, i.e. with a magnetic field H = Huz

which is solution to the Helmholtz equation:

−k2
0H(x) = ∇ · C(x) and C(x) :=

1
εr(x)

∇H(x), (1)

where k0 = 2π/λ0 is the wavenumber and λ0 = 1 m a normalized wavelength.

ε χee

n

Fig. 1. Schematic representation of the effective model used for describing metasurfaces.

Since our analysis relies on an asymptotic expansion as the cell size goes to zero, we consider a sequence of metasur-
faces with decreasing cell size sη = λ0η when η → 0. To get such a sequence, we consider a smooth distribution of

1This choice allows us to focus on the effects of the meta-atoms rather than on the diffraction caused by the presence of different substrates.
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parameters ρ(x) which is increasingly more sampled as represented in fig. 3. In this paper, without loss of generality,
we will only consider circular meta-atoms and the (scalar) distribution ρ(x) will refer to one geometrical parameter:
the radius (relative to the cell size sη) of the meta-atom at position x. The homogenization theory will be used to find
the partial differential equation (PDE) and transition conditions verified by the field H as η goes to zero.

y
x εr(x)

zoom at x1

sη

ξy

ξx

εr(x1, ξx + 1, ξy) = εr(x1, ξ)
1

εr(x2, ξx + 1, ξy) = εr(x2, ξ)

zoom
at x2

Fig. 2. Geometry of the metasurfaces considered in this paper. (top) A metasurface made of circular meta-atoms with slowly-varying
radius surrounded by air. (bottom) At the microscopic level (fixed macroscopic coordinate x), the permittivity is locally periodic.

2.2. The near- and far- fields and their matching
To find the surface homogenized model, we will rely on a two-scale asymptotic expansion in which both the near

and far fields are expanded in series of η with the introduction of a microscopic variable ξ = (ξx, ξy) = x/η:

“near-field” A(x) =
∑
n≥0

ηnan(x, ξ) near the metasurface, (2)

“far-field” A(x) =
∑
n≥0

ηnAn(x) otherwise, (3)

where A (resp. a) represent either C or H (resp. c or h) and for all n, an is assumed to be periodic w.r.t. ξx with
period 1. In order to link the far fields values above and below the metasurface, we will use the following matching
conditions [13]:

A0(x,±0) = lim
ℓ→+∞

a0(x, ξx,±ℓ), (4)

A1(x,±0) = lim
ℓ→+∞

a1(x, ξx,±ℓ) ∓ ℓ∂yA0(x,±0). (5)

These conditions connect the far-fields values at y = ±0 to the near-fields values at infinity (ξy = ±∞). Note that these
relations also already tell us that A0 and A1 do not depend on ξx at ξy = ±∞.

D
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sηρ(x)

Fig. 3. Schematic definition of the sequence of metasurfaces
considered during the homogenization process for an arbi-
trary distribution ρ(x) on an interface Γ = (0, 1).

To take into account the quasi-periodicity of εr, we con-
sider a model of the permittivity which varies at the micro-
scopic scale (as in the periodic homogenization) and macro-
scopically with x to account for the slow change from cell to
cell. More precisely, we replace εr(x) with εr(x, ξ) such that
for all (x, ξ):

εr(x, ξ) =
{
ε if ξ ∈ Ω(x),
1 otherwise.

where D = (−1/2, 1/2) × R is the unit cell and the region
of the meta-atom is Ω(x) ⊂ D at position x. The definition
of Ω(x) is given by the distribution of parameters. For cir-
cular meta-atoms, we have Ω(x) = D(0, ρ(x)) where D(x, r)
is the disk centered at x of radius r. According to the as-
sumption of locally periodic arrangement, we consider ξx-
periodic condition (at each x value) as represented in fig. 2
(bottom), namely

εr(x, ξx + 1, ξy) = εr(x, ξx, ξy).
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2.3. Equations verified by the near and far fields
By injecting the far fields expansions of eq. (3) into eq. (1) and separating each power of η, we find that for all

index n ≥ 0 and x such that y , 0:

−k2
0Hn = ∇x · Cn and Cn = ∇xHn, (6)

where the differential operator is written as ∇ = ∇x. Expectedly, far from the metasurface, the field follows the
Helmholtz equation in free space. To fully describe the far fields, we need to connect the values above and below the
effective interface Γ = {x, y = 0} using the matching conditions of eqs. (4) and (5) and the values of the near fields at
infinity.

Thanks to the dependency of the different near fields a = h, cx, cy on both x and ξ, the differential operator writes as
∇xa = ∂xaux +

1
η
∇ξa. Injecting the near field expansions of eq. (2) up to the first order into eq. (1) and separating the

terms in front of η−1 and η0 (note that the first order truncation results in missing terms at the order η1 but this power
of η is not considered hereafter) lead to the following equations inD:

0 = ∇ξ · c0, (7)

−k2
0h0 = ∂xc0

x + ∇ξ · c
1, (8)

0 = ∇ξh0, (9)

c0 =
1
εr

(
∂xh0ux + ∇ξh1

)
. (10)

These equations describe the near field propagation up to the first order.

2.4. Jump conditions at the order 0
From eq. (9), we can deduce that the zero-th order near field h0 does not depends on ξ. The matching condition

of eq. (4) then gives h0(x, ξ) = H0(x, 0) for all ξ and therefore that

H0(x,+0) − H0(x,−0) = 0. (11)

To find the jump condition on C0
y , as we shall work with diverging integrals, we define

Dℓ = (−1/2, 1/2) × (−ℓ, ℓ) ,

with ℓ > 0 large enough so that Ω(x) ⊂ Dℓ (and Dℓ → D for ℓ → +∞). Integrating eq. (7) over Dℓ and passing to
the limit when ℓ → +∞ in eq. (4) provides

C0
y(x,+0) − C0

y(x,−0) = 0. (12)

Note that contrary to h0, c0
y is not constant inD as it depends on h1 according to eq. (10).

2.5. The elementary solutions and the jump conditions at order 1
To find the jump conditions at order 1, we start by injecting eq. (10) into eq. (7) and use eq. (4) with A = C, a = c

to get that: 
∇ξ ·

[
1

εr(x, ξ)

(
∂xH0(x, 0)ux + ∇ξh1(x, ξ)

)]
= 0 in D

lim
ξy→±∞

∂ξy h
1(x, ξ) = C0

y(x, 0)
, (13)

given that εr = 1 at ξy = ±∞ and using eqs. (11) and (12). Equation (13) show that h1 depend linearly on both
∂xH0(x, 0) and C0

y(x, 0), hence (h1, c0) can be decomposed as

h1(x, ξ) = Qx(x, ξ)∂xH0(x, 0) + (Qy(x, ξ) + ξy)C0
y(x, 0), (14)

c0(x, ξ) =
1
εr

[
∂xH0(x, 0)ux + ∇ξQx(x, ξ)∂xH0(x, 0) + (∇ξQy(x, ξ) + uy)C0

y(x, 0)
]
, (15)
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where Qι for ι = x, y are the elementary solutions to
∇ξ ·

[
1
εr

(
∇ξQι + uι

)]
= 0 in D

lim
ξy→±∞

∂ξyQι = 0
. (16)

The elementary problems in eq. (16) provide the static response of the meta-atom to external excitations coming from
each spatial direction and can be numerically solved using, for example, the finite element method2. From a physical
point of view, the decompositions of eq. (14) explains that, at first order, the near field is approximately given by the
quasi-static response of the meta-atoms. This approximation is valid for meta-atoms made of dielectrics with low
optical indices or metals with negative permittivities such as the one considered in this study and for which localized
surface plasmon resonances may appear.

2.6. Values at infinity of the first order near fields
In this section, we introduce for any function a of ξy (and ℓ large enough so that Ω(x) ⊂ Dℓ) the jump

JaKξy=ℓ = a|ξy=+ℓ − a|ξy=−ℓ.

From the decomposition of the first order near field in eq. (14) we find that:
q

h1y
ξy=ℓ
= JQxKξy=ℓ ∂xH0(x, 0) + JQy + ξyKξy=ℓ C0

y(x, 0) + 2ℓC0
y(x, 0).

From the matching condition of eq. (5) and taking ℓ → +∞, it follows that

H1(x,+0) − H1(x,−0) = JQxKξy=∞ ∂xH0(x, 0) + JQyKξy=∞ C0
y(x, 0). (17)

To obtain a similar transition condition on Γ for C1
y , we first need to integrate eq. (8) overDℓ:

−k2
0

∫
Dℓ

dξH0(x, 0) −
∫
Dℓ

∂xc0
x dξ =

q
c1

y

y
ξy=ℓ
. (18)

By injecting in eq. (18) the decomposition of eq. (15), it results that
q

c1
y

y
ξy=ℓ
= −k2

02ℓH0(x, 0) − (I0 + I1 + I2)

where

I0 =

∫
Dℓ

∂x

(
1
εr
∂xH0(x, 0)

)
dξ =

[
2ℓ +

(
1
ε
− 1

) ∫
Ω(x)

dξ
]
∂xxH0(x, 0),

I1 =

∫
Dℓ

∂x

(
1
εr
∂ξxQx∂xH0(x, 0)

)
dξ,

I2 =

∫
Dℓ

∂x

(
1
εr
∂ξxQyC0

y(x, 0)
)

dξ.

From the matching condition of eq. (5) when ℓ → +∞ it follows that:

C1
y(x,+0) − C1

y(x,−0) =
q

c1
y

y
ξy=∞
+ 2ℓ∂xxH0(x, 0) + 2ℓk2

0H0(x, 0),

and eventually

C1
y(x,+0) − C1

y(x,−0) = −∂x

[( (
1
ε
− 1

) ∫
Ω(x)

dξ +
∫
D

1
εr
∂ξxQx dξ

)
∂xH0(x, 0)

]
− ∂x

(∫
D

1
εr
∂ξxQy dξC0

y(x, 0)
)
. (19)

2Note that an additional constraint such as
∫
D
Qι dξ = 0 must be added to have well-defined elementary problems as they are described up to a

constant. This is not a problem in practice since only the gradient of Qι will be significant in the final formulas.
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2.7. Final transition condition up to the first order
The final transition conditions are obtained considering H ≃ H0 + ηH1 and C ≃ C0 + ηC1, that is to say a model

valid up to the first order. Such fields (C,H) satisfies Helmholtz equation as each term does, from eq. (6). Next,
gathering eqs. (11), (12), (17) and (19), we obtain transition conditions valid up to terms in o(η2). We give below their
expression in terms of Generalized Sheet Transition Conditions (GSTC) [13, 25]

JHK = χxx
ee

{
Cy

}
− χ

xy
ee∂x {H} ,

JCyK = ∂x

(
χ

yy
ee∂x {H}

)
− ∂x

(
χ

yx
ee

{
Cy

})
,

(20)

(21)

where we have defined the jump and mean operators on the effective interface Γ as:

JAK = A(x,+0) − A(x,−0) and {A} =
A(x,+0) + A(x,−0)

2
.

The electric surface susceptibilities are explicit; they take the form:

χxx
ee = ηBy(x), χxy

ee = −ηBx(x), χyx
ee = ηCy(x), χyy

ee = η

(
1 −

1
ε

)
S(x) − ηCx(x),

where we have defined the geometrical parameter S(x) as the area ofΩ(x) and the parameters (Bι(x),Cι(x)) for ι = x, y
are determined by the elementary problems Qι (solutions to eq. (16)) and given by

Bι(x) = JQιKξy=∞ , Cι(x) =
∫
D

1
εr
∂ξxQι dξ.

Contrary to periodic surface homogenization, the tangential derivatives in eq. (21) contain the χyy
ee, χyx

ee susceptibilities
and thus partially accounts for local variations in the meta-atoms geometries. For symmetric meta-atoms such as the
disks considered in this paper, we can show that the out-of-diagonal susceptibilities vanishes; that is χxy

ee = χ
yx
ee = 0.

2.8. Finite element implementation
In the periodic case where the susceptibilities are constants, the GSTCs of eqs. (20) and (21) can be solved

analytically (see Appendix A for the normal incidence case). For non constant susceptibilities, the effective transition
conditions can be implemented in the Finite Element Method (FEM) [13] or with modal methods [22] and used as a
mean to simplify the simulation of quasi-periodic metasurfaces since the meta-atoms geometries does not need to be
meshed. Such an implementation then requires the weak formulation verified by the effective field.

Since the real field H verifies −∇ ·
(

1
εr
∇H

)
− k2

0H = 0 in a domain O ⊂ R2, we find using an integrating by parts that
for any test function ϕ, ∫

O

1
εr
∇H · ∇ϕ∗ − k2

0Hϕ∗ dx −
∫
∂O

1
εr
∂nHϕ∗ dx = 0,

where n is the normal exterior to O. When considering the GSTCs, integration by parts on both parts O∩ (R×R±) of
O around Γ shows that the effective field H verifies∫

O

∇H · ∇ϕ∗ − k2
0Hϕ∗ dx −

∫
∂O

∂nHϕ∗ dx +
∫
Γ

J∂yHϕ∗K dx = 0,

where Γ = {x ∈ O, y = 0}. On the effective interface, eqs. (20) and (21) gives that
{
∂yH

}
= JHK /χxx

ee and J∂yHK =
∂x

(
χ

yy
ee∂x {H}

)
when χxy

ee = χ
yx
ee = 0. This allows to write the boundary integral as3:∫

Γ

J∂yHϕ∗K dx =
∫
Γ

{
∂yH

}
Jϕ∗K + J∂yHK {ϕ∗} dx =

∫
Γ

1
χxx

ee
JHK Jϕ∗K − χyy

ee∂x {H} ∂x {ϕ
∗} dx.

3Note that the terms on ∂Γ coming from the integration by part on Γ are ignored as they are equal to zero when considering an infinite or
macro-periodic metasurface as in section 4
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The other boundary integrals on ∂O depend on the considered problem and will be detailed in sections 4.1.1 and 4.2.1.
It should be noted that GSTCs involve a discontinuity of the field on Γ and thus require the use of different degrees of
freedom for values of H above and below Γ.

3. Design of plasmonic metasurfaces

In this section, we will present two methods which can be used to design a metasurface made of circular plasmonic
meta-atoms4. We first precisely define in section 3.1 the type of metasurfaces that will be considered in the remainder
of this article. We then present in section 3.2 the standard heuristic method used to design such metasurfaces which
consists in matching the local phase induced by the meta-atoms with the desired phase changes. Finally in section 3.3
we introduce a new method which may improve the heuristic design through simulations of the whole metasurface,
something that is made possible using the effective transition conditions that were determined in section 2. The
next section 4 will then present examples using this second approach and compare the resulting designs to those of
the method based on local phase changes.

3.1. Definition of the metasurfaces that we want to design
The goal of a metasurface is to control the transmitted and reflected waves on its surface. Without loss of general-

ity, we will only consider in this article the case of metasurfaces acting in reflection (this choice is justified in Appendix
A and Appendix B), placed at a distance d = 0.45λ0 from a perfect electric conductor (PEC) as represented in fig. 4
and working at the normalized wavelength λ0 = 1m. The meta-atoms will all be metallic disks made from an artificial
material of permittivity ε = −1.05−0.001i5 and varying relative radius between rmin = 0.05 and rmax = 0.2 inside cells
of size sη = λ0η with η = 1/20. The effective interface that replaces the metasurface will be denoted by Γ = {x, y = 0}.
The distribution of radius on Γ will be given by the function x 7→ ρ(x) ∈ (rmin, rmax). Note that for a real metasurface,
we may also consider a distribution ρ(x) which will then be constant inside segments of size sη.

y

x

Hinc Hsc

PEC

d

Fig. 4. Schematic representation of the plasmonic metasurfaces working in reflection that we want to design in this study.

As we will only consider normal incident plane waves, the field H below the metasurface can be expanded as

H = Hinc + Hsc with Hinc(x, y) = e−ik0(y−y0) (22)

where Hinc is the fixed incident field, Hsc the scattered (a.k.a. reflected) part of H and Γ0 = {x, y = y0} an arbitrary
plane below the metasurface. Our goal is to design the metasurface, i.e., to choose the radius ρ(x) of each meta-atom
that composes the metasurface in order to obtain a desired reflected field H⋆sc.

3.2. Heuristic design based on local phase changes
The design method that we will present here is based on two features: on one hand, in section 3.2.1, a heuristic

allowing to locally link the reflected field at x to ρ(x) and, on the other hand, in section 3.2.2, a matching of the
reflected phase with the desired one. The whole procedure will be called the Local Phase Matching (LPM) method,
and the resulting design referred to the “LP-based” one.

4These methods can be readily extended to any other geometric parameterization of the meta-atoms.
5It should be noted that for classical metals like gold and silver in the visible range, the permittivity is given by a Drude model and the absorption

−Im[ε] is higher than the one used here, see [23].
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3.2.1. Field calculation on a unit cell
To simplify the calculation of Hsc for any distribution ρ(x), one classical heuristic is to consider that the field

reflected by a meta-atom does not depend on the different radius of its neighbors. In other words, that Hsc(x, y) can
be obtained by simulating the unit cell at position x while considering that it is placed in a periodic metasurface, i.e.
using periodic boundary conditions.

0.05 0.1 0.15 0.2
Relative radius r

A
m

pl
itu

de
R

r

Phase
ϕ

r

1
3
4
1
2
1
4

0

π

π
2

0

- π2
-π

Periodicity
H(0, y) = H(sη, y) d

|y0|

PEC (∂yH = 0)

Equations (22) and (24) ⇒ ∂yH − ik0H = −2ik0

sηr
y = 0

Fig. 5. (left) Boundary conditions for the simulation of a circular meta-atom with relative radius r inside a periodic metasurface of period
sη as considered in section 3.1. First-order scattering boundary condition (SBC) are used on the injection plane Γ0. (right) Amplitude and
phase of the reflection coefficient obtained by solving the Helmholtz equation in the periodic domain with varying meta-atom radius.

We denote by Hr
sc(x, y) the field scattered by a periodic metasurface of circular particles with radius r when a normal

incident plane wave is considered. Since the period sη of a cell is much smaller than the wavelength, the reflected
field follows Snell’s law and the field Hr

sc is an (outgoing) plane wave in the normal direction. As such, sufficiently
far from the metasurface, the evanescent fields are essentially equal to zero and we have Hr

sc(x, y) = Hr
sc(y). We then

considers that at y0 ≪ 0:

Hsc(x, y0) = Hρ(x)
sc (y0). (23)

The values of (Rr, ϕr) for different radius r have been computed in fig. 5 (right) where

Hr
sc(y0) = Rre−iϕr

. (24)

3.2.2. Local phase matching method
According to eqs. (23) and (24), the scattered field Hsc is equal to the desired one H⋆sc at y0 if ρ(x) is such that

H⋆sc(x, y0) = Rρ(x)e−iϕρ(x)
.

The LPM (also called UCM in [26]) then proposes to find the distribution of radius by matching the phases of the two
terms in this equality. Defining H⋆sc(x, y0) = R⋆(x)e−iϕ⋆(x), we then search for ρ(x) such that ϕ⋆(x) = ϕρ(x).

If the function r 7→ ϕr is bijective from r ∈ (rmin, rmax) into (−π, π) then the design can be obtained, as illustrated
in fig. 6, with:

(r 7→ ϕr)−1 ◦ ϕ⋆(x) = ρ(x).

Three points should be kept in mind:

• To ensure that we can always find a distribution of radius no matter what the desired reflected field is, it is
necessary to have a function r 7→ ϕr which spans all phases between −π and π. This can be achieved by
considering a set of radius around a plasmonic resonance (the choice of radius in fig. 5 is further explained
in Appendix B).

• When Im[ε] = 0, the reflection coefficient R is always equal to unity which is the ideal case for applying the
LPM. In practice however, real materials always have some losses (as in fig. 5) and this method does not take
them into account.

• The LPM is only valid for meta-atoms having a very weak coupling with its neighbors.
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Fig. 6. Schematic representation of the LPM used to design a meta-deflector: (a) Define the expected phase ϕ⋆sc(x) (see section 4.1.2). (b)
Compute the inverse function of r 7→ ϕr (cf. fig. 5) to find which radius is associated to which phase. (c) Find the distribution using the
composition ρ(x) = (r 7→ ϕr)−1 ◦ ϕ⋆(x). The radius of a meta-atom centered at x is then obtained by sampling the resulting graph at x.

In fig. 7 (left) we have represented the reflected field that is expected according to the LPM.

R
e[

H
sc

] [
A
/m

]

-1

1

Direct simulationLocal phase-based design

≃ 10.5°

≃ 65.4°

Fig. 7. (left) Design of the meta-deflector resulting from the procedure of fig. 6 and local fields calculated for each meta-atom by solving the
Helmholtz equation with periodic boundary conditions as in fig. 5 (left). Note that the jump of the field in the middle of the domain comes
from the fact that the function r 7→ ϕr does not exactly cover the whole (−π, π) interval and thus (r 7→ ϕr)−1 is constantly extrapolated as
can be seen in fig. 6 (b). (right) Direct simulation of the designed metasurface (110 meta-atoms with radius sampled from fig. 6 (c)) using
the model presented in section 4.1.1.

Note that a small modification of the field is also applied to preserve the wavevector modulus. Indeed, far below
the metasurface, the scattered field in each cell is assumed to be of the form Hr

sc(x, y) = e−i(ϕr−k0(y−y0)). In the case



10 N. Lebbe, K. Pham and A. Maurel / preprint submitted to Journal of Computational Physics (2023)

of fig. 7, ϕ⋆(x) = k0 sin(θ)x (see next section 4.1.2) meaning that:

Hsc(x, y) = e−ik0(sin(θ)x−(y−y0)),

which is a plane wave with a wavenumber different than k0. That is why instead of representing Hρ(x)
sc in each cell, we

are modifying the y component of the wavevector by showing H̃ρ(x)
sc = Hρ(x)

sc e−ik0(y−y0)eikρ(x)
y with k2

0 = |ϕ
ρ(x)|2 + |kρ(x)

y |
2.

Even though this method can be really efficient as in fig. 7 (top), it fails on more difficult test cases as in fig. 7 (bottom)
(higher reflection angle) and we will see that its performances can be improved with our new method.

3.3. Optimal design through numerical simulations of the effective model
We will now detail the new optimization method that we have developed and which is based on the developments

of surface homogenization presented in section 2. The core of this method is similar to the one used for the optimiza-
tion of mechanical structures with volume homogenization [21, 27, 28] but it has not, to the best of our knowledge,
been applied to surface-homogenized resonant metasurfaces. The main steps are illustrated in fig. 8 and each of them
are detailed in the following subsections.

• Define ρ0 using the
LPM, cf. section 3.2.
• Set n = 0.

Get the gradient G(ρ̃n)
using adjoint calcula-
tion, cf. section 3.3.1.

• Define the stepsize εn
as in section 3.3.2.
• Update the distribu-
tion ρn+1=ρn+εnG(ρ̃n).

Preprocessing Post-processing

Compute the ele-
mentary problems
Qι from eq. (16) to
find the suscepti-
bilities χ

xi x j
ee (r) for

all r ∈ (rmin, rmax)
using the results
of section 2.7.

Sample the opti-
mized distribution
ρI+1 to find the ra-
dius of each meta-
atom.

Get the smooth distri-
bution ρ̃n = K(ρn) by
solving eq. (26).

Compute the effective
field Hsc(ρ̃n) using the
FEM, cf. section 2.8.

Optimization

Set n = n + 1.

if n < I

start if n = I, stop

Fig. 8. Schematic steps of the homogenization-based optimization algorithm.

In order to apply any numerical optimization algorithm, one key element is the definition of a figure of merit
(a.k.a. an objective function) F(ρ) which describes the performance of a metasurface with radius distribution ρ and
that we want to maximize. In all generality, it is possible to consider F(ρ) = −∥Hsc(ρ) − H⋆sc∥, that is to minimize the
difference (for a given norm) between the field Hsc(ρ) associated with ρ and the expected field H⋆sc. The presentation
of our algorithm in this section does not depend on the definition of this function F(ρ) and we will see in section 4
that more judicious figures of merit can be considered. Since F(ρ) depends on the value of the field Hsc(ρ), its
evaluation requires numerical simulation of the metasurface. This is where the effective transition conditions GSTCs
obtained in section 2 come into play as they will allow to accelerate the simulations. We will therefore consider the
maximization of a functional F(ρ) which involves the effective reflected field (again denoted by Hsc(ρ) to simplify the
notations).

In addition, it should be noted that the simulation of Hsc(ρ) for any distribution ρ depends on the values of the
susceptibilities for different meta-atom radius. This implies that before performing any effective simulation of a quasi-
periodic metasurface, the susceptibilities associated to all possible meta-atom radius have to be computed through the
simulation of the elementary problems defined in eq. (16). We will now assume that the functions χxx

ee (r) and χyy
ee(r)

for any radius r ∈ (rmin, rmax) are known. These two susceptibilities are represented in fig. 9 with the same physical
parameters as in fig. 5.

3.3.1. Sensitivity with respect to a distribution of geometrical perturbations
To find the optimal distribution ρ : Γ → (rmin, rmax), we will consider a gradient-based algorithm for which it is

necessary to derive the first order Taylor expansion of the figure of merit F with respect to ρ. This expansion will take
the form

F(ρ + ϵρ̃) = F(ρ) + ϵF(ρ)′(ρ̃) + o(ϵ) where F(ρ)′(ρ̃) =
∫
Γ

G(ρ)ρ̃ dx. (25)
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Fig. 9. Surface susceptibilities associated with the circular meta-atoms of section 3.1 obtained by solving the elementary problems of eq. (16)
for different radius.

This formula will be referred to the sensitivity of F(ρ) with respect to a distribution of radius perturbations ρ̃. Consid-
ering a sufficiently small positive value ϵ and a perturbation of the form ρ̃ = G(ρ) lead to F(ρ)′(ρ̃) =

∫
Γ
|G(ρ)|2 dx > 0

(when G(ρ) , 0) and thus to a new design ρ + ϵρ̃ with better performances as F(ρ + ϵρ̃) > F(ρ).

Since the expression of the gradient G(ρ) depends on the problem at hand, its derivation will be the treated
separately in Appendix C. In general, since ρ is an infinite-dimensional vector function (or at least an element of an
high-dimensional space after numerical discretization), the calculation of the gradient G(ρ) is made possible by the
introduction of an “adjoint” field whose solution is given by the Helmholtz equation with source terms depending on
the objective function under consideration.

3.3.2. Gradient-based algorithm
Once the expression of G(ρ) can be evaluated, it only remains to use it iteratively to find metasurfaces with in-

creasingly high performances. Starting from a distribution ρ0 such as the design obtained by the LPM of section 3.2.2,
we will iteratively compute Hsc(ρn) – the effective reflected field associated with ρn – and deduce a new distribution
ρn+1 = ρn + ϵnG(ρn).

Different techniques can be used to control the step ϵn during the gradient algorithm. In our optimization, we set
ϵn at each iteration using ϵn = γn/∥G(ρn)∥L∞ with γ0 = 0.001 and γn+1 equal to 0.5γn if the new objective value is
below the previous one or 1.1γn otherwise. This simple procedure allows to accelerate the convergence of the method
by considering larger steps as long as it increases F(ρn) but can lead to a decrease of the objective function between
two consecutive iterations when the step becomes too large.

After a fixed number I of iterations, the continuous distribution of radius ρI is sampled at values of x spaced by a
distance sη (the size of a cell) in order to find the design of the real metasurface.

3.3.3. Discretization & regularization of the distribution
Numerically, the distribution ρ will need to be discretized. We have chosen to define it as a piecewise linear (P1)

function on Γ using the same mesh as the one used in the GSTCs simulations. Since this can induce rapid variations
of ρ(x) on two adjacent cells, we rely on a smoothed (or “filtered”) version K(ρ) solution of [29, Section 3]:

−ν∂xxK(ρ) + K(ρ) = ρ on Γ, (26)

with ν > 0 a small parameter equal to (2η)2 in our examples. The borders of Γ are either terminated with periodic (for
the deflectors of section 4.1) or Neumann boundary conditions (for the lenses of section 4.2). By linearity of K, the
first-order expansion of F ◦ K is given by

F(K(ρ + ϵρ̃)) = F(K(ρ)) + ϵ
∫
Γ

G(K(ρ))K(ρ̃) dx + o(ϵ).

A perturbation ρ̃which improve the design is then given by ρ̃ = G(K(ρ)). Indeed, replacing ρ in eq. (26) with G(K(ρ)),
multiplying by K(G(K(ρ))) and integrating by parts shows that

∫
Γ

G(K(ρ))K(G(K(ρ))) dx ≥ 0. In practice, this mean
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that we can simply use the smoothed version K(ρ) of ρ in all the calculations to always consider regular distributions
during the optimization. The final design is obtained by sampling K(ρI) instead of ρI .

4. Numerical examples

We will now use the two methods presented in section 3 to show the benefits of fast simulations based on the
effective transition conditions obtained in section 2 to design plasmonic metasurfaces. The numerical algorithm
described in section 3.3 will be applied to obtain two classes of metasurfaces, namely deflectors in section 4.1 and
lenses in section 4.2, as well as more convoluted test cases showing the versatility of our approach on examples which
cannot be treated with the classical method presented in section 3.2. For each example, a particular attention is paid
in sections 4.1.1 and 4.2.1 to the modeling of the considered situations in order to properly simulate their behavior
and to calculate the gradients required for the optimization method as explained in section 3.3.1.

4.1. Metadeflectors

The first examples of this section will consider the optimization of metadeflectors, i.e. metasurfaces reflecting
an incident wave at an angle different from the one predicted by Snell’s law. As we have seen in section 3.2.2
with eq. (33), a perfect deflector has to generate a reflected phase following ϕsc(x) = k0 sin(θ)x modulo 2π, i.e.
periodic with period 2π/(k0 sin(θ)) = λ0/ sin(θ). We will therefore consider macro-periodic metasurfaces whose
modeling is explained in section 4.1.1.

4.1.1. Modelization of a macro-periodic metasurface
Let us consider a macro-periodic metasurface of period w, i.e. for which the permittivity verifies εr(x + wux) =

εr(x). The simulation domain is then given by O = (−w/2,w/2)× (y0, d) with d the distance between the metasurface
and a perfectly reflecting surface as shown in fig. 10.

PEC (∂yH = 0)

Periodicity

Γ0 constraint of eq. (30)

w

y = 0

x = −w
2

x

y

d

y = y0

Fig. 10. Schematic representation and boundary conditions
verified by the field H in the macro-periodic metasurfaces con-
sidered in section 4.1.

Since we consider waves under normal incidence, the elec-
tromagnetic excitation verifies the same periodicity w and
Floquet’s theorem allows us to express the field on a plane
Γ0 = (−w/2,w/2) × {y0} as

H(x, y0) = Hinc(x, y0) + Hsc(x, y0) (27)

with

Hinc(x, y) = H↑0(x, y) and Hsc(x, y) =
∑

n

RH
n H↓n(x, y),

where RH
n is the n-th order of reflection. The associated

“modes” are defined as:

H↑n(x, y) := Ane−i(kx,n x+ky,n(y−y0)),

H↓n(x, y) := Ane−i(kx,n x−ky,n(y−y0)),

in which An = (ω0µ0/(ky,nw/2))
1
2 is a normalization of the modes power and the wavevectors kn = (kx,n, ky,n) are

defined by:

kx,n :=
2π
w

n = k0 sin(θn) and ky,n :=
√

k2
0 − k2

x,n. (28)

For a given macro period w, only a subset of modes - the ones such such that |kx,n| < k0 - are propagative and define the
deflection angles achievable by the macro-periodic metasurface. The other modes are evanescent and exponentially
decaying to infinity. Note that from a numerical point of view, all sums on the reflection orders are truncated to keep
only the propagative modes. For an injection plane Γ0 sufficiently far from the metasurface, the evanescent modes are
close to zero and the truncation has little influence on the simulation result.
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The weak formulation associated to this problem will simultaneously solve for the field H in the open domain O as
well as the order of reflections RH = (RH

n )n defining the reflected field on Γ0. Following the presentation in section 2.8,
the field H is solution for all test functions ϕ of:∫

O

1
εr
∇H · ∇ϕ∗ − k2

0Hϕ∗ dx +
∫
Γ0

∂yHϕ∗ dx = 0,

where the boundary integrals are reduced to Γ0 thanks to the PEC at y = d which give that ∂nH = 0 and the periodicity
of the domain. Using the decomposition of eq. (27) and equivalently for the test functions that

ϕ(x, y0) =
∑

n

RϕnH↓n(x, y0), (29)

we can write:∫
Γ0

∂yHϕ∗ dx = −i
∫
Γ0

k0A0 −
∑

n

ky,nRH
n Ane−ikx,n x

 ∑
n

(Rϕn)∗Aneikx,n x

 dx = −iwk0A2
0(Rϕ0)∗ + iw

∑
n

ky,nA2
nRH

n (Rϕn)∗.

This is summarized by saying that H is solution for all ϕ which verifies eq. (29) of:

aεH(H, ϕ) + aR(RH,Rϕ) = l0(Rϕ) with the constraint H(x, y0) = H↑0 +
∑

n

RH
n H↓n, (30)

where the linear and sesquilinear forms are given by (note that the aR and ln forms together with the constraint on Γ0
are similar to the one implemented in the COMSOL “periodic port” feature [30]):

aεH(H, ϕ) :=
∫
O

1
εr
∇H · ∇ϕ∗ − k2

0Hϕ∗ dx,

aR(RH,Rϕ) := iw
∑

n

ky,nA2
nRH

n (Rϕn)∗,

ln(Rϕ) := iwky,nA2
n(Rϕn)∗.

Equivalently, the effective field H is found to be the solution to:

aH(H, ϕ) + aR(RH,Rϕ) + bΓ(H, ϕ) = l0(Rϕ) with the constraint H(x, y0) = H↑0 +
∑

n

RH
n H↓n, (31)

in which we have defined (note that the derivation of the bΓ form was performed in section 2.8):

aH(H, ϕ) :=
∫
O

∇H · ∇ϕ∗ − k2
0Hϕ∗ dx,

bΓ(H, ϕ) :=
∫
Γ

1
χxx

ee (ρ)
JHK Jϕ∗K − χyy

ee(ρ)∂x {H} ∂x {ϕ
∗} dx. (32)

Finally, note that the constraints in eqs. (30) and (31) are numerically solved thanks to the addition of a Lagrange
multiplier (a periodic scalar field) on Γ0.

4.1.2. Local phase-based design
A perfect deflector by an angle θ is defined with a scattered field given by:

H⋆sc(x, y) = e−ik0(sin(θ)x−cos(θ)(y−y0)).

The desired phase on Γ0 must then follows

ϕ⋆deflector(x) = k0 sin(θ)x modulo 2π. (33)

The domain being macro-periodic, only angles of the form θ = θn := arcsin(nλ0/w) (see eq. (28)) are propagative and
will be considered hereafter. The metasurface design can then be obtained with the LPM as illustrated in fig. 6.

Note that the expected phase given in eq. (33) can also be derived from the generalized Snell’s law [3] which states
that the reflection of a normal incident plane wave into an angle θ can occur if sin(θ) − sin(0) = 1/k0∂xϕ(x) (in the
air), that is to say if ϕ(x) = k0 sin(θ)x.
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4.1.3. Sensitivity of an order of reflection
In order to apply the method introduced in section 3.3, we explained that it is necessary to define an objective

function that need to be maximized and to determine its sensitivity w.r.t. a perturbation of the radius distribution.
Thanks to the order of reflections in eq. (27), we can define an optimal metadeflector in the angle θN as the metasurface
with radius distribution ρ which maximizes

Fdeflector(ρ) := |RH
N |

2. (34)

The full derivation of the gradient’s expression is performed in Appendix C.1 and the result is summarized below.
The gradient associated with eq. (34) is given by:

Gdeflector(ρ) = Re
 (RH

N)∗

iwky,N |AN |
2

(
(χxx

ee )′(ρ)
(χxx

ee )2(ρ)
JHK JpK + (χyy

ee)′(ρ)∂x {H} ∂x {p}
) , (35)

in which (p,Rp) is an “adjoint” state solution to:

aH(p, H̊∗) + aR(Rp, R̊H∗) + bΓ(p, H̊∗) = l−N(R̊H∗).

Remark: Our choice of modeling allows for a physical interpretation of the adjoint state; p is the field obtained when
injecting the −N-th mode (keep in mind that, following our definitions, the upward −N-th mode corresponds to the
same angle as the downward N-th mode that we want to obtain). The same may not be true with different boundary
conditions for wave injection and absorption. Nevertheless, an adjoint state can always be found using the same
procedure as detailed in this section or by using automatic differentiation methods [31].

We will now compare the local phase-based designs of metadeflectors with the one obtained using our new method.

4.1.4. Classical deflectors
We start by optimizing metadeflectors in reflection for the order of reflection 1 to 5 using I = 100 iterations for

our optimization method presented in section 3.3. The geometrical and physical parameters of both the metasurface
and meta-atoms are given in section 3.1. The macro-period w defined in section 4.1.1 is w = 5.5λ0. The optimization
takes around 3 minutes per design and the results are summarized in fig. 11 and table 1 (note that the direct simulation
of the final design takes more than half a minute compared to approximately 2 seconds for the effective simulations
during the optimization).

N 1 2 3 4 5

LP-based design 0.76 0.71 0.59 0.59 0.49

H-based design 0.79 0.80 0.82 0.80 0.78

Improvement +4% +12% +39% +35% +58%
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Table 1. (left) Comparison of the deflectors (values of |RH
N | using direct simulations) obtained using either the LPM or the optimized

designs. (right) Convergence graph for the different deflectors (values of |RH
N |

2 at each iteration using the effective model). Note that the
simulations using LPM give different results than the zero-th iteration of the numerical optimization because (1) the algorithm considers
the regularized distribution of section 3.3.3 and thus initially K(ρ0) , ρ0 (2) the convergence graph presents effective simulations while the
table only shows the results of direct simulations of real metasurfaces.

We can see improvements from the initial design obtained with the LPM which is more and more important as
we are taking higher orders of reflection. This is most likely due to the fact that for high diffraction orders, the LPM
design varies rapidly as a function of x and thus depends strongly on local interactions between adjacent meta-atoms
that are not taken into account by this method.
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Fig. 11. LPM (third line) and optimized (fourth line) designs of the deflectors in reflection obtained with the optimization algorithm
of section 3.3, deflecting a normal incident plane wave into the N-th order of reflection for N = 3 to 5.

4.1.5. Multiple wavelengths
In this second example, we consider the optimization of a deflector working at two different wavelengths. More

precisely, we want to maximize the amplitude of two different order of reflections R
Hλ1
N1

and R
Hλ2
N2

associated with the
fields Hλι solution to the Helmholtz equation at the wavelengths λι by maximizing the objective function:

Fmulti-deflector(ρ) := |R
Hλ1
N1
|2 + |R

Hλ2
N2
|2. (36)

The LPM cannot be used here because there is not a single input and output field; we must find a compromise between
the two required wavefronts. By linearity, the gradient of eq. (36) is obtained as the sum of two eq. (35). In fig. 12
we show the result of our optimization after I = 250 iterations starting with ρ0(x) = (rmax + rmin)/2. The same macro-
periodic domain (w = 5.5λ0) as in section 4.1.4 is considered with λ1 = λ0, N1 = 4 and λ2 = 2λ0,N2 = −2 (which
corresponds to a deflection by an angle of θ = ± arcsin(|N1|λ1/w) ≃ ±46.7°). Note that for simulations at λ2 there are
only 5 propagative modes while for λ1, 11 must be accounted for.

4.2. Metalenses

The second class of metasurfaces that will be considered in this paper are metalenses, i.e. metasurfaces that reflect
the incident wave by focusing it at a fixed focal point x0 = (0, f0) with f0 < 0. Contrary to metadeflectors, these meta-
surfaces are not macro-periodic and therefore require a different modeling which will be the subject of section 4.2.1.
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Fig. 12. Optimized metasurface in reflection which deflect a normal incident plane wave by ±46.7°depending on the wavelength.

4.2.1. Modelization of a metasurface in open space
We consider a metasurface in reflection with finite-size w. In the case of deflectors, it was possible to truncate the

domain using the macro period and a decomposition of the reflected field coming from the Floquet theorem. In the
case of lenses, it is necessary to consider the propagation of waves in a theoretically infinite domain. To do this, we
still consider the decomposition of the total field using a fixed incident and unknown reflected field:

H = Hinc + Hsc with Hinc(x, y) = e−ik0(y−y0) and Hsc which verifies radiation conditions at infinity.

PEC (∂yHref = −∂yHinc)

w

y=0

x = −w
2
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d

y=y0

PM
L

Fig. 13. Schematic representation and boundary conditions
verified by the field Hsc in the open metasurfaces considered
in section 4.2. The PML regions are in gray and terminated
by PEC. The incident field Hinc is null inside the PMLs.

This time, we will directly try to find the weak formu-
lation associated with the reflected field Hsc. In addition, to
limit the size of the simulation domain, Perfectly Matched
Layers (PML) of length λ0/2 will be used to emulate the
radiation conditions as represented in fig. 13 and in which
only the reflected field is defined (Hinc = 0). We denote by
O the full simulation domain, OPML the PML regions and
Oinc = O\OPML.

To derive the weak formulation associated with Hsc in
the open domain O, we follow the presentation of sec-
tion 2.8. First, the reflected field in Oinc verifies −∇ ·
(1/εr∇Hsc) − k2

0Hsc = ∇ · (1/εr∇Hinc) + k2
0Hinc.

Secondly, due to the presence of PMLs, the Helmholtz equations are modified in OPML so that the reflected field is
solution there of

−∇ ·

(
ΛHsc

)
− k2

0σHsc = 0

where σ and Λ are PML-dependent parameters given by:

σ(x, y) = σxσy and Λ(x, y) =
(
σy/σx 0

0 σx/σy

)
,

with σx(x) (resp. σy(y)) equal to 2λ0(1− i) if |x| > w/2 (resp. if y < y0) and 1 otherwise. From an integration by parts
it follows that Hsc is solution for all test functions ϕ of:

aσ,εH (Hsc, ϕ) = bσ,εH (ϕ),
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where the sesquilinear and linear forms are defined by:

aσ,εH (Hsc, ϕ) :=
∫
OPML

Λ∇Hsc · ∇ϕ
∗ − k2

0σHscϕ
∗ dx +

∫
Oinc

1
εr
∇Hsc · ∇ϕ

∗ − k2
0Hscϕ

∗ dx,

bσ,εH (ϕ) :=
∫
Oinc

−
1
εr
∇Hinc · ∇ϕ

∗ + k2
0Hincϕ

∗ dx +
∫
∂Oinc\{x,y=d}

n · ∇Hincϕ
∗ dx,

with n going outside of Oinc. Equivalently, the effective reflected field still noted by Hsc is given as the solution to:

aσH(Hsc, ϕ) + bΓ(Hsc, ϕ) = bσΓ (ϕ),

where bΓ was defined in eq. (32) while the other forms are given by:

aσH(Hsc, ϕ) :=
∫
OPML

Λ∇Hsc · ∇ϕ
∗ − k2

0σHscϕ
∗ dx +

∫
Oinc

∇Hsc · ∇ϕ
∗ − k2

0Hscϕ
∗ dx,

bσΓ (ϕ) :=
∫
Oinc

−∇Hinc · ∇ϕ
∗ + k2

0Hincϕ
∗ dx +

∫
∂Oinc\{x,y=d}

n · ∇Hincϕ
∗ dx − bΓ(Hinc, ϕ).

Note that using Huygens principle [32], it is not necessary to consider a large domain Oinc that contains the focal point
x0; we can have f0 < y0. Indeed, using the Green function G0(x, y) := 1

4i H
(2)
0

(
k0

√
x2 + y2

)
of the Helmholtz equation

where H(2)
0 is the Hankel function of second order, the reflected field at any Y < y0 can be found as:

Hsc(X,Y) = −2
∫
Γ0

Hsc(x, y0)∂yG0(x − X, y0 − Y) dx.

4.2.2. Local phase-based design
The local phase change of a perfect lens is well known [33, Eq. (1)][34, Eq. (4)]. Following the explanation

given in section 3.2, it can be obtained by considering that the reflected field must follow the Green’s function of the
Helmholtz equation centered at x0 ; a “perfect” lens is achieved if the reflected field below the metasurface is given
by:

H⋆sc(x, y) = αH(2)
0

(
k0

√
x2 + ( f0 − y)2

)
,

where α is a proportionality factor for the reflected wave amplitude (we remind that the LPM does not take into
account the amplitude of the desired field and therefore it is not necessary to explicit the value of α). Asymptotically,
when the focal distance f0 is at least a few wavelength below Γ, we can use the formula H(2)

0 (r) ∼
√

2/(πr)eir which
is valid for large values of r. This lead to an expected phase of

ϕ⋆lens(x) = k0

√
x2 + ( f0 − y0)2 modulo 2π

on the fictituous plane Γ0 at y = y0. Note that the important part of the lens is the one near its center at x = 0 and
we have therefore moved ϕlens to zero at x = 0 since a phase change of zero is well-obtained with our meta-atoms
(see fig. 6 (b) for a radius ≃ 0.1sη).

4.2.3. Sensitivity of the energy density
As in the test case of the deflector, we will start by defining a figure of merit to measure the performance of the

lens. Since the goal of such a structure is to make the reflected field focus at the focal position x0, this amounts to
maximize the function

Flens(ρ) := |Hsc(x0)|2. (37)

As before, the derivation is performed in Appendix C.2 and the result is summarized below. The gradient associated
with eq. (37) is given by:

Glens(ρ) = 2Re
[
Hsc(x0)∗

(
(χxx

ee )′(ρ)
(χxx

ee )2(ρ)
JHscK JpK + (χyy

ee)′(ρ)∂x {Hsc} ∂x {p}
)]
, (38)
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where the adjoint p is solution to aσH(p, ϕ) + bΓ(p, ϕ) = ϕ(x0)∗. In other words, the adjoint p is the field obtained with
a point source centered at the focal point (which is equivalent to the presence of a magnetic point dipole of moment
m = uz at x0).

4.2.4. Classical lenses
We now consider a metasurface of size w = 25λ0 (since η = 1/20 this implies that the metasurface is composed of

500 meta-atoms) with a normal incident plane wave. We propose to optimize the metalens for different values of f0
varying between 2.5λ0 and 20λ0 which corresponds to a numerical aperture NA= (w/2)/((w/2)2+ f 2

0 )1/2 between 0.53
and 0.98. The results are summarized in fig. 14. Each optimization takes less than 10 minutes for the 250 iterations
of the optimization algorithm with the effective field, while the meshing and simulation of the resulting design takes
a few minutes for the direct field.

f0/λ0 2.5 5 10 15 20

LP-based design 0.15 0.24 0.33 0.41 0.45

H-based design 0.31 0.44 0.55 0.56 0.55

Improvement +110% +86% +65% +36% +21% O
bj

ec
tiv

e
F
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ns

(K
(ρ

n)
)

30
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0
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Iteration n

40
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Table 2. Comparison of the lenses (focusing efficiency calculated with direct simulations and eq. (39)) obtained using either the LPM or the
optimized designs after 250 iterations.
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Fig. 14. Reflected energy density (same amplitude in the colorbars) for the optimized metalenses with focal distances varying between
f0 = 2.5λ0 and f0 = 10λ0 using direct simulations.

The objective function Flens(ρ) of eq. (37) has been considered for the lens optimization, but in practice, a more
commonly commented figure of merit is obtained by examining the percentage of power sent to the lens that is
reflected near the focal point6. Precisely, using the y component of the Poynting vector, we define the focusing

6This objective function was not considered as its derivative is more convoluted due to the FWHM that has to be computed at each iteration.
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efficiency following [35, Section 4] as:

P := −
PFFWHM (Hsc)
PΓ0 (Hinc)

where for all set O and field A, PO(A) =
∫

O
Re

[
A∗∂yA/i

]
dx, (39)

with FFWHM = (−3h/2, 3h/2) × { f0} and h is the Full Width at Half Maxima (FWHM) on the focal plane F0 = {x, y =
f0}. If x− and x+ are the biggest and smallest x such that |Hsc(x±, f0)|2 < 1/2|Hsc(x0)|2 and x− < 0, x+ > 0 then we
define h := x+ − x−. Once again, we compare in table 2 the designs obtained with the LPM and the optimization
algorithm.

As in the case of the deflector, we find that the increase in performance obtained with the optimization method is more
important when the LP-based designs involve a lot of steep variations, that is, for a small focal distance (i.e., a high
numerical aperture).

4.2.5. Coating
In this last example, we consider a curved metasurface (such a system could be considered for instance in cloaking

applications where a shape is coated with a microstructure [34]) for which the GSTC are changed into locally curved
coordinates by changing the ∂y into normal derivatives and the ∂x by tangential ones (see [36] for more details about
the FEM implementation). The interface Γ is defined via:

Γ1/4 := {4(−5t4 + 10t3 − 6t2 + 1,−5t4 + 10t3 − 6t2 + 2t), t ∈ [0, 1]},

which is then symmetrized around x = 0 and y = 0 to obtain the four parts of Γ7.

Focal point

Opt. for x0 = (2.5, 0)

Incident wave

R
e [H

sc ][A
/m

]

-1

1|Hsc|
2 [a.u.]0 1

Direct Effective

Initial design

Focal point

Opt. for x0 = (0, 0)

Focal point

Opt. for x0 = (0, 2.5)

Fig. 15. Optimized designs for three curved metalenses with different focal points x0 starting with ρ0(x) = rmin and an incident plane wave
coming from the left side. The fields at the bottom show the meshes used in the direct and effective simulations.

Our goal is to design the meta-atoms distributions such that the curved metasurface act as a lens when an incident
plane wave is sent from the left of the domain. This example is interesting as complex interactions happens between
the meta-atoms inside the region surrounded by the metasurface which are adequately taken into account in the
effective finite element simulations as the homogenized model is valid for any angle of incidence. The result of our
optimizations after 500 iterations are summarized in fig. 15 and shows that the algorithm is able to optimize the
considered figure of merit even in cases where the waves can interact many times with the metasurface.

7Note that Γ is also scaled a little bit such that its length ends in a multiple of the period η = 1/20 which results in 483 meta-atoms.
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5. Conclusion

In conclusion, we have presented a homogenized model for plasmonic metasurfaces that works even in the pres-
ence of quasi-periodic resonant meta-atoms. This model, once implemented in a finite element software, provide a
way to ease the calculation of such metasurfaces. Using these fast simulations which rely on a smooth distribution
of geometrical parameters, we have shown that it is possible to optimize metasurfaces and to obtain performances
superior to those obtained with the local phase matching method while also being adaptable to other contexts. At
first glance, however, this result was not necessarily predictable. Indeed, as we have seen in section 2, the GSTCs
are based on a local periodicity approximation which appears in the solution of the static elementary problems, just
like the LPM method of section 3.2 which is based on the simulation of meta-atoms by the Helmholtz equation with
periodic boundary conditions. However, only the homogenization theory provides an accurate model up to order 2
(see for example [37]). The application of our methodology to three-dimensional domains should be even more inter-
esting as it will further reduce the number of degrees of freedom to be solved during the FEM simulations. Although
the examples considered in this study rely on plasmonic resonances, other resonance phenomena could be considered,
including Mie resonances [38] or split-ring resonators [39, 40]. It should also be pointed that in this study, we have
only relied on geometrically parameterized meta-atoms, while it could also be possible to consider the simultaneous
shape (or topology) optimization of each individual cell [41, 42].
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Appendix A. Phase change induced by plasmonic meta-atoms in transmission

We have decided in this paper to work only with metasurfaces in reflection, a choice that we justify here. In
the case of a periodic metasurface in transmission with normal-incident plane waves, the field above and below the
metasurface can be decomposed into

H(x, y < 0) = e−ik0(y−y0) + Re−i(ϕR−k0(y−y0)) and H(x, y > 0) = Te−i(ϕT+k0(y−y0)).

Using the GSTCs of eqs. (20) and (21), we can show that the transmission is given by:

Te−iϕT =
4 − 2ik0χ

xx
ee

4 + k2
0(χxx

ee )2
. (A.1)

For lossless materials (i.e. real-valued susceptibilities), the right-hand side of eq. (A.1) always has a positive real
value. This implies that ϕT ∈ (−π/2, π/2), i.e., a (deeply subwavelength) lossless plasmonic and two-dimensional
meta-atom in transmission cannot induce a phase change greater than π. This prevents the use of the local phase
change method described in section 3.2 to control the transmitted field. Our optimization method could still be used
but we have preferred to consider test cases where the two methods could be legitimately compared.

Appendix B. Phase change induced by plasmonic meta-atoms in reflection

In the case of a reflective metasurface placed at a distance d from a perfect conductor as defined in section 3.1, the
field is decomposed into:

H(x, y < 0) = e−ik0(y−y0) + Re−i(ϕR−k0(y−y0)) and H(x, y ∈ (0, d)) = T1e−i(ϕT1+k0(y−y0)) + R1e−i(ϕR1−k0(y−y0)).

Using the GSTCs of eqs. (20) and (21), we can show that the reflection is given by:

Re−iϕR =
k0χ

xx
ee sin(k0d) − e−ik0d

k0χ
xx
ee sin(k0d) − eik0d and in particular that ϕR = −2 arctan

(
sin(k0d)

k0χ
xx
ee sin(k0d) − cos(k0d)

)
. (B.1)
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If the distance d is such that k0d = π/2 modulo 2π then whatever the meta-atoms composing the plasmonic metasur-
face, they have no influence on the reflected field. In all the other cases, when χxx

ee cover the whole range (−∞,+∞)
(which is only possible around a resonance) then so do the phase in the interval (−π, π). In particular, the phase exhibit
rapid changes when k0χ

xx
ee sin(k0d) − cos(k0d) = ±0, that is for a susceptibility χxx

ee = k−1
0 cot(k0d). Since χxx

ee is always
different than 0 (as can be seen in fig. 9), considering a distance d such that k0d = π modulo 2π (d = λ0/2) is not the
best choice as in this case the rapid change in the phase is never crossed since it happen for χxx

ee = 0.

Since eq. (B.1) is valid for all distances d, we have computed R and ϕR for different choices of d as in fig. B.16 and
set d to 0.45λ as it allows to almost obtain the 2π phase change required by the LPM. The minimum and maximum
relative radius were chosen so that only one resonance is covered.
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- π2
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Fig. B.16. Amplitude and phase of the reflected field for the periodic meta-atoms of fig. 5 computed using the effective transition conditions
and the analytic reflection coefficients given by eq. (B.1). For reference, the dashed black lines are the curves obtained through direct
simulation of the Helmholtz equation (same as fig. 5 (right)).

It is interesting to note the very good agreement in fig. 5 between the effective model and the direct simulations. The
average error is 0.15% in amplitude and 0.59° in phase. Near the resonance at ∼ r = 0.1, the maximum error is 2.18%
in amplitude and 9.59° in phase.

Appendix C. Derivation of the gradients

This appendix is dedicated to the derivation of the gradients G(ρ) of eqs. (34) and (37) as defined in eq. (25).

Appendix C.1. Deflectors
Introducing H̊ (resp. R̊H) the derivative of H (resp. RH) w.r.t. ρ along ρ̃, a formal derivation of the objective

function eq. (34) gives that:

Fdeflector(ρ)′(ρ̃) = 2Re
[
(RH

N)∗R̊H
N

]
. (C.1)

The derivation of eq. (31) shows that (H̊, R̊H) are solutions to

aH(H̊, ϕ) + aR(R̊H,Rϕ) + bΓ(H̊, ϕ) = −b′Γ(H, ϕ) with the constraint H̊(x, y0) =
∑

n

R̊H
n H↓n, (C.2)

where

b′Γ(H, ϕ) = −
∫
Γ

[
(χxx

ee )′(ρ)
(χxx

ee )2(ρ)
JHK Jϕ∗K +

(
χ

yy
ee

)′
(ρ)∂x {H} ∂x {ϕ

∗}

]
ρ̃ dx. (C.3)

Note that following the discussion in section 3.3, we consider that χxx
ee and χyy

ee are known functions and that their
derivatives can be obtained, for example, through finite differences8 of fig. 9. It would be possible to solve eq. (C.2)

8Note that because of the discontinuity of χxx
ee , it is more stable to compute (1/χxx

ee )′(ρ) directly (which is equal to −(χxx
ee )′(ρ)/(χxx

ee )2(ρ)) using
finite differences.
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directly for any ρ̃ to find R̊H
N but this won’t give us an indication on which perturbation should be considered in order

to improve F(ρ). To simplify eq. (C.1), we introduce an “adjoint” state (p,Rp) solution to

aH(p, ϕ) + aR(Rp,Rϕ) + bΓ(p, ϕ) = l−N(Rϕ) with the constraint p(x, y0) = H↑
−N +

∑
n

Rp
nH↓n. (C.4)

In other words, the adjoint p is the field obtained when injecting a plane wave in the −N-th order of reflection of
interest. Manipulations of the fields constraints can be used to show that both (ϕ,Rϕ) = (p∗,Rp∗ + (δn,N)n) and
(ϕ,Rϕ) = (H̊∗, R̊H∗) where Rp

n
∗ = (Rp

−n)∗ and R̊H
n
∗ = (R̊H

−n)∗ verifies the constraint of eq. (29). Injecting these values
in eqs. (C.2) and (C.4) we find that:

aH(H̊, p∗) + aR(R̊H,Rp∗) + aR(R̊H, (δn,N)n) + b(H̊, p∗) = −b′(H, p∗),

aH(p, H̊∗) + aR(Rp, R̊H∗) + b(p, H̊∗) = l−N(R̊H∗).

Or, we have:

aR(R̊H,Rp∗) = iw
∑

n

ky,n|An|
2R̊H

n Rp
−n, aR(Rp, R̊H∗) = iw

∑
n

ky,n|An|
2Rp

n R̊H
−n,

and by equality of An, ky,n with A−n, ky,−n, both sesquilinear forms are equals. Similarly for aH and b which lead to:

l−N(R̊H∗) = −b′(H, p∗) − aR(R̊H, δn,N) ⇔ iwky,N |AN |
2R̊H

N = −b′(H, p∗) − iwky,N |AN |
2R̊H

N ,

that is:

R̊H
N = −

b′(H, p∗)
2iwky,N |AN |

2 .

Now from from eq. (C.1) we get:

Fdeflector(ρ)′(ρ̃) = −2Re
[
(RH

N)∗
b′(H, p∗)

2iwky,N |AN |
2

]
.

From the definition of Gdeflector(ρ) in eq. (25) as Fdeflector(ρ)′(ρ̃) =
∫
Γ

Gdeflector(ρ)ρ̃ dx and eq. (C.3) we find the result
of eq. (35).

Appendix C.2. Lenses
A formal derivation of the objective function eq. (37) lead to:

Flens(ρ)′(ρ̃) = 2Re
[
Hsc(x0)∗H̊sc(x0)

]
, (C.5)

where H̊sc is solution to (remember that b′
Γ

is defined in eq. (C.3)):

aσH(H̊sc, ϕ) + bΓ(H̊sc, ϕ) = −b′Γ(Hsc, ϕ). (C.6)

This time the adjoint is defined as the field p solution to:

aσH(p, ϕ) + bΓ(p, ϕ) = ϕ(x0)∗. (C.7)

Taking ϕ = p∗ in eq. (C.6) and ϕ = H̊∗sc in eq. (C.7) gives that:

aσH(H̊sc, p∗) + bΓ(H̊sc, p∗) = −b′Γ(H, p
∗),

aσH(p, H̊∗sc) + bΓ(p, H̊∗sc) = H̊sc(x0),

which lead to H̊sc(x0) = −b′
Γ
(H, p∗). Injecting this expression in eq. (C.5) with Flens(ρ)′(ρ̃) =

∫
Γ

Glens(ρ)ρ̃ dx result
in eq. (38).
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[16] E. Rohan, V. Lukeš, Homogenization of the acoustic transmission through a perforated layer, Journal of Computational and Applied

Mathematics 234 (2010) 1876–1885.
[17] K. Pham, A. Maurel, J.-J. Marigo, Two scale homogenization of a row of locally resonant inclusions-the case of anti-plane shear waves,

Journal of the Mechanics and Physics of Solids 106 (2017) 80–94.
[18] K. Pham, A. Maurel, J.-J. Marigo, Revisiting imperfect interface laws for two-dimensional elastodynamics, Proceedings of the Royal Society

A 477 (2021) 20200519.
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