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Scaling limit of subcritical contact process

Aurelia Deshayes and Leonardo T. Rolla
Argentinian National Research Council at the University of Buenos Aires

NYU-ECNU Institute of Mathematical Sciences at NYU Shanghai

Abstract

In this paper we study the subcritical contact process on Zd for large times, start-
ing with all sites infected. The configuration is described in terms of the macroscopic
locations of infected regions in space and the relative positions of infected sites in
each such region.

This preprint has the same numbering of sections, equations, figures and theorems as the
the published article “Stochastic Process. Appl. 127 (2017): 2630–2649.”

1 Introduction

We consider the classical contact process on Zd, briefly described as follows. The state at
time t is a subset ηt ⊆ Zd, or equivalently an element ηt ∈ {0, 1}Z

d . Each infected site x
(i.e. x ∈ ηt) heals spontaneously (i.e. is removed from ηt) at rate 1. Each healthy site x
(i.e. x 6∈ ηt) gets infected (i.e. is added to ηt) at rate given by the number of its nearest
neighbors y that are infected at time t, multiplied by λ > 0. The number λ is the only
parameter of this time evolution. For A ⊆ Zd, we denote by (ηAt )t>0 the process starting
from η0 = A. When A is random and has distribution µ, we denote the process by ηµt .
When A = {x} we write ηxt and when A = Zd we may omit the superindex.
The contact process is one of the simplest interacting particle systems that exhibit a phase
transition. There exists a non-trivial critical value 0 < λc <∞ such that the probability
that an infection starting from a single site propagates indefinitely is positive when λ > λc
and zero when λ < λc. See [Lig05, Lig99] for background on this and related models.

In this paper we study the subcritical phase. Our goal is to describe the configuration ηt
starting from η0 = Zd, for large values of t. We describe it in terms of the macroscopic
locations of infected regions in space and the relative positions of infected sites in each
such region. Hereafter we assume that 0 < λ < λc is fixed.

To see something in this phase, we have to start with an infinite initial configuration, and
search for the infected sites. In one dimension it is common to start from a configuration
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that is infinite only to the left, and consider the “contact process seen from the rightmost
point.” In [ASS90] it is shown that the subcritical contact process seen from the rightmost
point has no invariant measures. In [AEGR15] it is shown that the process nonetheless
converges in distribution.

In higher dimensions, the idea of “seen from a specific infected site” can be replaced by
considering the contact process modulo translations, at least when finite configurations
are being considered. We say that two non-empty finite configurations η and η′ ⊆ Zd
are equivalent if they are translations of each other. Let Λ denote the quotient space
resulting from this equivalence, and let 〈η〉 denote the projection of a finite configuration
η onto Λ ∪ {∅}. The contact process modulo translations is the process (ζt)t>0 given by
ζt = 〈ηt〉 ∈ Λ ∪ {∅}. Since the evolution rules of (ηt)t>0 are translation-invariant, the
process (ζt)t>0 is a homogeneous Markov process. The set Λ is an irreducible class and
the absorbing state ∅ is reached almost-surely.
We say that a probability distribution µ on Λ is a quasi-stationary distribution, or simply
QSD, if, for every t > 0, L (ζµt |ζµt 6= ∅) = µ.

Proposition 1.1 ([SS14, AEGR15]). The subcritical contact process modulo translations
on Zd has a QSD ν on Λ (which depends on d and λ) such that the Yaglom limit

L
(
ζAt
∣∣∣ζAt 6= ∅)→ ν as t→∞ (1)

holds for any finite non-empty initial configuration A.

The absorption time τµ = inf{t > 0 : ζµt = ∅} starting from a QSD µ is exponentially
distributed (by the Markov Property). Let α denote the absorption rate of the limiting
distribution ν, that is,

P(ζνt 6= ∅) = e−αt. (2)

Using Proposition 1.1 and controlling the statistical effect of picking the rightmost infected
site, it is shown in [AEGR15] that, for any infinite initial configuration A ⊆ −N, the
subcritical contact process seen from the rightmost point converges in distribution to ν.

In this paper we provide a more detailed description of the collection of infected regions,
in any dimension. Let Rt ∈ N be such that

1� Rt � eαt/d.

At time t > 0, we group the sites in the configuration ηt by connecting those which are
at distance less than Rt. Let Ct denote the set of connected components. Each finite
component D ∈ Ct can be identified by a pair (x, ζ), where the choice of x among the sites
of D is arbitrary (e.g. lexicographical order for simplicity) and ζ = 〈D〉 ∈ Λ describes the
relative positions of such sites.

Theorem 1.1. For the subcritical contact process on Zd, the marked point process con-
sisting of macroscopic location and relative position of infected sites satisfies∑

(x,ζ)∈Ct
δ(e−αt/dx, ζ) −→ Poisson(ρ dx× ν) in distribution as t→∞,
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where dx is the Lebesgue measure, ν is given by (1) and 0 < ρ <∞ is given by (4) below.

The difficulty in studying the infected regions comes from the interplay between two
factors: the lack of finite-range dependence of the contact process, and the fact that by
searching for infected regions one finds pieces of space where the process is not typical.
To handle these effects simultaneously, we use a classification of “good points” and the
construction of a “minimal path,” described in §2.2 and §3.1. Both ideas were introduced
in [AEGR15], however they relied on the planar topology of the one-dimensional nearest-
neighbor model, and the extension to a more general setting was not straightforward.
The arguments presented here provide an analogous scaling limit for the discrete-time
analogue called oriented percolation.

We conclude with a brief discussion about the method of proof.
Most of the work is devoted to extend the convergence stated in Proposition 1.1 to a
scenario where η0 = Zd instead of a fixed finite set A, and the conditioning is on the
existence of infected sites within a large finite box. Denote Br = [−r, r]d ∩ Zd.

Proposition 1.2. Let (ηt)t>0 be the subcritical contact process on Zd. Then

L
(
〈ηt ∩BRt〉

∣∣∣ ηt ∩BRt 6= ∅
)

TV−−−→
t→∞

ν

under the assumption td+1 � Rt � eαt/2d.

One of the central steps of the proof is to extend an idea introduced in [Eza12, AEGR15],
which works using Harris’ graphical construction. Conditioned on the existence of an
infected point at time t, we first locate a site x whose infection percolates from time 0 to
time t. From site x one cannot apply Proposition 1.1 directly, because choice of x itself
requires extra information that interferes with the process distribution. In order to clean
most of this inconvenient information, a kind of renewal space-time point is used.

About the constant ρ, in [SS14] it is shown that the limiting distribution ν in (1) is the
unique QSD satisfying Eν |ζ| <∞. We will further prove the following.

Proposition 1.3. Under the extra assumption that t2d+1 � Rt � e
3√t,

E
(
|ηt ∩BRt |

∣∣∣ ηt ∩BRt 6= ∅
)
→ Eν |ζ|.

On the other hand, it is shown in [AEGR15] that the sub-Markovian kernel of the evolution
ζt restricted to Λ is α-recurrent with summable left eigenmeasure ν and positive right
eigenfunction h. As a consequence, for each A ∈ Λ, one has not only (2) but also

eαtP
(
ζAt 6= ∅

)
→ h(A). (3)

Combining Propositions 1.2 and 1.3 with the above limit, we will show that

ρ = h({0})
Eν |ζ|

. (4)
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The rest of the paper is divided as follows. In Section 2 we briefly describe a graphical
construction, introduce notation, state the FKG inequality, and give a definition of good
points. In Section 3 we prove Propositions 1.2 and 1.3. In Section 4 we prove Theorem 1.1.

2 Preliminaries and main tools

We start gathering common notation for the reader’s convenience. In §2.1 we will present
Harris’ graphical construction with further notation, and in §2.2 we will define good
points, which will be a central concept used in the rest of the paper.
From (2), (3) and duality, we have the useful estimates:

e−αt > P(ηxt 6= ∅) = P(x ∈ ηZdt ) ∼ h({0})e−αt as t→∞. (5)

The letter β denotes an arbitrary number that will be enlarged throughout the proof.
The product βt means bβtc. Some definitions such as that of good point are implicitly
parametrized by β.
For r > 0, we define the balls Br = {x ∈ Rd : ‖x‖∞ 6 r} and Br = Br∩Zd. We also define
the discrete sphere Dr by Br \Br−1. The associated balls and discrete sphere centered at
y are denoted by Byr , By

r and Dy
r .

We denote by |A| the cardinal of A ⊆ Zd and by |Ψ| the Lebesgue measure of Ψ ⊆
Rd. The total variation distance of probability measures will be denoted ‖µ − µ′‖ =
supA |µ(A)− µ′(A)|.
The letters c and C denote different positive and finite numbers each time they appear.
They may depend on λ and d, but neither on t nor on Rt. When they depend on β we
write cβ and Cβ. Finally, a ∼ b means a

b
→ 1, a . b means lim sup a

b
6 1, a � b means

a
b
→ 0, and a ≈ b means ‖a− b‖ → 0.

2.1 Graphical representation and FKG inequality

Define Ld = Zd + {±1
3ei, i = 1, . . . , d}, and let U be a Poisson point process in Rd × R

with intensity given by
(∑

y∈Zd δy +∑
y∈Ld λδy

)
× dt. Notice that U ⊆ (Zd ∪Ld)×R. Let

(Ω,F ,P) be the underlying probability space. For nearest neighbors x, y ∈ Zd we write
Ux,y = {t : (x+ y−x

3 , t) ∈ U} and Ux = {t : (x, t) ∈ U}. For t ∈ Ux we say that there is a
recovery mark at site x at time t, and for t ∈ Ux,y we say that there is an infection arrow
from x to y at time t.
Given two space-time points (y, s) and (x, t), we define a path from (y, s) to (x, t) as a
finite sequence (x0, t0), . . . , (xk, tk) with x0 = y, xk = x, s = t0 6 t1 6 . . . 6 tk = t
with the following property. For each i = 1, . . . , k, the i-th segment [(xi−1, ti−1), (xi, ti)]
is either vertical, that is, xi = xi−1, or horizontal, that is, ‖xi − xi−1‖1 = 1 and ti = ti−1.
Horizontal segments are also referred to as jumps. If all horizontal segments satisfy ti =
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ti−1 ∈ Uxi−1,xi then such path is also called a λ-path. If, in addition, all vertical segments
satisfy (ti−1, ti] ∩ Uxi = ∅ we call it an open path from (y, s) to (x, t).
The existence of an open path from (y, s) to (x, t) is denoted by (y, s)  (x, t). For two
sets C, D ⊆ Zd × R, we use {C  D} = {(y, s) (x, t) for some (y, s) ∈ C, (x, t) ∈ D}.
We denote by Lt the set Zd × {t}.
For A ⊆ Zd, we define ηAs,t by

ηAs,t = {x ∈ Zd : (A× {s}) (x, t)}. (6)

When s = 0 we omit it in the subindex. We use (ηt)t>0 for the process defined by (6)
with A = Zd, so (ηt) is a contact process with parameter λ. The process (ζt)t>0 given by
ζt = 〈ηt〉 is this contact process modulo translations. Both of them are Markov. Note
that if A is finite, the same holds for ηAt and ζAt for every t > 0, almost surely. Also note
that ∅ is absorbing for both processes. When A is a singleton {y} we write ηyt and ζyt .
We use ω for a configuration of points in Rd+1 and ωδ, ωλ for its restrictions to Zd × R
and Ld×R, respectively. We write ω > ω′ if ωλ ⊇ ω′λ and ωδ ⊆ ω′δ. We slightly abuse the
notation and identify a set of configurations Q with the event “U ∈ Q.”
A minor topological technicality needs to be mentioned. Consider the space of locally
finite configurations with the Skorohod topology: two configurations are close if they
have the same number of points in a large space-time box and the positions of the points
are approximately the same. In the sequel we assume that all events considered have
zero-probability boundaries under this topology. The important fact is that events of the
form {E  F} are measurable and satisfy this condition, as long as E and F are closed
subsets of Zd × R.

Definition. A set of configurations Q is increasing if ω > ω′ ∈ Q implies ω ∈ Q.

Theorem (FKG Inequality). If Q1 and Q2 are increasing, then P(Q1∩Q2) > P(Q1)P(Q2).

See [BG91, §§2.1-2.2] for proofs and precise definitions.

2.2 Good point

We say that the space-time point (z, s) is a good point if every λ-path starting from (z, s)
makes less than βt jumps during [s, s+ t], and we denote by Gs

z the corresponding event.
The definition of good point depends on β and t but we omit them in the notation Gs

z.
We define

GI(A) = “Gs
x occurs for all x ∈ A, s ∈ I”, G̃s

z = Gs(Dz
2βt) and Ĝs

z = “Gs
z and G̃s

z”.

Lemma 2.1. For every ρ <∞, for β and t large enough depending on ρ,

P(G0
0) > 1− e−ρt.

Proof. The proof in [AEGR15, Lemma 4] works on any dimension.
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Corollary 2.2. For every ρ <∞, for β and t large enough depending on ρ,

P(Ĝ0
0) > 1− e−ρt.

Proof. Use union bound over D2βt and increase β to obtain the desired ρ.

Corollary 2.3. Let ρ <∞. If β and t are large enough, then

P
(
G[0,t](A)

∣∣∣ ηs ∩B 6= ∅) > 1− e−ρt and P
(
G[0,t](A)

∣∣∣ ηBs 6= ∅) > 1− e−ρt

for every pair of sets A and B with |A| 6 eρt and |B| > 1, and every s 6 t.

Proof. Let ρ <∞ fixed. For t and β large enough, we have P (G0
x) > 1− e−(2ρ+α)t. Using

this and (5) we get

P
(
G0(A)

∣∣∣ ηs ∩B 6= ∅) > 1− P(¬G0(A))
P(ηs ∩B 6= ∅)

> 1− eρt · e−(2ρ+α)t

e−αt
= 1− e−ρt.

Finally, we observe that, if (x, 0) is (β, 2t)-good, then (x, s) is (2β, t)-good for all s ∈ [0, t].
This proves the first inequality. The second one is proved the same way.

The fact that good points have so high probability creates independence between sets of
sites infected by 2βt-distant points, and makes it possible to obtain the following bounds.

Corollary 2.4. If Rt � eαt/d then, for t large enough, we have

P (ηt ∩BRt 6= ∅) > c
Rd
t

td
e−αt.

Proof. Let ρ > α and choose β as in Corollary 2.3. Take A = {2βty : y ∈ B(Rt−3βt)/2βt}.
Conditioning on G0(A), that is, the event where all points in A are good, survivals of
points in A are independent (because two points in A are at distance at least 2βt). Since
P(G0(A))→ 1 at t→∞, we get

P (ηt ∩BRt 6= ∅) & P
(
ηAt ∩BRt 6= ∅

∣∣∣G0(A)
)

= 1−
∏
x∈A

P
(
ηxt = ∅

∣∣∣G0(A)
)

> 1−
∏
x∈A

1−
[
P
(
ηxt 6= ∅

)
︸ ︷︷ ︸
∼h({0})e−αt

−P
(
¬G0(A)

)
︸ ︷︷ ︸

.e−ρt

]

∼ |A|h({0})e−αt,

because e−ρt � e−αt and |A|e−αt � 1. We conclude using |A| ∼ (Rt/βt)d.

Corollary 2.5. If Rt � eαt/d then, for β and t large enough, we have

P
(
ηt ∩BRt \BRt−3βt 6= ∅

∣∣∣ ηt ∩BRt 6= ∅
)
6 Cβ

td+1

Rt

.
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Proof. Using Corollary 2.4 and (5),

P
(
ηt ∩BRt \BRt−3βt 6= ∅

∣∣∣ ηt ∩BRt 6= ∅
)
6

6
|BRt \BRt−3βt| · P(x ∈ ηt)

P (ηt ∩BRt 6= ∅)
6

2d(2Rt)d−1(3βt)e−αt
cRd

t t−de−αt
= Cβ

td+1

Rt

.

3 Configuration at infected regions

In this section we prove Propositions 1.2 and 1.3. In §3.1 we describe the construction of
a minimal path, and in §3.2 we define a kind of renewal point on this path, called break
point. We then state some important properties of the the break point and use them to
prove Proposition 1.2. In §3.3 we prove the statistical properties about the break point,
in §3.4 we prove properties about its space-time location and finally in §3.5 we prove
Proposition 1.3.
If the reader is wondering why the Rt � eαt/2d requirement for Proposition 1.2, we note
that the same argument works for Rt � e

αt
d+ε . Likewise, the assumption Rt � e

3√t for
Proposition 1.3 can be lessened to Rt � eo(t/ log t). In any case, these assumptions are
immaterial because, once Theorem 1.1 is proved for some 1� Rt � eαt/d, the result can
be bootstrapped to any other such sequence.

3.1 Construction of the work path

Let 4 denote a well-order of Zd, and read w ≺ z as w has higher priority or precedes z.
In the following we take A ⊆ Zd a non-empty initial configuration. Let D be a closed
subset of Zd × R+; we want to define a “minimal” path ΓA→D from A× {0} to D.
If A× {0} D, define

XA→D = min{x ∈ A, (x, 0) D} ∈ Zd

as the highest-priority site whose infection survives up to the space-time region D. We
want to define a “minimal path” in a convenient way, which is slightly more delicate than
in the one dimensional case [AEGR15].
The path ΓA→D will be described by a finite sequence {(x0, t0), . . . , (xn, tn)}. Take x0 =
XA→D and t0 = 0. Notice that (x0, t

+
0 )  D. Suppose (xk, tk) has been defined, and

satisfies (xk, t+k )  D. Take τk+1 > tk as the instant of the next infection arrow from
xk. If {xk} × [tk, τk+1] intersects D, we finish the construction by taking xk+1 = xk,
tk+1 = min{t > tk : (xk, t) ∈ D}, and n = k + 1.
Otherwise, in order to continue the construction, we let tk+1 = τk+1 and choose xk+1 as
follows. Let yk be the destination of the outgoing arrow from xk at time tk+1

Since (xk, tk+1)  D, either (yk, tk+1)  D or (xk, t+k+1)  D must occur. If only one
occurs, we choose the corresponding site. If both occur, we choose the site with higher
priority. More precisely, we have four cases (illustrated in Figure 1):
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(a) if yk ≺ xk and (yk, tk+1) D, then xk+1 = yk,

(b) if yk ≺ xk but (yk, tk+1) 6 D, then xk+1 = xk,

(c) if xk ≺ yk and (xk, t+k+1) D, then xk+1 = xk,

(d) if xk ≺ yk but (xk, t+k+1) 6 D, then xk+1 = yk.

We finally define the path ΓA→D : [0, tn]→ Zd by ΓA→D(s) = xk, s ∈ [tk, tk+1).
In the following, we restrict to A = Zd. If ηt ∩ BRt 6= ∅, we write Γ = ΓZd→BRt×{t}. For
y ∈ ηs, we let Γy,s = ΓZd→(y,s). We also write X and Xy,s for the respective starting points.

R+

Zd

-t

-t1

-t2

-t3

-t4

-t5

×

×

×

×

×

×

×

×

×

×

× ×

×
×

×

×
×

×

×

×

6 57 2 13 8 4 9

d

a

b

c

Figure 1: (Color online) Minimal path. The sites are numbered according to the order
4. Á is the highest priority point connected to Lt. Among all paths from L0, the curve
Γ (in dashed red) is the “minimal” path according to the rules (a), (b), (c), and (d). At
(Á,t1), we have an arrow to Â which leads to a lower priority point but we still follow the
arrow because (Á,t+1 ) is not connected to Lt (case d). At (Â,t2), we have an arrow to À

which leads to a higher priority point and this one is connected to Lt (case a). At (À,t3),
there is an arrow to Ç which leads to a lower priority point and (À,t+3 ) is connected to
Lt (case c) so we do not follow the arrow. At (Ç,t5), there is an arrow to Ã which has
higher priority but (Ã,t5) is not connected to Lt (case b).

3.2 Break point and consequences

The space-time point (y, s) is called a break point if for every x ∈ By
2βt \ {y}, L0 6 (x, s).

Suppose ηt ∩BRt 6= ∅, so that Γ is well defined. Let

S = inf{ s ∈ [0, t] : s = t or (Γ(s), s) is a break point }
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be the time of the first break point on Γ, and let Y = Γ(S) be its spatial location. We
will refer to (Y, S) as the break point.
This definition provides control on the configuration ηt through the following lemmas.

Lemma 3.1. For all s ∈ [0, t) and y ∈ BRt−βt,

L
(
ηt ∩By

βt

∣∣∣Y = y, S = s, Ĝs
y

)
= L

(
ηyt−s

∣∣∣ y  Lt−s, G
0
y

)
.

Lemma 3.2. For all s ∈ [0, t] and y ∈ Zd,

E
(
|ηt ∩BRt \B

y
βt|
∣∣∣Y = y, S = s, Ĝs

y

)
6 |BRt |e−α(t−s).

We will need some control on the properties of Y and S.

Lemma 3.3. If Rt = eO(t) then, for β and t large enough,

P
(
ĜY
S

∣∣∣ ηt ∩BRt 6= ∅
)
> 1− e−ct.

Lemma 3.4. If Rt = eO(t) then, for β and t large enough,

P
(
S 6 t

2

∣∣∣ ηt ∩BRt 6= ∅
)
> 1− e−cβ

√
t.

Lemma 3.5. If Rt � eαt/d then, for β and t large enough,

P
(
Y ∈ BRt−βt

∣∣∣ ηt ∩BRt 6= ∅
)
> 1− Cβ

td+1

Rt

.

We now have all the ingredients to prove Proposition 1.2.

Proof of Proposition 1.2. Let Rt satisfy td+1 � Rt � eαt/2d.

lim sup
t→∞

∥∥∥L (
〈ηt ∩BRt〉

∣∣∣ ηt ∩BRt 6= ∅
)
− ν

∥∥∥
6 lim sup

t→∞

∥∥∥L (
〈ηt ∩BRt〉

∣∣∣ ĜS
Y , S 6 t/2, Y ∈ BRt−βt

)
− ν

∥∥∥+

+ lim sup
t→∞

[
1− P

(
ĜS
Y , S 6 t/2, Y ∈ BRt−βt

∣∣∣ ηt ∩BRt 6= ∅
)]

(7)

6 lim sup
t→∞

sup
y∈BRt−βt
s∈[0,t/2]

∥∥∥L (
〈ηt ∩BRt〉

∣∣∣ Ĝs
y, Y = y, S = s

)
− ν

∥∥∥
6 lim sup

t→∞
sup

y∈BRt−βt
s∈[0,t/2]

[∥∥∥L (
〈ηt ∩By

βt〉
∣∣∣ Ĝs

y, Y = y, S = s
)
− ν

∥∥∥+ |BRt|e−α(t−s)
]

(8)

= lim sup
t→∞

sup
s∈[0,t/2]

∥∥∥L (
〈η0
t−s〉

∣∣∣ 0 Lt−s, G
0
0

)
− ν

∥∥∥ (9)

6 lim sup
t→∞

sup
s∈[0,t/2]

∥∥∥L (
〈η0
t−s〉

∣∣∣ 0 Lt−s
)
− ν

∥∥∥ = 0. (10)

The term in (7) equals zero by Lemmas 3.3, 3.4 and 3.5. To obtain (8) we use Lemma 3.2.
The second term vanishes by the assumption on Rt. Equality (9) follows from Lemma 3.1.
In (10), we use Corollary 2.3 and Proposition 1.1.
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3.3 Properties of the break point

We now prove Lemmas 3.1 and 3.2.

Proof of Lemma 3.1. Recall the definitions of X, Γ, Y and S from §3.1. Let

Ei
y,s = Byβt × (s, 2t]

Ee
y,s = (Rd × [0, 2t]) \ Ei

y,s.

In order to decompose the event {Y = y, S = s} according to Ei
y,s and Ee

y,s, we introduce
the following events. Let

H1 =
{
L0  (y, s)

}
H2 = {L0 6 (By

2βt \ {y})× {s}}
H3 = {∀u ∈ [0, s), L0  (BΓy,s(u)

2βt \ Γy,s(u))× {u} }.

H1 means that (y, s) is reached, H2 means that (y, s) is a break point, H3 means that
there are no other break points in Γy,s.
We now need to describe necessary and sufficient conditions so that (y, s) is on Γ, that is,
so that Γy,s and Γ coincide on [0, s]. To that end, we find a set of space-time points that
must not percolate in order to ensure that (y, s) is on Γ (the red and green squares at
time s in Figure 2). Denote by {(x1, t1), . . . , (xn, tn)} and {y1, . . . , yn} the points of the
construction procedure of Γy,s, as described in §3.1. Let

A1
y,s = {(xk, tk+1) such that xk ≺ yk but (xk, t+k+1) 6 (y, s)}
A2
y,s = {(yk, tk+1) such that yk ≺ xk but (yk, tk+1) 6 (y, s)}
A3
y,s = {(x, 0) : x ≺ Xy,s}
A′′ = {(z, s) : there exists (x, u) ∈ A1

y,s ∪ A2
y,s ∪ A3

y,s such that (x, u+) (z, s)}.

The sets A1
y,s and A2

y,s are determined by the green arrows in Figure 1, corresponding to
cases d and b respectively, while the set A3

y,s consists of points that had higher priority
than X at time 0. They correspond to space-time points met during the construction of
Γy,s that had higher priority but were not chosen because they did not connect to (y, s).
Finally, the set A′′ corresponds to the offspring of these points at time s.
Let H4 be the event that A′′ 6 BRt × {t}. We then have the following equivalence:

{Y = y, S = s, Ĝs
y} = {(y, s) Lt, H1, H2, H3, H4, G̃

s
y, G

s
y}. (11)

Let A′ = ηs \ {y}; we have

L
(
ηt ∩By

βt

∣∣∣Y = y, S = s, Ĝs
y

)
= L

(
η
A′∪{y}
s,t ∩By

βt

∣∣∣ (y, s) Lt, H1, H2, H3, H4, G̃
s
y, G

s
y

)
= L

(
ηys,t ∩By

βt

∣∣∣ (y, s) Lt, H4, G̃
s
y, G

s
y

)
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because, on the one hand, H1, H2, H3 depend on the graphical construction up to time s
and, on the other hand, occurrence of G̃s

y and Gs
y implies ηA

′∪{y}
s,t ∩By

βt = ηys,t.
Now, H4 ∩ G̃s

y depends on Ee
y,s, whereas {(y, s)  Lt} ∩ Gs

y depends on Ei
y,s. Under the

occurrence of Gs
y, the configuration ηys,t ∩By

βt also depends only on Ei
y,s, so we have

L
(
ηt ∩By

βt

∣∣∣Y = y, S = s, Ĝs
y

)
=

= L
(
ηys,t ∩By

βt

∣∣∣ (y, s) Lt, G
s
y

)
= L

(
ηyt−s

∣∣∣ y  Lt−s, G
0
y

)
.

Proof of Lemma 3.2. Recall the construction and notations from the proof of Lemma 3.1.
On the occurrence of

{
Y = y, S = s, Ĝs

y

}
, we know that ηs = A′∪{y} with A′∩By

2βt = ∅.

R+

0−

s−

t−
Ei
y,s

|
0 X

y

2βt

y +Bβt

• • •• •

Figure 2: (Color online) The event {Y = y, S = s, Ĝs
y}. This event splits in three parts.

The first one depends on what happens before time s. It consists of the occurrence of H1,
H2, H3. The set A′′ is represented by green and red squared points whereas the set A′\A′′
is represented by blue and red bullets. H1 occurs by the first part of fuchsia path, H2
consists of the non existence of the dashed black paths. Moreover s is the first time with
this property: H3 consists of the existence of open paths from L0 to BΓy,s(u)

2βt \ Γy,s(u) for
all u < s. The rest depends on what happens between time s and time t. The second part
depends on Ee

y,s. It consists of the occurrence of H4 that is the non existence of the green
or red dashed paths from A′′ (squared points at time s) to BRt , and of the occurrence
of G̃s

y: the dotted λ-paths starting from Dy
2βt × {s} cannot reach distance βt by time

s+ t. The third part depends on the gray region Ei
y,s and consists of both occurrences of

{(y, s)  Lt} (second part of fuchsia path) and Gs
y that is the dotted paths starting in

(y, s) cannot reach βt by time t.

11



Given that (y, s) and Dy
2βt × {s} are good points, we have:

ηt = η
A′∪{y}
s,t =

(
ηys,t ∩By

βt

)
]
(
ηA
′

s,t \B
y
βt

)
.

Using (11), we get

E
(
ηt ∩BRt \B

y
βt

∣∣∣Y = y, S = s, Ĝs
y

)
= E

(
ηA
′

s,t ∩BRt

∣∣∣Y = y, S = s, Ĝs
y

)
= E

(
ηA
′

s,t ∩BRt

∣∣∣ (y, s) Lt, H4, G̃
s
y, G

s
y

)
= E

(
ηA
′

s,t ∩BRt

∣∣∣H4, G̃
s
y

)
.

The second equality follows from the fact that H1, H2 and H3 depend on the graphical
construction up to time s. The last equality is due to the fact that, on the event G̃s

y,
occurrence of ηA′s,t ∩BRt 6= ∅ depends on Ee

y,s, whereas the occurrence of both (y, s) Lt
and Gs

y depends on Ei
y,s. Now, since the random variable ηA′s,t ∩BRt is increasing, and the

occurrence of H4 ∩ G̃s
y is decreasing, by the FKG inequality we have

E
(
ηA
′

s,t ∩BRt

∣∣∣H4, G̃
s
y

)
6 E (ηs,t ∩BRt) 6 |BRt|e−α(t−s).

The last inequality is obtained applying (5).

3.4 Existence and location of the break point

We start by proving Lemmas 3.3 and 3.5. Lemma 3.4 requires further definitions.

Proof of Lemma 3.3. Suppose G[0,t](BRt+3βt) occurs. Since all sites in BRt+βt are good,
no open path can exit this box and then reach BRt by time t, so Y must be in this box
and thus BY

2βt ⊆ BRt+3βt. Since S ∈ [0, t], this implies the occurrence of ĜY
S . The lemma

thus follows from Corollary 2.3.

Proof of Lemma 3.5. On the occurrence of G0(DRt−2βt), the sites in BRt−3βt cannot be
infected by sites outside BRt−2βt by time t. Now if ηt ∩BRt \BRt−3βt = ∅ also occurs, this
implies as well that X ∈ BRt−2βt and that Y ∈ BRt−βt.
Now using Corollaries 2.3 and 2.5 we have for β and t large enough

P
(
Y 6∈ BRt−βt

∣∣∣ ηt ∩BRt 6= ∅
)
6

6 P
(
¬G0(DRt−2βt)

∣∣∣ ηt ∩BRt 6= ∅
)

+ P
(
ηt ∩BRt \BRt−3βt 6= ∅,

∣∣∣ ηt ∩BRt 6= ∅
)
6

6 e−t + Cβ
td+1

Rt

,

and by adjusting Cβ we conclude the proof.

Definition (Favorable time intervals). Let γ be a path in the time interval [0, t] and let
β > 0. We say that a time interval [s −

√
t, s) ⊆ [0, t] is favorable for path γ if for any

u ∈ [s−
√
t, s) the number of jumps of γ during [u, s) is at most 4β|s− u|.

12



Lemma 3.6. Let γ be a path in the time interval [0, t] with at most βt jumps. Then there
are at least

√
t

4 − 1 disjoint favorable intervals for γ contained in [0, t2 ].

For a proof, see [AEGR15, Lemma 2.12].

Lemma 3.7. If a path γ in the time interval [0, t] has at least k disjoint favorable intervals
in [0, t2 ], then for all t > 1

P
(
S 6 t

2

∣∣∣Γ = γ
)
> 1− pkβ,

with pβ < 1 for all β.

Proof. The main difference with the proof of [AEGR15, Lemma 2.15] is in the following
step. Let Dγ be the closed set given by the union of the horizontal and vertical segments
of γ and Dc

γ = (Rd × [0, t]) \Dγ. We will write the event {Γ = γ} as

{Γ = γ} = {γ is open} ∩Hc
γ,

where the event Hγ is increasing and depends only on Dc
γ. These properties depend on

the definition of Γ in a more subtle way than for d = 1.
Recall the construction described in §3.1. Suppose that a certain path γ from (x0, 0) to
BRt × {t} is open. If γ is the unique open path from L0 to BRt × {t}, then of course Γ
equals γ. On the other hand, when γ is not the unique open path, for Γ to be different
from γ, it is necessary and sufficient that some path of “higher priority” exists. This can
be a path starting from some x ≺ x0 at time 0, a path starting as a horizontal jump away
from γ towards a site with higher priority, or a path starting as a continuation of γ when
the latter jumps towards a site of lower priority, as long as this alternative path either
ends in BRt × {t} or meets with γ at a later time. Defining Hγ as the occurrence of at
least one such open path, we see that, when γ is open, Γ = γ if and only if Hγ does not
occur.
The remainder of the proof is a straightforward adaptation of [AEGR15, Lemma 2.15] to
general dimensions, and is included in the sequel for convenience.
Let Et = (B2βt \ {0})× {0}. When Γ = γ, for any (y, s) in γ,

J cγ,s,y implies that (y, s) is a break point,

with

Jγ,s,y = “L0  (y, s) + Et in Dc
γ or γ  (y, s) + Et in Dc

γ”.

Thus,

P
(
S 6 t

2

∣∣∣Γ = γ
)
> P

(
J cγ,s,γ(s) for some s ∈ [0, t2 ]

∣∣∣Γ = γ
)

= P
(
J cγ,s,γ(s) for some s ∈ [0, t2 ]

∣∣∣ γ open , Hc
γ

)
= P

(
J cγ,s,γ(s) for some s ∈ [0, t2 ]

∣∣∣Hc
γ

)
.
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For the last equality, we used the fact that {γ is open} depends on U ∩Dγ whereas Hc
γ

and Jγ,s,γ(s) depend on U ∩Dc
γ.

Now, since the occurrence of J cγ,s,γ(s) for some s ∈ [0, t2 ] as well as the occurrence of Hc
γ

are both decreasing, by FKG inequality we have

P
(
S 6 t

2

∣∣∣Γ = γ
)
> P

(
J cγ,s,γ(s) for some s ∈ [0, t2 ]

)
.

Let
√
t 6 t1 < t2 < · · · < tk 6 t

2 be such that tj > tj−1 +
√
t and [tj−

√
t, tj) is a favorable

interval for γ. Let zj = (γ(tj), tj) and write

Ft =
{

(x,−u), ‖x‖∞ = b4βuc and 0 6 u <
√
t
}
∪
{
u = −

√
t and ‖x‖∞ > 4β

√
t
}
.

By definition of favorable interval and of the set Ft, the path γ cannot make enough jumps
to leave Ft so we have Dγ ∩

(
Rd × [tj −

√
t, tj)

)
⊆ zj + Ft. If Jzj := Jγ,tj ,γ(tj) occurs then

zj + Ft  zj + Et. Since these events depend on U ∩
(
Rd × [tj −

√
t, tj)

)
, which are

disjoint as j goes from 1 to k, we have that

P
(
S 6 t

2

∣∣∣Γ = γ
)
> 1− P (zj + Ft  zj + Et for all j) = 1− P (Ft  Et)k .

This proves the lemma with
pβ = sup

t>1
P(Ft  Et),

which is less than one as a consequence of exponential decay [AEGR15, Lemma 2.13].

Proof of Lemma 3.4. The assumption Rt = eO(t) could be waived, but it makes the proof
more transparent. On the event G0(BRt+βt), no open path can start outside BRt+βt and
reach BRt by time t, so X must be in this box. This implies in particular that X itself
is good, and by Lemma 3.6 the path Γ will have at least

√
t

4 − 1 disjoint favorable time
intervals on [0, t2 ].
When β and t are large enough, Corollary 2.3 gives

P
(
G0(BRt+βt)

∣∣∣ ηt ∩BRt 6= ∅
)
> 1− e−t.

Using Lemma 3.7 we get

P
(
S 6 t

2

∣∣∣ ηt ∩BRt 6= ∅
)
> P

(
S 6 t

2 , G
0(BRt+βt)

∣∣∣ ηt ∩BRt 6= ∅
)
> 1− e−t − p

√
t

4 −1
β .

We obtain the result by taking 0 < cβ <
ln(1/pβ)

4 .

3.5 Expectation of the number of infected sites

We finally prove Proposition 1.3. The notation Eν |ζ| in its statement is a short for∑
ζ∈Λ |ζ| ν(ζ), where ν is the limiting distribution in (1). We first state two crucial facts

about this Yaglom limit and then proceed to the proofs.
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Lemma 3.8. Eν |ζ| <∞.

Lemma 3.9. The family of conditional distributions L
(
|ζ0
r |
∣∣∣ ζ0
r 6= ∅

)
on N indexed by

r ∈ [0,∞) is uniformly integrable, and E
(
|ζ0
r |
∣∣∣ ζ0
r 6= ∅

)
→ Eν |ζ| as r →∞.

Proof of Proposition 1.3. Consider the complementary events

F1a = ĜS
Y , S 6 t/2, Y ∈ BRt−βt,

F1b = ĜS
Y , S 6 t/2, Y 6∈ BRt−βt,

F2 = S > t/2 or ¬ĜS
Y ,

ordered from most to least likely, and let F1 = F1a ∪ F1b. Writing P̃ and Ẽ to represent
the conditioning on ηt ∩BRt 6= ∅, we start by decomposing Ẽ (|ηt ∩BRt|) as

Ẽ
(
|ηt ∩BRt |

)
= Ẽ

(
|ηt ∩BRt | · 1F1

)
+ Ẽ

(
|ηt ∩BRt| · 1F2

)
.

The proof consists in showing that the first expectation converges to Eν |ζ| and that
P̃(F2)→ 0 fast enough. Indeed, using Lemmas 3.3 and 3.4,

Ẽ
(
|ηt ∩BRt | · 1F2

)
6 |BRt| · P̃(F2) 6 |BRt | ·

(
e−ct + e−

√
t
)
→ 0.

On the other hand,

|ηt ∩BRt | · 1F1 = |ηt ∩BY
βt| · 1F1a + |ηt ∩BRt ∩BY

βt| · 1F1b + |ηt ∩BRt \BY
βt| · 1F1 .

By Lemmas 3.2 and 3.5,

Ẽ
(
|ηt ∩BRt \BY

βt| · 1F1

)
6 E

(
|ηt ∩BRt \BY

βt|
∣∣∣F1

)
6 |BRt |e−αt/2 → 0,

Ẽ
(
|ηt ∩BRt ∩BY

βt| · 1F1b

)
6 |Bβt| P̃(F1b) 6 Cβt

d t
d+1

Rt

→ 0.

Since P̃(F1a)→ 1 as t→∞, it suffices to show that

E
(
|ηt ∩BY

βt|
∣∣∣F1a

)
→ Eν |ζ|.

Using Lemma 3.1 and translation invariance

E
(
|ηt ∩BY

βt|
∣∣∣F1a

)
=
∫
y,s

E
(
|ηt ∩By

βt|
∣∣∣ Ĝs

y, Y = y, S = s
)

dP(Y = y, S = s|F1a)

=
∫

[0, t2 ]
E
(
|η0
t−s|

∣∣∣ η0
t−s 6= ∅, G0

0

)
dP(S = s|F1a).

On the other hand, Corollary 2.3 gives P(G0
0 | η0

r 6= ∅) → 1 uniformly over r ∈ [0, t].
Combining this with Lemma 3.9, we get

E
(
|η0
r |
∣∣∣ η0

r 6= ∅, G0
0

)
→ Eν |ζ| as t→∞,

uniformly over r ∈ [ t2 , t], concluding the proof.
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Proof of Lemma 3.8. We discuss how results of [Swa09, SS14], translated to our setting,
say that ν is the unique QSD satisfying Eν |ζ| < ∞. Recall that Λ is the quotient space
resulting from translation equivalence and (ζt) is the contact process modulo translation
taking values in Λ ∪ {∅}. Let Z = {A ⊆ Zd : A is non empty and finite}. Consider the
kernel Pt acting on (possibly infinite) measures µ on Z by

(µPt)(D) =
∑
A∈Z

µ(A)P(ηAt ∈ D), D ⊆ Z.

Proposition 1.4 in [Swa09] states that there exists a unique (modulo multiples) translation-
invariant locally-finite eigenmeasure µ. That is, there is a unique µ satisfying:
(i) µ(A+ x) = µ(A) for all A and x; (ii) ∑Z 10∈A µ(A) <∞; (iii) µPt = ertµ for t > 0.
We can thus consider the probability measure µ̃ on Λ defined by µ̃(〈A〉) = cµ(A) for each
A ∈ Z. By (i), µ̃ is well defined. By (iii), the measure µ̃ satisfies µ̃Pt = e−αtµ̃, so it is a
quasi-stationary distribution for the contact process modulo translations. By (ii),

Eµ̃|ζ| =
∑
ζ∈Λ
|ζ| · µ̃(ζ) =

∑
ζ∈Λ

∑
A∈Z

1〈A〉=ζ 10∈A · µ̃(ζ) = c
∑
A∈Z

10∈A · µ(A) <∞

Finally, [SS14, Theorem 2.12] states that µ̃ satisfies the Yaglom limit, so µ̃ = ν.

Proof of Lemma 3.9. Let us identify measures on Λ with row vectors, and real functions
on Λ with column vectors, both indexed by Λ. Consider the sub-Markovian semigroup of
matrices (P t)t>0 defined by P t(A,B) = P(ζAt = B) for A,B ∈ Λ.
It follows from [AEGR15, Section 3] that P t is α-positive and there exist a probability ν
and positive function h such that eαtP t → hν and eαtP t1→ h as t→∞.
In the notation of [NT78], for a nonnegative function g and a signed measure µ, define
‖µ‖g = max{µ+g, µ−g}. Writing π = ν and taking g(ζ) = |ζ|, from Lemma 3.8 we have
πg <∞, so we can apply [NT78, Theorem 2], obtaining∥∥∥eαtP t(A, ·)− h(A)π(·)

∥∥∥
g
→ 0.

Now, as a consequence of α-positivity with summable ν, the denominator in

P
(
ζAt = ·

∣∣∣ τ > t
)

= eαtP t(A, · )
eαtP t(A,Λ) ,

converges to h(A), see [AEGR15, Theorem 3.1]. Therefore∥∥∥P(ζAt = · | τ > t)− ν
∥∥∥
g
→ 0,

which implies uniform integrability as stated.
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4 Proof of the scaling limit

In this section we prove Theorem 1.1. The proof relies on Propositions 1.2 and 1.3,
but is otherwise independent of the previous section. In the sequel we state and discuss
three independent lemmas, and use them to prove the theorem. Proving the lemmas is
postponed to the end of the section.
We start with the fact that connected components in Ct can indeed be represented by
some (x, ζ) ∈ Zd × Λ.

Lemma 4.1. If Rt � eαt/d, for large t there are a.s. no infinite components in Ct.

This lemma uses the definition of good points and the crude estimate P(ηt∩BRt 6= ∅)� 1.
Using Proposition 1.3, we obtain the correct asymptotics, given by the following lemma.

Lemma 4.2. If t2d+1 � Rt � e
3√t, then for the constant ρ given by (4) we have

P
(
ηt ∩BRt 6= ∅

)
∼ ρ e−αt |BRt|.

So the density of infected boxes agrees with the density of the scaling limit stated in
Theorem 1.1. Moreover, knowing which boxes are infected we have the correct distribution
inside each of them, thanks to Proposition 1.2.
The missing ingredient is independence between boxes. In the sequel we give a precise
meaning to the idea that the configuration ηt is almost independent across different boxes.
Namely, we will show that, for large t, the configuration ηt can be approximated by a
collection of independent patches within mesoscopic boxes.
From now on we let

K > 0 and Ψ = [−K,K]d ⊆ Rd

be fixed, and assume that 1� Rt � eαt/d. Let

Rt = e−
αt
d Zd

be the lattice (gray grid in Figure 3) where the rescaled configuration

ηt = e−
αt
d ηt ⊆ Rt

lives (pink points in Figure 3). The space Rd will be partitioned into mesoscopic boxes.
More precisely, consider the intermediate lattice

R′t = (2Rt + 1)Rt

associated to the centers of such boxes (blue points in Figure 3). Label the points in R′t
as (y(j)

t , j > 1). Finally, the box associated to y(j)
t is denoted by

B
(j)
Rt = B

(
y

(j)
t , Rte

−αt
d

)
∩Rt
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which corresponds to a discrete ball of radius Rt in Rt. There are

nt(Ψ) ∼ Kd

e−αtRd
t

(12)

such boxes intersecting Ψ, and we assume they are labeled B(1)
Rt , . . . , B

(nt)
Rt .

Lemma 4.3. If Rt � t, then, as t→∞,

L
(
ηt ∩B

(j)
Rt ∩Ψ, j > 1

)
≈
⊗
j>1

L
(
ηt ∩B

(j)
Rt ∩Ψ

)
,

where the right hand side is composed by independent copies of the contact process.

We are now ready to prove the scaling limit.

Rt

R′t

Ψ ⊆ Rd

Figure 3: (Color online) Microscopic and mesoscopic lattices

Proof of Theorem 1.1. Consider the random measure

Mt =
∑

(x,ζ)∈Ct
δ(e−

α
d
t
x,ζ),

where (x, ζ) represents each connected component of ηt as defined at the introduction.
Let M be a Poisson random measure on Rd × Λ with intensity ρdx× ν.
We want to show that Mt converges in distribution to M . We first prove convergence
assuming that

t2d+1 � Rt � e
3√t,

and then extend it to any other 1 � Rt � eαt/d. Let η̃t be obtained by patching a
collection of independent copies of ηt on boxes of radius Rt. We denote C̃t and M̃t to
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indicate the use of η̃t instead of ηt. By Lemma 4.3, it suffices to show that M̃t converges
in distribution to M . We will write

ηt = e−αt/dη̃t

for the rescaled configuration.
Now let Ξ ⊆ Ψ be a compact rectangle and let D ⊆ Λ be a finite set of configurations.
By [Res08, Proposition 3.22], it suffices to show that

P
(
M̃t(Ξ×D) = 0

)
→ P

(
M(Ξ×D) = 0

)
= e−ρ|Ξ|ν(D) (13)

and
E
(
M̃t(Ξ×D)

)
→ E

(
M(Ξ×D)

)
= ρ|Ξ|ν(D) (14)

as t→∞.
Write pt = P(ηt ∩ B

(1)
Rt 6= ∅) By Lemma 4.2 we have pt ∼ ρ|BRt|e−αt. Moreover, using

Proposition 1.2 we get

P
(
〈ηt ∩B

(1)
Rt 〉 ∈ D

)
∼ ρ|BRt |e−αtν(D). (15)

Consider C̃#
t obtained from η̃ similarly to C̃t, except that we only connect infected sites

lying within the same box B(j)
Rt . Denote the corresponding random measure by M̃#

t . Let
dΨ(M̃t, M̃

#
t ) count the number of point masses in Ψ × Λ that are present in one of the

random measures and not in the other. Then

P
(
M̃t 6= M̃#

t in Ψ
)

= P
(
dΨ(M̃t, M̃

#
t ) > 1

)
6 E

[
dΨ(M̃t, M̃

#
t )
]
6

6 2
nt(Ψ)∑
j=1

P
(
ηt ∩B

(j)
Rt 6= ∅ and ηt ∩B

(i)
Rt 6= ∅ for some B(i)

Rt neighbor of B
(j)
Rt

)
=

= 2nt (3d − 1) p2
t . 2 · 3d ρ |Ψ| · pt → 0,

so we can consider M̃#
t instead of M̃#

t in (13) and (14). Label the boxes B(j)
Rt so that the

first nt(Ξ) intersect Ξ and the first nt(Ψ) intersect Ψ. Using independence and (15),

P
(
M̃#

t (Ξ×D) = 0
)

= P
(
〈ηt ∩B

(j)
Rt 〉 /∈ D, i = 1, . . . , nt(Ξ)

)
=

=
[
1− P

(
〈ηt ∩B

(1)
Rt 〉 ∈ D

)]nt(Ξ)
≈ e−ρ|BRt |e

−αtν(D)nt(Ξ) ≈ e−ρ|Ξ|ν(D),

and similarly,

E
(
M̃#

t (Ξ×D)
)

=
nt(Ξ)∑
i=1

P
(
〈ηt ∩B

(j)
Rt 〉 ∈ D

)
≈ ρ|BRt|e−αtν(D)nt(Ξ) ≈ ρ|Ξ|ν(D).

This proves the required convergence in distribution for t2d+1 � Rt � e
3√t.
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To conclude the proof, suppose that 1 � Rt � eαt/d. For R′t = t2d+2, we already proved
that M ′

t
d→M . We will show that Mt · 1Ψ = M ′

t · 1Ψ with high probability as t→∞.
For convenience, take wt and Wt such that Rt, R

′
t ∈ [wt,Wt] for t > 0, and such that

wt →∞ and εt = Wt

eαt/d
→ 0. Notice that the occurrence of Mt ·1Ψ 6= M ′

t ·1Ψ implies that
ηt contains a pair of infected sites in the box eαt/dΨ whose distance is in [wt,Wt], or an
infected site at distance less than Wt from the outside of the box. Indeed, if every pair of
infected sites are distant less than wt or more than Wt, then either they are connected for
being closer than both Rt and R′t, or they are not connected for being farther than both
Rt and R′t, and thus Mt · 1Ψ = M ′

t · 1Ψ. Now, unless ηt contains infected sites Wt-close
to ∂eαt/dΨ (which has probability bounded by 2d(2K)d−1εt, vanishing as t → ∞), the
occurrence of a pair of infected sites whose distance is in [wt,Wt] implies that M ′

t · 1Ψ
either contains a cluster (x, ζ) with diam(ζ) > wt, or it contains a pair of clusters (x1, ζ1)
and (x2, ζ2) with ‖x1 − x2‖∞ 6 3εt. But the probability that M ′

t contains such clusters
approximates the probability that the Poisson process M contains such clusters. The
latter probability, in turn, is bounded by ρ |Ψ| ν{ζ : diam ζ > wt}+ ρ2(2εt)d|Ψ|, which is
arbitrarily small when t is large enough.

Proof of Lemma 4.2. Using the fact that

P (0 ∈ ηt) ∼ h({0}) e−αt,

we compute the probability to have infected points in the box BRt by

P(ηt ∩BRt 6= ∅) = E (|ηt ∩BRt |)
E
(
|ηt ∩BRt |

∣∣∣ ηt ∩BRt 6= ∅
) = |BRt |P(0 ∈ ηt)

E
(
|ηt ∩BRt |

∣∣∣ ηt ∩BRt 6= ∅
) .

Thus, using Proposition 1.3 and (3), we get

P(ηt ∩BRt 6= ∅)
e−αt |BRt|

= eαt P(0 ∈ ηt)
E
(
|ηt ∩BRt|

∣∣∣ ηt ∩BRt 6= ∅
) −−−→

t→∞

h({0})
Eν |ζ|

.

Proof of Lemma 4.3. Let

Ψ+ = [−K − βte−αt/d, K + βte−αt/d]d.

Let t > 0 and (B(j)
Rt )j∈{1,...,nt} be a subfamily of balls covering Ψ. The idea is the following:

with high probability, we can suppose that the boundaries of Ψ+ and the boxes B(j)
Rt−βt

are good and that only the points in B(j)
Rt−βt (and outside of Ψ+) survive, in which case

ηt ∩B
(j)
Rt depends only on B(j)

Rt × [0, t] which gives us the independence.
Denote

B(j)
r = B(y(j)

t , re−
αt
d ) ∩Rt and D(j)

r = B(j)
r \B

(j)
r−1.
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For brevity write B̊j
t = B

(j)
Rt−βt, D̊

j
t = D

(j)
Rt−βt and B̊t = ∪16j6ntB̊

j
t .

lim sup
t→∞

∥∥∥∥∥L (
ηt ∩B

(j)
Rt ∩Ψ, 1 6 j 6 nt

)
−

nt⊗
j=1

L

(
ηt ∩B

(j)
Rt ∩Ψ

)∥∥∥∥∥
6 lim sup

t→∞

∥∥∥∥∥L (
ηt ∩B

(j)
Rt , 1 6 j 6 nt

∣∣∣G0
(
∂Ψ+

))
−

nt⊗
j=1

L

(
ηt ∩B

(j)
Rt

∣∣∣G0
(
∂Ψ+

))∥∥∥∥∥
+ lim sup

t→∞
2P
(
¬G0

(
∂Ψ+

))
(16)

6 lim sup
t→∞

∥∥∥∥∥L (
ηB̊tt ∩B

(j)
Rt , 1 6 j 6 nt

)
−

nt⊗
j=1

L
(
η
B̊jt
t ∩B

(j)
Rt

) ∥∥∥∥∥+
+ lim sup

t→∞
2
nt∑
j=1

∣∣∣B(j)
Rt \ B̊

j
t

∣∣∣e−αt (17)

6 lim sup
t→∞

∥∥∥∥∥∥L
(
ηB̊tt ∩B

(j)
Rt , 1 6 j 6 nt

∣∣∣G0(∪ntj=1D̊
j
t )
)
−

nt⊗
j=1

L
(
η
B̊jt
t ∩B

(j)
Rt

)∥∥∥∥∥∥
+ lim sup

t→∞
nt · P

(
¬G0(D̊1

t )
)

(18)

= lim sup
t→∞

∥∥∥∥∥∥
nt⊗
j=1

L
(
η
B̊jt
t ∩B

(j)
Rt

∣∣∣∣G0(D̊j
t )
)
−

nt⊗
j=1

L
(
η
B̊jt
t ∩B

(j)
Rt

)∥∥∥∥∥∥
= lim sup

t→∞
nt ·

∥∥∥∥L (
η
B̊1
t

t ∩B
(1)
Rt

∣∣∣∣G0(D̊1
t )
)
−L

(
η
B̊1
t

t ∩B
(1)
Rt

)∥∥∥∥
6 lim sup

t→∞
nt · P

(
¬G0(D̊1

t )
)

= 0. (19)

The terms (16), (18) and (19) vanish for β large enough by Corollary 2.2. The term
in (17) is bounded by 2nt · CβtRd−1

t · e−αt, which by (12) vanishes since Rt � t.
In the second inequality we excluded some sites from the initial configuration and used (5).
The first equality uses the fact that, conditioning on the event of all good borders, the
processes in each box are independent and stay within the respective boxes.

Proof of Lemma 4.1. We can assume that Rt > βt, since decreasing Rt only removes
connections. For fixed t, consider the partitioning of Zd into boxes given by

Bx = (2Rt + 1)x+BRt , x ∈ Zd.

To control interaction between distant boxes, we will consider the boundary of an enlarged
box, also indexed by x ∈ Zd, namely

Dx = (2Rt + 1)x+DRt+βt

We say that two boxes Bx and By are neighbors if ‖x− y‖∞ = 1, so each box has 3d − 1
neighbors. If the event G0(Dx) occurs and ηt ∩ Bx = ∅, we say that the box Bx is good,
otherwise it is bad. Since paths starting from farther boxes need to cross Dx × [0, t] in

21



order to enter Bx × [0, t], the event that a box is good is determined by the graphical
construction on Bx× [0, t] and neighboring boxes. Now, for t and β large enough, we have

P (Bx is bad) 6 P (BRt+βt  Lt) + P
(
¬G0(DRt+βt)

)
6 |BRt+βt|e−αt + e−ρt,

which vanishes for large t since Rt � eαt/d. So the process of good and bad boxes is a
2-dependent percolation field with low density. Therefore, for large enough t there is a.s.
no infinite path of neighboring bad boxes. To conclude the proof, notice that an infinite
component in Ct would require a sequence of infected sites at time t, each one Rt-close
to their predecessor, and this in turn would imply the existence of an infinite sequence of
neighboring bad boxes.

Acknowledgments

This research started during thematic trimester “Disordered Systems, Random Spatial
Processes and Some Applications” at the Henri Poincaré Institute. LR thanks the IHP
and the Fondation Sciences Mathématiques de Paris for generous support. This project
supported by grants PIP 11220130100521CO, PICT-2015-3154, PICT-2013-2137, PICT-
2012-2744, Conicet-45955 and MinCyT-BR-13/14.

References

[AEGR15] E. Andjel, F. Ezanno, P. Groisman, L. T. Rolla. Subcritical contact pro-
cess seen from the edge: convergence to quasi-equilibrium. Electron J Probab
20 (2015), pp. no. 32, 16.

[ASS90] E. D. Andjel, R. B. Schinazi, R. H. Schonmann. Edge processes of one-
dimensional stochastic growth models. Ann Inst H Poincaré Probab Statist 26
(1990), pp. 489–506.

[BG91] C. Bezuidenhout, G. Grimmett. Exponential decay for subcritical contact
and percolation processes. Ann Probab 19 (1991), pp. 984–1009.

[Eza12] F. Ezanno. Systèmes de particules en interaction et modèles de déposition
aléatoire. Ph.D. thesis, Université d’Aix Marseille, 2012.

[Lig99] T. M. Liggett. Stochastic interacting systems: contact, voter and exclu-
sion processes, vol. 324 of Grundlehren der Mathematischen Wissenschaften
[Fundamental Principles of Mathematical Sciences]. Springer-Verlag, Berlin,
1999.

[Lig05] ———. Interacting particle systems. Classics in Mathematics. Springer-Verlag,
Berlin, 2005. Reprint of the 1985 original.

22



[NT78] E. Nummelin, R. L. Tweedie. Geometric ergodicity and R-positivity for
general Markov chains. Ann Probability 6 (1978), pp. 404–420.

[Res08] S. I. Resnick. Extreme values, regular variation and point processes. Springer
Series in Operations Research and Financial Engineering. Springer, New York,
2008. Reprint of the 1987 original.

[SS14] A. Sturm, J. M. Swart. Subcritical contact processes seen from a typical
infected site. Electron J Probab 19 (2014), pp. no. 53, 46.

[Swa09] J. M. Swart. The contact process seen from a typical infected site. J Theoret
Probab 22 (2009), pp. 711–740.

23


	Introduction
	Preliminaries and main tools
	Graphical representation and FKG inequality
	Good point

	Configuration at infected regions
	Construction of the work path
	Break point and consequences
	Properties of the break point
	Existence and location of the break point
	Expectation of the number of infected sites

	Proof of the scaling limit

