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Abstract

In the context of the nondestructive testing and evaluation research community, global sensitivity
analysis (GSA) methods are widespread tools for quantifying the sensitivity of measurements con-
cerning the variation of inputs over the whole design space. For parameter ranking purposes, GSA
methods have been historically preferred by NDT&E scholars compared to feature importance (FI)
techniques such as random forest-based, SHAP values, among others. For practical applications, GSA
and FI can face limitations when the number of evaluations of the physical model is very high. The
main issues that one needs to face with GSA and FI in practical problems are the low computing
time e�ciency of the numerical solver and/or the high cardinality (i.e., the number of inputs) of the
problem considered. This paper targets two main goals. First, we propose to tackle the problem of
an e�cient GSA and FI procedure relying on a tailored deep neural network to be employed as a
metamodel (or surrogate model) to replace the less e�cient numerical model. Second, we compare
GSA (i.e., Sobol' indices and δ-sensitivity measure) indices and FI (i.e., SHAP) method for param-
eter ranking purposes. In particular, we describe a generative deep neural network framework to be
straightforwardly applied to GSA and FI studies. The numerical experiments in this communication
correspond to an eddy current testing inspection problem where multiple arbitrarily oriented cracks
lie in a conductive planar multilayered structure.

Keywords: Global sensitivity analysis, SHAP, deep neural network, deep generative models,
Sobol' indices, delta-importance measure, eddy current testing, metamodels

1 Introduction

In nondestructive testing & evaluation (NDT&E) framework, the vast improvement in numerical sim-
ulation tools in terms of e�ciency is mainly due to the increases of computational power on standard
PCs and through the use of distributed and cloud computing resources. Nevertheless, this progress has
just partially mitigated the computational e�ciency issues that one faces in performing very demanding
statistical studies such as global sensitivity analysis (GSA) [1, 2], model-assisted probability of detection
(MAPOD) [3, 4, 5], stochastic optimization [6], inversion[7, 8], etc. In order to decrease the computational
burden without degrading the quality of the results, metamodels (also known as surrogate models) are
employed to replace the �true� physics-based model for a given set of parameters (or factors). Loosely
speaking, a metamodel can be de�ned as a mathematical function mapping a parameter space versus
the measures space, where measurements can be scalar or vector-valued quantities. In the context of
machine learning and statistical methods, the most employed metamodels rely on shallow learning meth-
ods (i.e., kernel machines) [7], statistical methods (i.e., Gaussian process, polynomial chaos expansion,
etc.) [9, 10], ensemble methods (i.e., random forest, extreme gradient boosting, etc.) or deep neural
network (DNN) architectures [11][12]. All these methods exploit a supervised learning framework where
the inputs correspond to a labelled target (or, equivalently, the measurement output).

That is, the use of a pre-computed dataset (or database), which contains a collection of input param-
eters and output signals, is generated during an o�-line phase based on physics-based simulations, and
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a speci�c ML model is �t on the data available. In the second phase, referred to as the online phase, a
metamodel is used to generate output signals on a set of unseen input parameters. The metamodel acts
as a black-box quasi-real-time replacement of the complete forward solver. In this way, it can be plugged
in a transparent way within any kind of algorithm involving the use of a physical model for speeding-up
considerably the computational e�ciency.

In the NDT&E community, the use of metamodels applied to GSA [2][13] and MAPOD [3] has been
extensively investigated in the past based on di�erent con�gurations. Nevertheless, using metamodels
based on DNN remains marginal compared to kernel machines or statistical methods. One of the main
reasons for considering DNN architectures over the aforementioned approaches is the higher scaling
e�ciency in large and complex datasets. Therefore, DNN-based methods are among the most suitable
regressor to be applied when the cardinality of the inputs is very large.

This paper focuses on an eddy current testing (ECT) inspection scenario driven by twelve parameters
used to describe probe, specimen and defects' positional or geometric characteristics. Simulations have
been performed into the CIVA-DS application (i.e., the database generation and ML-focused package of
the CIVA commercial platform) [14], e�ciently addressing the generation of datasets for a wide range of
NDT&E problems regardless of the method considered. A DNN is trained over this dataset to later be
used to e�ciently compute the GSA and the FI.

This communication is structured as follows. In Section 2, we present the supervised framework
adopted in this paper with a particular emphasis on the DNN architecture developed. In Section 3,
we introduce the GSA methods employed in this work along with the Shapely additive explanation
(SHAP) [15] used to analyze the impact/importance of the parameters on the model outputs, named
the FI method in this work. Subsequently, the problem studied in this paper is described, the DNN
performance is assessed in Section 4, and the GSA and FI results are discussed in Section 5. The paper
ends with the conclusion and future perspectives.

2 Supervised DNN regression schema applied to EDT signals

In the last decade, fast regression models (i.e., a metamodel or surrogate model) based on pre-computed
databases made of homogeneous collections of NDT inspection signals (e.g., A-scan, B-scan, C-scan etc.
signals) and/or engineered extracted features from inspection signals (e.g., peak values, time of �ight,
etc.) [16] and the associated inspection parameters have been increasingly employed to speed-up the
computational time of practical studies for assessing the performance of the inspection procedure such as
the MAPOD framework. More recently, the use of surrogate models has been applied to enable the almost
real-time application of global sensitivity analysis studied based on statistical distributions. Nevertheless,
the use of metamodels based on DNN architectures is not deeply studied in the context of NDT&E based
on ECT signals if applied to the e�cient calculation of GSA indexes or feature importance ranking based
on SHAP values.

Figure 1: Sketch of the supervised deep neural network schema employed divided as (a) o�ine and (b)
online phases.
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M{xn,Yn} = (S3 ◦ S2 ◦ S1 ◦ D2 ◦ D1 ◦ LS ◦ E3 ◦ E2 ◦ E1)(xn,Yn) (1)

Ei
{
xn,Yfi−1n

}
= Lpool ◦ σ(Lp(xn)) ◦ σ(Lp(xn,Yfi−1n

)) + Lpool ◦ Lconv(Yfi−1n
)

Lp

{
xn,Yfi−1n

}
= LpST (xn) ◦ LFiLM (xn) ◦ Lconv(Yfi−1n

)
LS

{
Yfi−1n

}
= σ(Lp(xn)) ◦ σ(Lp(xn,Yfi−1n

)) + Lconv(Yfi−1n
)

Di

{
Yfi−1n

}
= Lup ◦ σ(LIN ◦ Lconv)(Yfi−1n

) + Lup ◦ Lconv(Yfi−1n
)

Si

{
Yfi−1n

}
= σTanH(LIN ◦ Lconv)(Yfin)

(2)

2.1 Database and DNN metamodel generation

We de�ne a database D containing a set of N Input/Output (I/O) couples (or samples) as

D = [(x1,Y1) , (x2,Y2) , ..., (xN ,YN )] ,

where the vector associated with the i-th sample writes as xi = [x1, x2, ..., xD] withD input parameters
size such that xi ∈ RD and the corresponding target vector made by M element is

Yi = [y11, y12, ..., y1My
; y21, y22, ..., y2My

; ...; yN1, yN2, ..., yMxMy
].

These target or output values are obtained by applying a deterministic forward operator F on the
set of input parameters xi, i.e., Yi = F {xi}. More generally, we can de�ne F : R1×D 7→ CMx×My and
therefore Yi ∈ CMx×My where F {xi} is obtained via a CIVA solver simulation based on the integral
approach [17]. Di�erent database-building strategies have been developed in the literature; some of them
rely on �xed sampling schema of the parameter space, while others aim to increase the parsimony in
terms of the number of calls to the forward solver without degradation of the accuracy in metamodel
results. In this work, we employ a database sampling-based one-shot strategy where the parameter space
has been sampled based on Latin hyper-cube sampling.

The metamodel (M) employed in this work is based on a DNN architecture [11] tailored for complex-
valued ECT signals based on a C-scan inspection procedure. Based on the tight analogy of ECT signals
with images (indeed, up to some extent, ECT measurements can be seen as hyperspectral images),
we developed a speci�c encoder-decoder [or autoencoder (AE)] architecture based on 2D-convolutional
layers alternated to PReLU activation function [18] and average pooling layers. Furthermore, to enable
the regression capability based on the variation of input parameters only (i.e., see (Eq. 1)), we accounted
for the feature-wise linear modulation (FiLM) [19] and a modi�ed spatial transformer (ST) layers [20],
name here as parametric ST (pST).

The AE's architectures in the bibliography may vary regarding the objective of the DNN and the
type of data used to train it. For AE-type neural networks, the layers before the middle latent space
(LS) are tailored to the expected task during the on-line phase (Fig. 1 a)); e.g., variational AEs rely
on fully connected layers to infer distribution parameters, long short-term memory encoders are used to
embedded the useful information to infer futures states of an input. In our case, the feature extraction
procedure performed by the architecture based onYi conditioned by xi at every layer of the encoder. This
leads to an LS structured by the parameters used during the data generation. The expected behaviour
during the on-line phase is a coherent ECT generation piloted by xi. It is worth to be noticed that
a structured LS based on the knowledge of input parameters enhance a better insight into the inner
working mechanisms of the NN architecture as well as assures that the underlying physics is injected
and preserved into the architecture in the di�erent layers. A sketch of the architecture developed in this
work is represented in Fig. 2. The encoder, bottleneck and decoder blocks are highlighted in yellow (Ei),
green (LS) and blue (Di), respectively. Additional synthesis layers (Si), displayed in purple, are added
to improve reconstruction accuracy. The encoder and decoders count with Res-Net-like skip-connections
to help the convergence for the training. Spatial dropout layers are added at every block to promote the
independence of per-channel features.

We denote with the subscript n a sample that is forwarded in metamodel M (Eq. 1). Yf is the
features extracted by the layers in M. i is the number of the layers in M whose input is the Yf from the
precedent layer i− 1, together with the xn corresponding to the sample Yn. The inner layers operators
at each layer (Eq. 2) are identi�ed as Lpthe parametric layer triplet (composed by the parametric spatial
transformerLpST , the feature-wise linear modulator LFiLM and a 2D convolution Lconv. σ denotes the
PReLU activation, while σTanH is a tangent hyperbolic activation. Lupand Lpool represent the up-
sampling and average pooling operators. The encoder normalizes its convolution output by an instance
normalization LIN [21].
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a) Mblock disposition

b)LFiLM operator

c)LpST operator

Figure 2: Overview of the DNN architecture used is given in a). In b) and c), the schematic FiLM and
ST blocks are provided, respectively.

A Mean Square Error (MSE) loss is used to train the architecture. The neural networks optimized
the reconstruction of Yn (2-channel input) while learning how the FiLM and ST transformations during
the encoding conditioned by xn. Those two layers are schematically represented in 2b) and 2c, where
Yfj−1n

are the extracted feature by any precedent layer (L). For the pST, a dense layer infers ϕ ∈ R6×Ck

from xn to built Tϕ ∈ R3×3×Ck , Ck are the number of channel (or �lters) in the block. ϕ and Tϕ for
each Ck are built as

ϕCk
(xn) = [ϕ1Ck

(xn), ϕ2Ck
(xn), ϕ3Ck

(xn),

ϕ4Ck
(xn), ϕ5Ck

(xn), ϕ6Ck
(xn)],

TϕCk
(ϕCk

) =

 ϕ1Ck
ϕ2Ck

ϕ3Ck

ϕ4Ck
ϕ5Ck

ϕ6Ck

1 1 1

 ,

(3)

to be applied as an a�ne transformation per Ck-map as follows,

LpST (xn,Yfj−1n
) = Tϕ(ϕ(xn))⊗Yfj−1n

. (4)

Analogously to pST, the FiLM uses a dense layer to infer β ∈ RCk and γ ∈ RCk from xn to apply,
then

LFiLM (xn,Yfi−1n
) = γ(xn) ·

Yfj−1
− E[Yfj−1n

]√
σ2[Yfj−1n

] + ϵ
+ β(xn), (5)

where E [·] and σ2 [·] represent the empirical average and variance, respectively.
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In order to use the AE as a parametric regressor, we �x the input Ynonce M is trained. This is,
during the online phase, the hyper-spectral image input becomes Yfix for any xn, and Yfix is the mean
of the training set samples for Y.

Behind the choice of this architecture is the underlying assumption that a set of spatial transformations
(Eq. 3) exists to generate the ECT images from a �xed input, and these transformations depend on the
simulation parameters. Similarly, the distribution of each ECT image depends on the input parameters;
this is learned by Eq. 5. Both transformations are a function of the simulation parameters. For the �rst
assumption, the coin tilt is an example of a spatial transformation required to produce di�erent coherent
outputs from a �xed image input but a changing parameter input (Yfix,xvar). For instance, the main
feature in Fig. 4-I.b-right, in contrast to Fig. 4-I.b-left, presents a spatial scale learned by the pST, among
others. Similarly, the two images present di�erent distributions learned by the FiLM.

2.2 Metamodel validation metrics

To quantitatively evaluate the metamodel prediction accuracy of multivariate ECT signals, we shall
employ three di�erent metrics. The �rst one is the normalized root mean squared error (NRMSE),
de�ned as

NRMSE =

√√√√ 1

N

N∑
n=1

(F {xn} −M{xn})2

Ymax −Ymin
, (6)

where Yn stands for the n-th true value to be estimated and M{xn} is the associated estimation. Ymax

and Ymin correspond to the maximum and minimum ECT signals values among Nvalues considered,
respectively. To estimate the �t of the predicted ECT signals against the ground truth (GT), we employ
the correlation coe�cient (R2) de�ned as

R2 = 1−
N∑

n=1

(F {xn} −M{xn})2(
F {xn} − Ȳ

)2 , (7)

where Ȳ is the mean value of the ECT signals among the N samples considered. Lastly, the mean
normalized Frobenius norm (∥·∥2F ) error (MNFE) has been calculated as

MNFE =
1

N

N∑
n=1

∥F {xn} −M{xn}∥2F
∥F {xn}∥2F

. (8)

3 DNN metamodel-based SA and FI studies applied to ECT sig-

nals

In real-case scenarios, the agreement between experimental data and simulated results depends on the
capability to master the whole acquisition chain (i.e., probe position, dimensions, knowledge of specimen
characteristics, measurement noise, etc.). That is, in operative conditions, the measurement signals are
impacted by �hidden� factors that cannot be directly measured. In order to have a better insight into
the impacts of these factors on measurement, one can consider them along with the driving factors that
are supposed to be �known�, i.e., �aw size, position, etc., in a sensitivity analysis or feature importance
ranking framework.

The main goal of global sensitivity analysis [1] consists in identifying and ranking the set of parameters
that impacts the model output variability across the entire dataset variability. In a nutshell, the under-
lying concept is that the bigger the sensitivity of a parameter is, the higher its in�uence on the output is.
In this section, we introduce the GSA method variance decomposition based on Sobol' indices [22] and
the moment-independent GSA method based on δ-sensitivity measure (or indexes), which is commonly
employed for ranking and screening purposes [1]. In the ML research community, the ranking of the
most important feature is performed through feature importance methods. In this paper, we focused on
the use of SHAP values[15] as a feature importance (FI) method to be applied to the analysis of most
important factors driving the ECT signals measurements.

Regardless of the use of GSA or FI methods for ranking purposes, the computational burden associated
with their calculation makes the use of metamodels mandatory for performing the sensitivity analysis in
an acceptable amount of time. Referring to GSA, one can show that the �rst-order Sobol' and the total

order indices of the i-th factor are given by [22, 23] Si = Vi

Var(M{X}) and STi
=

VarX∼i
(E(M{X}|X∼i))

Var(M{X}) ,
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Figure 3: ECT inspection problem studied. On the left is the 3D view, and on the right, the associated
three main orthogonal projections.

receptively. Si and STi represent the main e�ects of the i-th variable alone and the e�ects of the i-th
variable and its interactions with the other variables, respectively. Where Var (·) represent the variance,
E (·) the expectation with Vi = Varx∼i

(EX∼i
(M{X} |xi)) with the subscript �∼� identi�es the left

out index factor in the calculations [23]. It is worth to be mentioned that Sobol' indices capture the
overall behaviour of uncertainties when the variance of the outputs represents su�ciently (i.e., it is a
good proxy for its estimation). δ-sensitivity measure is used to compute GSA indices based on the
variation of conditional and unconditional probability density functions. This sensitivity analysis method
is particularly suitable in the presence of a correlation between parameter and when the distribution of the
outputs are highly skewed or multi-modal. δ-importance (or δ-sensitivity) measure for the i-th factor is
de�ned as [24] δi =

1
2EXi

[s (Xi)] with EXi
[s (Xi)] =

�
fXi

[� ∣∣fY (M{X})− fY |Xi
(M{X} |xi)

∣∣ dydxi

]
with, called inner statistic or inner separation, represents is the area enclosed between the conditional
(fY |Xi

) and unconditional (fY ) model output densities obtained for a particular value of Xi. This means
that in the case of fY |Xi

is equal to fY , removing the uncertainty on xi does not a�ect the distribution
of the output; thus, the i-th input does not impact the output of M{X}.

Feature importance methods can be used in order to rank the most impacting inputs onto the model
outputs. Among tha wide set of FI methods developed by the ML scienti�c community, in this work,
we adopt SHAP [15], which is a method to explain predictions based on the use of Shapley values in the
case of coalition game theory. Furthermore, SHAP values enable access to both global estimations of
feature importance as well as to a qualitative assessment of the impact of inputs onto the model output.
Loosely speaking, Shapley values express how the predictions are homogeneously distributed among the
features (i.e., the parameters) and in the framework of SHAP, Shapley values are calculated as an additive

feature attribution method as g (z′) = ϕ0 +
∑M

j=1 ϕjz
′
jwith g (·) being the explanation mode, z′ z′ is the

so-called coalition vector (i.e., the features/inputs considered), ϕj the Shapley value for the j-th feature
and ϕ0 = E [f (z)] with f(·) = M{X} |z.

4 Numerical assessment

In this section, we analyze the results obtained for the proposed DNN-based metamodel schema once
applied to ECT signals based on an inspection problem parameterized by coil, specimen and crack(s)
parameters. The synthesis of ECT signals has been applied to the fast calculation of GSA indices and FI
calculations.
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4.1 Generative DNN-based metamodel performance

Referring to the inspection case shown in Fig. 3, a suitable database has been built accounting for twelve
parameters involving the cracks, probe and specimen parametrization. The forward solver simulations,
based on the integral equation method [17], have been performed by CIVA software [14]. More into
detail, crack 1 length (lC1) was made varying [25.0; 35.0] mm, and its width (wC1) takes values in the
interval [0.05; 0.5] mm. Crack 2 length (lC2), width (wC2) and height (hC2) were varied in the ranges of
[25.0; 35.0] mm,[0.05; 0.5] mm and [0.25; 2.0] mm, respectively. The skew angle between the two cracks
(ϕ12) takes values between [0.0; 110.0] deg. The coil lift-o� (lo), tilt in the xz-plane (θxz), tilt in the
yz-plane (θyz) assumed values in the range of [0.05; 0.8] mm, [0.0; 8.0] deg and [0.0; 8.0] deg, respectively.
Concerning the specimen, both plates' conductivity (σ1and σ2) varied between [16.0; 22.0] MS/m along
with the air gap thickness between the two plates (t) ranging as [0.03; 0.3]mm.

For simulating the inspection procedure, a C-scan (i.e., a map) made by 72 × 72 points centered on
the cracks zone has been considered for simulations. Therefore each sample within the database contains
5040 complex-valued measurement points corresponding to the coil impedance variation signal (∆Z).
The database has been sampled based on a Latin hyper-cube sampling schema made of 5 k items and
then split into training, validation and test sets by choosing 1.25k, 625 and 2.5k samples, respectively.
The generative DNN architecture introduced in Section 2 has been trained with a learning rate equal to
1e−3 based on ADAM optimizer [25] with a batch size equal to 128. The training procedure ended after
5 k epochs in about 4 h on a GPU cluster equipped with one NVIDIA HGX A100 graphic card.

The DNN metamodel performance has been assessed on the whole set of 2.5k test samples accordingly
to the metrics provided in equations 6, 7 and 8, obtaining error values as 0.0083, 0.887 and 3.7e − 9,
respectively. Qualitative comparisons of results based on the test set samples are given for the real
and imaginary parts of the signal in Fig. 4 and 5. A good agreement has been observed between DNN
prediction and ground truth (GT) all over the whole set of test. Therefore, one can conclude that the
errors introduced by metamodel predictions of ECT signal are negligible for its exploitation for ranking
purposes by GSA indices and FI calculation. Furthermore, from the point of view of computational
performance, the test set predictions based on the whole test set take about 1.25 s on a PC equipped with
an Intel Xeon CPU @3.70 GHz and a QUADRO RTX GPU 6000, which is a non-negligible speed-up in
computational time e�ciency if it is compared to the about 40 seg needed to compute one forward solver
calculation.

5 Sobol' indices, δ-importance measure and SHAP results anal-

ysis

Based on the DNN metamodel validated in Subsection 4.1, we applied it to the calculation of GSA indices
and FI calculation for parameter ranking purposes, as introduced in Section 3. We compute 25k samples
for the GSA calculation routine of the SALib Python-based sensitivity analysis library [26], where the
twelve driving parameters have been varied by Latin hyper-cube sampling. That is, both Sobol' and δ-
importance indexes were calculated e�ciently in about 370 seconds, and the results are shown in Figure 6
and Fig. 7, respectively. In Fig. 8, the FI ranking relies on SHAP values analysis, where the calculations
were based on KernelExplainer within the Python-based library called SHAP [15].

From the cross-comparisons between the two GSA indices, one can notice that there is an overall
high correlation between Sobol' and δ-importance indices regardless of the ECT components considered
(i.e., absolute, real or imaginary). On the other hand, the comparisons between GSA and SHAP show
overall good agreement in the order of indices with complete concordance in the real part. The biggest
discordance between the analysis is in the index of the for lC2 in the absolute value, being the more
important feature for SHAP while its Sobol' and δ-importance index is low. Such a particular behaviour
needs further investigation since it seems to be associated with the real part of the ECT signal (which is
embedded into the absolute value too). Unlike both the GSA methods, through SHAP values analysis, one
may have deeper information on how the input parameters impact the variability of ECT signals collected
by the coil. More speci�cally, thanks to the so-called �bee-swarm� plots, we can analyze the distribution
of SHAP values for each of the twelve considered parameters as shown in Fig. 9. Looking at Fig. 9, one
can notice that the coil position parameters (tilt and lift-o�) and both the crack 1 parameters (namely
the length and the width) have a symmetric impact. hC2 has a more asymmetric impact for high and low
values. This behaviour can be justi�ed by considering the underlying physics. Indeed, the penetration of
eddy currents into the medium diminishes exponentially accordingly to the skin depth.As a consequence,
a very minor impact of crack 2 on the variation of coil impedance is expected for smaller crack heights

7



I.a)

I.b)

I.c)

I.d)

I.e)

Figure 4: Qualitative assessment of the DNN metamodel regressor for the test set prediction of the real
part (I) of ECT signals (R {∆Z}). In a) the GT versus predicted plot based on the Frobenius norm of
the ECT C-scan. In b) and c), the top row represents the best and the bottom one the worst predictions
agreement, respectively. In c), the di�erences between the C-scans of GT and predictions are given for
the best and worst scenarios. e) represents the scan extractions along the horizontal cut sketched on d)
plots.
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II.a)

II.b)

II.c)

II.d)

II.e)

Figure 5: Qualitative assessment of the DNN metamodel regressor for the test set prediction of the
imaginary part (II) of ECT signals (ℑ{∆Z}). In a) the GT versus predicted plot based on the Frobenius
norm of the ECT C-scan. In b) and c), the top row represents the best and the bottom one the worst
predictions agreement, respectively. In c), the di�erences between the C-scans of GT and predictions
are given for the best and worst scenarios. e) represents the scan extractions along the horizontal cut
sketched on d) plots.
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compared to the larger one. Furthermore, the relation between the variation of coil impedance and hC2 is
linear when crack 2 approaches the second plate's upper surface, and it becomes non-linear when crack 2
breaks the second plate's upper surface. Based on these results, it is believed that the richer information
provided by �bee-swarm� -like plots is a valuable tool to deeply analyze both GSA and FI results in many
realistic inspection cases (not only linked to ECT inspection signals).

5.1 A deeper insight into the generative DNN metamodel procedure

Hereafter we provide some insight into how the DNN learns to generate data. We explored the latent
space block's output o have access to the analysis of the operation of the encoder. Toward this end, the
t-SNE manifold projection [27] was used to obtain a compact 2D visual representation of the latent space
across the entire dataset (i.e., the whole 5k samples).

Fig.10 represents a scatter plot of the LS space. Every point is located on the 2D manifold by
its coordinates (LS1,LS2) based on the t-SNE with an initialization method relying on the principal
component analysis (PCA). As a result, each point can be connected to a parameter value and properly
visualized based on the �colour bar dimension�. In the analysis of the manifold, one can clearly appreciate
that hierarchical arrangements appear as shown in Fig.10 a) − b), whereas a less pronounced order is
observed for the lift-o� parameter. The observations demonstrated that the entire data set is structured
by the DNN and that the generative model developed focused �rst (i.e., encoded or extracted features)
on the spatial information (i.e., the ECT �aw signature on the C-scan) associated with ϕ12 and lC1 and
then to lo. Such behaviour is possible since the input vector can produce both previously unseen samples
as well as other samples found in the data collection. Furthermore, the projection demonstrates how the
encoder features are altered in a coherent direction during the generation by regression.

A well-structured latent space does not implicate a good reconstruction, but if the hierarchy found in
the projection is coherent with the training dataset structure, it may indicate that the DNN has captured
correctly the spatial features of the input images and so the empty space can be �lled in a coherent manner.
In other words, the DNN who makes a regression over this structured space is expected to generate correct
new data. The interest in this architecture is that even if the distribution of the represented latent space
is unknown (arbitrary since it is not imposed), the regression is possible in a controlled way since we
have access parameters for the generation as a DNN input, a fact that is no always true in other AE
architectures.
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a)

b)

c)

Figure 6: Results of global sensitivity analysis through Sobol' �rst-order indexes. In (a), the results
obtained from the extraction based on the L2-norm calculation performed on the absolute value of C-
scan ECT signals. In b) and c) the results display the same calculation performed in a), based on real
and imaginary part of ∆Z, respectively.
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a)

b)

c)

Figure 7: Results of global sensitivity analysis through δ-importance index. In (a), the results obtained
from the extraction based on the L2-norm calculation performed on the absolute value of C-scan ECT
signals. In b) and c) the results display the same calculation performed in a), based on real and imaginary
part of ∆Z, respectively.
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a)

b)

c)

Figure 8: Results feature importance ranking based on SHAP values. In (a), the results obtained from
the extraction based on the L2-norm calculation performed on the absolute value of C-scan ECT signals.
In b) and c) the results display the same calculation performed in a), based on real and imaginary part
of ∆Z, respectively.
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Figure 9: Bees-warm SHAP plots values calculation applied to the DNN metamodel are given (from right
to left) for the absolute, real and imaginary parts of ECT signals.

Figure 10: DNN bottleneck layer representation based on 2D-projection t-SNE projection. From top to
bottom, points are colored accordingly to ϕ12, lC1and lo, respectively.
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6 Conclusion and perspectives

The present work proposes a tailored generative deep learning framework for very e�cient simulation in
NDT&E for ECT signals analysis. Our work shown how quantifying the sensitivity and establishing a
feature importance ranking in parametric simulations that are often limited by the intrinsic computational
burden associated with numerical simulations, particularly when high cardinality problems (i.e., the size
of input parameters) are considered. The present framework proposes a fast metamodel to overcome this
limitation to perform GSA and FI computation.

A DNN regressor applied to an ECT inspection problem, where multiple arbitrarily oriented cracks are
lying in a metallic multilayered planar structure, described by twelve parameters like specimen con�gu-
ration, coil position, and crack geometries, has been studied. The DNN regression model has shown good
prediction accuracy and high computational e�ciency. Its application to global sensitivity and SHAP
analysis has permitted to carry out of the complete study in a negligible amount of time if compared to
the intensive use of the forward solver. Additionally, The analysis presented in this paper focuses on a
comparative study between Sobol' indexes δ-importance measure and SHAP values. A satisfactory corre-
lation of parameter ranking has been obtained regardless of the method considered. Furthermore, a deeper
analysis of SHAP (i.e., bee-swarm plots) has permitted us to retrieve some physics-rooted behaviour on
the way that SHAP ranks the parameters. Furthermore, the analysis of inner-working mechanisms of
the DNN architecture via the t-SNE manifold projection allowed to join the feature extraction procedure
performed by the DNN model with the underlying physics linked to the use of a model-driven dataset
generation.

It is worth mentioning that this framework is not limited in terms of the problem cardinality and the
problem addressed, as shown in some preliminary studies elsewhere [12]. This is, more parameters can
be considered by paying more time to train bigger DNNs with more data with a similar computational
evaluation e�ciency as a result. In the perspective of this work, we expect to explore the power of our
AE backbone architecture for inverse problems, given that structure of the latent space seems promising
for this task.
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