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Abstract

This paper describes a discussion-bot that provides answers to students' questions about the Data Science master program at the University of Lyon 1. Based on a seq2seq architecture combined with a supervised memory module, the bot identifies the questioner's interest and encodes relevant information from the past conversation to provide personalized answers. A dialogue generator based on hand-crafted dialogues was built to train our model on these synthetic dialogues. The agent and its memory are adaptable to another context by modifying the intention database of the generator. The model was deployed and the results show that the discussion-bot meets most students' learning requests. We discuss further directions that might be taken to increase the model’s effectiveness.

Introduction

Every year, students in their final year of a bachelor’s degree are looking for a master’s degree that best suits their profile and expectations. Most of them have many questions (e.g., requirements, prerequisites, applications, deadlines, and campus life) about their future training. At the university of Lyon 1, a conversational agent was developed to answer any request for information, in a personalized way, from candidates for the Data Science master’s degree. As many of these questions tend to be asked every year, the bulk of these pre-admission queries would be addressed through the agent itself. This paper presents the technical aspects and the implementation of this conversational agent. The agent can give personalized responses through memory that it updates as the conversation goes along.

As students’ queries may depend on their past utterances that the bot should keep in mind, we focus our attention on so-called dialog state tracking systems (Shukla et al. 2020), which map values for specific slots (for example student-university). The proposed agent takes into account the past of the conversation with a memory module that detects features for selecting the correct response. The memory used in our work is a “simple” binary vector that encodes the student “profile”, that is, all the attributes required to correctly answer their questions (Fig 1).

To train our model, we collected data from the previous school year. We asked students to write questions about the data science master program, then we answered all these questions. After cleaning and checking these questions, we built a dialog generator that mimics proper discussions between prospective students and the conversational agent. The dialog flow logic is quite simple for questions that don’t require any information about the student profile. For questions requiring specific information about the prior cursus of the student, the bot has to request this information in natural language from the student, which complicates the dialog...
generation process. In this paper, we propose a dialog generator that takes into account the dialogue states.

The conversational model consists of three modules: a natural language understanding module, a dialog manager, and a natural language generator. These modules are often part of a conversational agent (Shukla et al. 2020). Our conversational agent aims to be simple, interpretable and easily deployed. We use a neural network architecture where a Gated Recurrent Unit (GRU) (Cho et al. 2014) acts as a natural language understanding module. Our dialog manager is a single-head cross-attention between the past conversation memory of student details and the currently encoded utterance. The response generation is a simple feed-forward network that outputs the response class and updates the memory.

We first discuss the acquisition and the generation of training dialogs. We then describe a neural conversational agent model able to answer students wishing to enroll in a master program. Finally, we report on the experiments performed to evaluate the practical usefulness of the model to guide and inform the prospective Master students. Code and data are available on github

Related Work

We start with a brief review of related work on conversational agents applied to the education domain. In (Feng et al. 2006), the authors discuss the use of a chatbot to answer students’ questions on a forum where some questions are already answered. Their goal is to respond to students using this forum without resorting to a search engine, which they believe would discourage interchanges. They retrieve a set of semantically-related passages that match a student’s interest by directly computing the cosine similarity between question post and archived data using the TF-IDF technique (Salton 1989) in order to find the answer in the forum thread.

(Aujogue and Aussem 2019) proposed a model for multi-turn response generation that is end-to-end trainable. Its hierarchical structure, allows the model to focus on both words and sentences of the past conversation in order to correctly respond to a new utterance. However this model is end-to-end, the memory is not clearly defined and supervised. Moreover, the answers are generated word by word at the risk of producing badly formulated answers.

A more recent approach (Santana et al. 2021) that uses Transformers (Vaswani et al. 2017) to detect both user intent and named entities to answer students’ administrative questions. This approach shares some similar intuition with our proposed approach, however our bot is endowed with a supervised binary memory vector to capture the useful information of the student profile - updated in the course of the conversation - in order to answer questions in a personal way.

There is also an ongoing discussion about which framework to use for building a chatbot for the educational domain. (Rooein, Paolini, and Pernici 2022) pointed out that making chatbots customizable enhance students’ learning experience. Indeed, answering the students in a personal way will improve their general experience. Our task is however somewhat different : answering various queries of prospective students about a Master program. (Sonderegger and Seufert 2022) propose a framework and address several limitations regarding data privacy and dependence on big technology suppliers. As the informative data may change over the years, our chatbot should be customizable enough to add new data.

Our contributions are two-fold: first, we propose a neural conversational agent with a simple memory design that is controllable and intelligible. Second, we developed a dialog generator with memory that can be expanded and updated depending on the context.

Figure 3: The generated dialogs consist of a random walk through various topics.

Dialogs generator

There are usually very few public data available related to the specific task at hand that can be used to create a conversational agent with a specific goal. Thus the datasets are often created by hand to train a multiclass classifier where each intent is a class. Our case is slightly different because bot answers are not only based on the immediate past input from the student. We need to take into account the student’s information to correctly answer his query. This information is to be captured in the course of the conversation, otherwise the chatbot has to ask the student for it when needed.

Our data generator (Algorithm 1) is designed to simulate such conversations and generate a memory vector associated with these exchanges. The memory vector encodes the student’s properties in the form of a binary vector, each dimension of the vector representing a binary attribute (Fig. 1). This vector is updated in the course of the conversation, therefore it is fed as input to our model and potentially updated according the information provided by the current user utterance. This way of representing the memory is advantageous because it is fully supervised and we may easily add new attributes if necessary.

However, the developer needs to define explicitly all the attributes. In contrast, end-to-end models like the one discussed in (Aujogue and Aussem 2019) use a more complex “Hierarchical Attention Network” learns to capture the relevant information from the conversation context, without any help. The conversation context is seen as a hierarchical struc-
Figure 4: Example of topic format where red intentions are for train dataset and blue one for test dataset. An intention database has multiple topics like this.

| Theme #1 |
|-----------------|-----------------|-----------------|
| Intention #1 : Query #1 - Answer #1 | Intention #1 : Query #2 - Answer #1 | Intention #1 : Query #3 - Answer #1 |
| Intention #2 : Query #1 - Answer #2 | Intention #2 : Query #2 - Answer #2 | Intention #2 : Query #3 - Answer #2 |

**Algorithm 1** Dialogs Generator

\[
\text{Require}: \quad N \geq 0 \quad \triangleright \text{Length of the dialog}
\]

\[
\text{Require}: \quad \text{Topics}
\]

\[
\text{Require}: \quad \text{Students' profile}
\]

\[
D \leftarrow \left[ \right] \quad \triangleright \text{List of utterances}
\]

\[
M \leftarrow \left[ \right] \quad \triangleright \text{List of memory state}
\]

while \( N \neq 0 \) do

\[
\text{Topic} \leftarrow \text{Random(} \text{Topics} \text{)}
\]

\[
\text{User, Bot} \leftarrow \text{Random(} \text{TopicUtterances} \text{)}
\]

\[
D.\text{append(} \text{User} \text{)} \quad \triangleright \text{Append User utterance}
\]

if memory required then

\[
\text{for BotQuestion to ask}
\]

\[
\text{if UserAnswer not in memory then}
\]

\[
D.\text{append(} \text{BotQuestion} \text{)}
\]

\[
D.\text{append(} \text{UserAnswer} \text{)}
\]

\[
\text{Update}(M) \quad \triangleright \text{Update memory}
\]

end if

end for

end if

\[
D.\text{append(} \text{Bot} \text{)} \quad \triangleright \text{Append Bot utterance}
\]

\[
N \leftarrow N - 1
\]

end while

The algorithm starts to initialize the memory and dialog list. The initial memory is a null vector that the algorithm will update during the generation. Then, during the dialog generation, the algorithm explores a list of topic (Fig.3) and draw a pair at random. The algorithm has to update the memory depending on the pair drawn. When memory is necessary for answering the question, the algorithm has to check the memory and ask questions about corresponding missing memory information. Finally, the resulting dialog consists of pair and memory lists stored in text format and then used as training dialog.

In order to test the model, the generator can use two disjoint ensembles of intention when drawing at random an intention. This way, the model has an unseen set of intentions during the testing procedure. In our experiments, we generated 20,000 train dialogues of a maximum length of 35 and 2,000 test dialogues of a maximum length of 35.

**Model description**

Our conversational agent model is a neural network composed of a GRU (Cho et al. 2014) that takes care of encoding the user’s sequence, a single head cross attention layer incorporating the binary memory vector and a feed forward network to obtain the new memory state and the user’s intention. This model is rather simple, has few parameters, and the memory is simple and meaningful.

Assume a conversation of length \( M \) between the user and the conversational agent, the user’s sentence \( u_j, \ j \in [0, M] \) is the \( j \)th sentence of the user and each sentence \( u_j \) has a sequence of tokens \( x_{ij}, \ i \in [1, N_j] \) defined by a vocabulary \( \nu \). When a token is not present in the vocabulary, it is replaced by the unknown token. The learning task is to determine the correct intention \( c_j \) and the next state of the memory \( m_j \).

Firstly the set of tokens of the \( j \)th sentence are converted into a sequence of vectors using an embeddings matrix \( E \), so each \( x_{ij} \) is associated with \( e_{ij} = E(x_{ij}) \). Embeddings are trained at the same time as the model is. We compute the representations of each token in the sentence \( u_j \) with a GRU:

\[
\vec{h}_{ij} = \text{GRU}(e_{ij}, \vec{h}_{i-1,j}), \ i \in [1, N_j]
\]

\[
\hat{h}_{ij} = \text{GRU}(e_{ij}, \vec{h}_{i+1,j}), \ i \in [N_j, 1]
\]

The GRU module is bidirectional therefore each token takes into account all the rest of the sentence with \( H_{ij} = [\vec{h}_{ij}, \hat{h}_{ij}], \ i \in [1, N_j] \), the global meaning of the sentence is given by \( H_{uj} = [\vec{h}_{N_j, j}, \hat{h}_{1,j}] \), where the operation \([\cdot, \cdot]\) corresponds to the concatenation.

Then the representation \( H_{uj} \) is concatenated with the memory vector \( m_j \) of the state \( j, s_j = [H_{uj}, m_j] \). A dot product is computed between \( s_j \) and \( W_s \), then, \( b_s \) is added. The result is fed to a tanh function, i.e., \( s_j = \text{tanh}(s_j \cdot W_s + b_s) \), where \( W_s \) and \( b_s \) are trainable parameters. Next we compute a single head cross attention to obtain a vector \( C_j \) weighting the tokens \( H_{ij} \) with the context \( S_j \) as described in (Bahdanau, Cho, and Bengio 2015) and (Luong, Pham, and Manning 2015):
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Figure 5: The user’s statement at time \( j \) is encoded by a bi-GRU, then we derive two states \( H_{u_j} \) and \( H_{1:N} \). The first one represents the general meaning of the user’s utterance, the second one is the set of hidden states of the bi-GRU corresponding to the meanings of each token. They are processed by an attention mechanism where the values are the \( H_{1:N} \) and the query is the concatenation of \( H_{u_j} \) and the memory \( m_j \). The latter and the result of the attention mechanism determine the new memory state and the user’s intention.

\[
\alpha_{ij} = \text{score}(S_j, H_{ij})
\]

\[
\alpha_{ij} = \frac{\exp(\alpha_{ij})}{\sum_{i'}\exp(\alpha_{i'j})}
\]

\[
C_j = \sum_{i=1}^{N_j} \alpha_{ij} \cdot H_{ij}
\]

The score function is a feedforward neural network as used in (Bahdanau, Cho, and Bengio 2015); \( \text{score}(x, y) = x \cdot W_{\text{score}} \cdot y \), where \( W_{\text{score}} \) is a trainable parameter.

Finally the user’s intention and memory are obtained with another fully connected layer by concatenating \( C_j \) and \( S_j \) and then computing \( R_j = \sigma([C_j, S_j] \cdot W_r + b_r) \) where \( \sigma \) is the sigmoid function, \( W_r \) and \( b_r \) are trainable parameters, and \( R_j \in \{0, 1\}^{m_j+|c_j|} \). We separate memory and intent from \( R_j \), giving \( R_{m_j} = R_{j,1:|m_j|} \) for memory and \( R_{c_j} = R_{j,|m_j|+|c_j|} \) for user intent. For training our model, we define the following two losses:

\[
L(x, y) = -\sum(y \cdot \log(x) + (1-y) \cdot \log(1-x))
\]

\[
L_{m_j} = L(Y_{m_j}, R_{m_j})
\]

\[
L_{c_j} = L(Y_{c_j}, R_{c_j})
\]

Where \( Y_{m_j} \) is the target vector of the memory state and \( Y_{c_j} \) is the user’s intention target vector. Our model is trained with a mixture of these losses \( L_j = \beta L_{m_j} + L_{c_j} \), where \( \beta \) is a hyperparameter controlling the memory importance. Parameters are updated by backpropagation of the gradient with the Adam (Kingma and Ba 2014) optimization function. Knowing \( c_j \) and \( m_j \), we return the textual answer to the user by looking in a matching table.

The size of the embedding vectors is 128 and the hidden layer of the GRU module, the \( W_r \) matrix of \( R_j \) has a size of 384 because of the bi-GRU. We use a dropout (Srivastava et al. 2014) rate of 0.2 for the GRU and 0.1 for the cross-attention. Our final model has only one GRU layer and has a total of 586,610 trainable parameters. In comparison BERT (Devlin et al. 2019) has 110M and 340M parameters for BERT\textsubscript{BASE} and BERT\textsubscript{LARGE} respectively only for the encoder.

Experiments

We trained our model on GPUs freely provided by Google Colab. Our model is assessed in two different ways: the first one consists in using the synthetic dataset provided by the dialog generator, the second one is based on a human evaluation where we invited students wishing to apply to our master programm to use the conversational agent.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Correct</th>
<th>Wrong</th>
<th>Misunderstood</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test set</td>
<td>48.23</td>
<td>19.30</td>
<td>32.47</td>
</tr>
<tr>
<td>Deployment</td>
<td>36.11</td>
<td>6.22</td>
<td>57.67</td>
</tr>
</tbody>
</table>

Table 1: The results are percentages of the number of discussions processed in the experiments.

The test set contains pairs that the conversational agent has never seen in the training set. The wording of the sentences is therefore very different, some words do not appear in the training set. The model achieved a performance on this dataset of 48.23% of correct answers, 19.30% of wrong answers and 32.47% of answers where the bot was not able to understand the question and asked the user to rephrase it. These results are imperfect because only half of the answers are correct, but when the agent cannot give the right answer, it is preferable to ask the user for a reformulation.

In the second experiment, we trained our model with both training and test dataset. Then the chatbot was deployed\(^2\) and used by the students in a real situation. After several months, we collected discussions from production. We then checked the answers of the conversational agent by hand. About 200 discussions were analyzed and in total 1479 answers were given by our model, among these 6.22% were wrong answers, 36.11% were correct answers and in 57.67% of the cases the agent asked for a rephrasing. Concretely, users tend to rephrase their question, so the conversational agent has an additional chance to answer correctly.

\(^2\)http://chatbotinfo.univ-lyon1.fr/
Conclusions and future work

We discussed a Seq-to-Seq based conversational agent for students applying for the Master’s program in Data Science that was deployed at the University of Lyon 1. The conversational agent answers in a natural way and is able to request further information from the user to give a personalized response with our memory module. Our model with memory is adjustable to any context by using another generator’s database. In addition, we proposed a dialog generator that handles dialog states and generates proper conversations for training our conversational model. Nevertheless, one third of the questions are not always well understood by the conversational agent. There are several interesting directions for future work, for instance the integration of more sophisticated linguistic models like BERT that seem ready in production settings.
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