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We describe the properties of a continuous-wave room-temperature quantum cascade laser operating at the
long wavelength of 17 µm. Long wavelength mid-infrared quantum cascade lasers offer new opportunities for
chemical detection, vibrational spectroscopy and metrological measurements using molecular species. In par-
ticular, probing low energy vibrational transitions would be beneficial to the spectroscopy of large and complex
molecules, reducing intramolecular vibrational energy redistribution which acts as a decoherence channel. By
performing linear absorption spectroscopy of the v2 fundamental vibrational mode of N2O molecules, we have
demonstrated the spectral range and spectroscopic potential of this laser, and characterized its free-running fre-
quency noise properties. Finally, we also discuss the potential application of this specific laser in an experiment
to test fundamental physics with ultra-cold molecules.

Stimulated by the invention of the quantum cas-
cade laser (QCL) [1], applications relying on mid-
infrared (MIR) radiations have progressed at a
very rapid pace in recent years. These range
from free-space optical communications [2–4], gas
sensing [5–8] and trace detection [9], and high-
resolution spectroscopy [10–13], to metrology and
frequency referencing [14–19], as well as funda-
mental physics measurements [20–22]. Unlike MIR
gas lasers, such as CO and CO2 lasers, QCLs can
provide broad and continuous frequency tuning over
several hundreds of gigahertz. QCLs are also com-
pact, robust and low-power devices compared to
other more complex MIR sources based on fre-
quency down conversion [23, 24], such as opti-
cal parametric generators (OPG), oscillators (OPO)
[25], or difference frequency generators (DFG)
[26, 27], less suited for field deployment. More-
over, QCLs can be easily interchanged and avail-
able wavelengths cover large parts of the MIR re-
gion from 2.6 [28] to 28 µm [29], which is not the
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case of most of the other MIR sources, fiber [30]
or crystalline (Cr:ZnSe, Tb:KPb2Cl5) MIR lasers
[31]are for example limited to the 2 to 5µm spec-
tral region.

Distributed feedback (DFB) QCLs [32], which
have a grating embedded in the laser cavity, are sin-
gle longitudinal mode narrow-band lasers, and thus
a solution of choice for molecular spectroscopy.
However, until recently continuous wave (CW)
DFB QCLs operating at room temperature were
only available in the 4 to 11 µm window. Extend-
ing such technologies to longer wavelengths is im-
portant for a range of applications: (i) strong vi-
brational signatures of small hydrocarbons (such as
ethene, ethane, acetylene, propane), of larger aro-
matics (such as BTEX – benzene, toluene, ethyl-
benzene, and xylenes), of nitrous oxide or ura-
nium hexafluoride are found in the 12-18 µm spec-
tral window [27, 33–37]; in particular, it hosts
the strongest absorption lines of C2H2, BTEX and
UF6; (ii) long wavelength (N and Q astronomical
bands) QCLs would be valuable in radio-astronomy
as local oscillators in heterodyne detectors [38,
39]; (iii) MIR frequency standards and quantum
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FIG. 1. a) Optical output power and voltage versus drive
current recorded for various QCL temperatures. b): Emis-
sion spectra, measured by a FTIR spectrometer for vari-
ous QCL temperatures and drive currents.

simulators based on trapped ultra-cold diatomic
molecules’ vibrations are promising but the vibra-
tion wavelength of the few recently laser-cooled
and/or trapped species such as SrF, CaF, YbF, BaF,
YO all lie above 15 µm [40]; (iv) large poly-
atomic molecules suffer from non-radiative internal
vibrational relaxation[41] (IVR) processes which
greatly broadens rovibrational transitions ; bring-
ing increasingly complex molecular systems within
reach of precise spectroscopic measurements offer
promising perspectives in astrophysics, earth sci-
ences, quantum technologies, metrology and fun-
damental physics, but necessitates to work at in-
creasingly lower transition energies at which IVR
is correspondingly reduced [42, 43]. In this pa-
per, we report the characterization and operation of
the longest wavelength room temperature CW DFB
QCL technology [44]. Our source has been de-
signed to operate at a wavelength of 17.2 µm, in
coincidence with the vibration of calcium monoflu-
oride, as it could constitute an enabling technology
for a MIR frequency standard based on ultracold
CaF samples [40].

The article is structured as follows: we describe
the spectroscopy of the v2 mode of N2O using the
QCL, the first absorption spectroscopy reported
at 17 µm wavelength using a QCL. We then
present the measurement of the QCL frequency
noise, using an N2O absorption line as a frequency
discriminator. Finally, applications of the QCL are
described, in particular the precise spectroscopy of
ultra-cold molecules.

The active region of the QCL is formed from

InAs/AlSb [44, 50]. The laser chip is mounted on a
Peltier-cooled module. The laser spectra and output
power are shown on Fig.1. Several milliwatts of
optical power can be generated, over a frequency
range of ∼ 3 cm−1 (∼ 100 GHz) by tuning the
temperature and drive current. The QCL beam is
collimated by a parabolic mirror mounted a few
millimeters away from the laser chip.

We realized N2O absorption spectroscopy over
the full tuning range of the QCL. There has hardly
been any previous laser spectroscopy of N2O in this
spectral region. The first laser spectroscopy of N2O
around 17 µm was performed in 1978 by Reisfeld
and Flicker[51] using a lead salt laser followed later
on by the references [52, 53]. However, these works
were hampered by the poor laser performance, such
as a broad emission bandwidth and mode hop-
ping. Lead salt lasers present the user with other
significant problems, including spectral properties
that vary after temperature cycling. QCLs offer a
much more reliable and precise alternative as we
demonstrate in this article.

In order to explore the full frequency range
of the QCL, seven spectral measurements were
made, each recorded with different laser operating
conditions. For these measurements, the laser
temperature set-point was varied from -28.5°C to
-2.6°C; for each temperature the unmodulated laser
drive current was set around 525 mA. For each
measurement the output frequency was scanned by
applying a current ramp of amplitude ∼ ±0.5 mA
and period 100 ms. In this way, N2O absorption
data were recorded in the range from 580 cm−1 to
582.5 cm−1. The absorption spectra were recorded
with N2O pressure of 500 Pa in a 24 cm long gas
cell using a liquid nitrogen-cooled photoconductive
HgCdTe (MCT) detector. For each measurement,
reference measurements were made in order to
allow transmission spectra to be calculated. The
first reference measurement was performed with
the laser blocked, which allowed the MCT dark
signal to be recorded. The second reference mea-
surement was performed with the laser unblocked,
but with the gas cell evacuated, which allowed the
transmission of the gas cell itself to be measured
(including the effects of etalon fringing). With these
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FIG. 2. Measured linear absorption spectrum of N2O (red curve) realised at a pressure of 500 Pa. The stick spectrum is
taken from the NIST database and corresponds to transitions of various N2O isotopologues, the main contributions are
given by the N14N14O16 isotopologue (abundance 99%). The blue sticks [45–47] are characterized by a better accuracy
than the black sticks[47–49]. The three main absorption lines belong to the P branch of the fundamental transitions of the
v2 bending mode (P8, P9 and P10 at 582.07, 581.24 and 580.4 cm−1 respectively), while other transitions correspond
to hot bands of the same v2 mode.

reference measurements, transmission spectra were
generated, with fringing effects largely removed.
The frequency scale of each spectrum was cali-
brated using the NIST database Wavenumbers for
Calibration of IR Spectrometers[47–49]. For each
spectrum around eight strong absorption features,
covering the full frequency range of the spectrum,
were selected for the calibration procedure. A
Gaussian function was fitted to each of the selected
features, in order to find the line centre in units of
the scan data-point number. The known line centres
from the NIST database (units of cm−1) were then
plotted against the uncalibrated line centres, and a
third order polynomial function was fitted to the
line centre data. The polynomial function was then
used to calibrate the spectrum frequency scale.
The spectra were recorded with sufficient overlap
to allow them to be combined into one spectrum,
shown in Fig. 2, where the three large amplitude
features in this spectrum correspond to the lines
in the P branch of the v2 fundamental mode (the
bending mode), and all other features correspond to
hot bands of the same mode.

We also characterized the frequency noise prop-

erties of this 17 µm QCL. As illustrated in Fig.3, the
P9 absorption feature of the v2 mode (581.24 cm−1)
was used as a frequency-to-amplitude converter
[15, 54]. The P9 line is measured for a N2O pres-
sure of 100 Pa, resulting in a large absorption signal
and limited collision-induced broadening. The
lineshape is fitted to a Voigt profile. The frequency
scale is calibrated using the Doppler width as a
reference. A FWHM of 63 MHz is obtained for the
fitted Voigt profile. This is much larger than the
linewidth at any time scale of the QCL, as will be
shown after. This implies that the laser frequency
noise is well within the linear response range of
our molecular frequency-to-amplitude converter
[55]. Once the line profile measured, the laser
frequency is locked to the side of the P9 feature.
The lock bandwidth was 1 Hz, chosen to stop slow
drift of the laser frequency, but without suppressing
higher frequency components. The amplitude
noise generated by the molecular line frequency
discriminator is measured with the MCT detector
and processed by a Fast Fourier Transform (FFT)
spectrum analyzer. The frequency-to-amplitude
conversion coefficient is the derivative of the
measured P9 rovibrational line profile shown in
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FIG. 3. QCL frequency noise measurement setup. A 24-
cm long cell filled at a N2O pressure P= 100 Pa is used as
a frequency-to-intensity converter. The QCL frequency is
locked to the side of the N2O P9 line (581.24 cm−1) of
the v2 vibrational bending mode. The lock bandwidth was
1 Hz to correct for slow frequency drifts without suppress-
ing higher frequency components. Intensity fluctuations
proportional to the laser frequency noise are measured
with a liquid nitrogen-cooled photoconductive HgCdTe
detector and processed by a Fast Fourier Transform (FFT)
spectrum analyzer.

Fig.3 at the position where the laser line is parked
[15, 54, 56]. For the following frequency noise
measurements, the 17 µm QCL is operated at a
temperature of 258 K and a current of 570 mA.

The frequency noise PSD of the QCL is shown
in Fig.4, red curve. We also measured the con-
tribution from the laser intensity noise (blue line
in Fig.4), obtained with the laser tuned far from
any molecular resonance, as well as the contribu-
tion from a home-made low-noise current source
(black line in Fig.4) obtained by multiplying the
driver’s current noise spectrum by the laser DC
current-to-frequency response of 240 MHz/mA
[15]. This value is the local slope at 260 K and
570 mA of the measured QCL frequency shift
versus driving current, obtained from the FTIR
spectrum measurements (fig.1b). The intensity and
driver’s contribution are negligibly small compared
to the frequency noise, except at low frequencies
(< 10 Hz) at which the laser driver current noise
will contribute to the laser frequency noise.

At low frequencies (. 100 kHz) the QCL
frequency noise (Fig.4 red) is dominated by
usual 1/ f noise . However, for frequencies
greater than 100 kHz, a noise plateau ap-
pears, as has been reported for other QCLs at
shorter wavelengths [54, 56]. This white noise
level Nw = 30.4 × 103 Hz2/Hz corresponds to
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FIG. 4. Frequency noise power spectral density (PSD)
of the 17 µm QCL (red line) and β -separation line (green
line) to estimate the linewidth. The contributions of the
laser intensity noise (blue line) and laser driver current
noise (black line) are also shown for comparison. The
laser intensity contribution has been recorded with the
same QCL parameters (temperature, current) as in the fre-
quency noise measurement. The optical power hitting the
detector was attenuated to be equivalent to the case with
molecular absorption.

an intrinsic Lorentzian FWHM linewidth of
∆νl = πNw = 96 kHz. For frequencies greater than
500 kHz, the frequency noise PSD falls of rapidly
due to the limited bandwidth of our photoconduc-
tive MCT detector. Following the theoretical work
for a 3 level QCL described in reference [57], we
calculated the expected FWHM intrinsic lorentzian
linewidth of the 17 µm laser ∆νl,th. The details
of this calculation including a comparison with
other QCLs are presented in the Supplementary
Material. We find for this laser at the given operated
conditions ∆νl,th ' 400 Hz. The measured noise
plateau gives therefore an intrinsic linewidth two
orders of magnitude larger than the theoretical
calculation. We do not have an explanation for
this discrepancy. Measured or inferred intrinsic
linewidth for QCLs at 4.3 and 10.6 µm [15, 54, 56]
tend to agree with theoretical calculations, with
reported values of the order of 100 Hz.

Using the frequency noise PSD, one can also
estimate the lineshape and FWHM linewidth of
the QCL including the dominant 1/ f noise below
100 kHz. The FWHM linewidth can be calculated
with a good approximation using the β -separation
line method as described in reference [58]. The
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β -separation line is shown in Fig.4 as a green line.
Noise components at frequencies greater than the
cutoff defined by the crossing point between the
β -separation line and the frequency noise PSD
( fc = 60 kHz) are discarded in the estimation of the
laser linewidth. The estimated FWHM linewidth
evolution with the integration time is shown in
Fig.5, solid red line. We find ∆ν = 240 kHz at
1 s integration time. The β -separation linewidth is
not reported for small integration time (< 100 µs)
approaching the cutoff (1/ fc = 16 µs) as the
approximation discards high frequency noise com-
ponents and therefore fails in estimating correctly
the linewidth in this case [58]. To overcome the
limitations of the β -separation line method we
calculated the 17 µm laser lineshape (Fig.5 inset) at
various integration time from the frequency noise
PSD following reference [59] and accounting for
the integration time [15, 60]. For integration times
larger than 1 ms, the lineshape is approaching a
Gaussian distribution due to the 1/ f noise con-
tribution (Fig.5 inset, blue and green lines). The
corresponding FWHM linewidth are reported as
square points on Fig.5, agreeing reasonably well
with the β -separation line method. The former
method under-estimates the linewidth by 10% for
pure 1/f noise [58]. A larger disagreement (20%)
between the β -separation line method and the laser
lineshape calculation is observed in our case owing
to the contribution of the white noise plateau.
The calculated FWHM linewidth decreases with
decreasing integration time, reaches a minimum of
30 kHz at 33 µs integration. For smaller integra-
tion, the linewidth is limited by the measurement
time and therefore increases.

This new, narrow-linewidth laser offers new spec-
troscopic opportunities in the MIR, e.g. as the local
oscillator of a heterodyne detector for astrophysi-
cal molecular detection at 17 µm [38, 39], or the
manipulation of bismuth spin states in silicon for
solid-state quantum technology and atomic clock
applications [61]. One of our goal is to extend to
longer wavelengths, at which IVR is reduced, the
frequency metrology methods for frequency stabil-
isation recently demonstrated for QCLs at 10 µm
and below [14–19]. This opens perspectives for us-
ing increasingly complex polyatomic molecules to
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FIG. 5. FWHM linewidth as a function of integration
time calculated from the frequency noise PSD presented
in Fig.4. Red line: β -separation line method, square
points: FWHM linewidth inferred from a lineshape re-
construction. The inset shows the calculated QCL line
shape for three integration times: 1 s (blue), 1 ms (green)
and 33 µs (red).

perform tests of fundamental physics, e.g. to mea-
sure the energy difference between enantiomers of
a chiral molecule, a signature of weak-interactions-
induced parity violation [21, 62], and a sensitive
probe of dark matter [63]. Longer wavelength
QCLs are also necessary to develop frequency stan-
dards in the mid-infrared based on ultra-cold di-
atomic molecules and the QCL used for the present
study has been designed to coincide with the vi-
bration at 17.2 µm of CaF [64], one of the few
molecules that can be laser cooled down to the mi-
crokelvin range [65]. A clock based on the fun-
damental vibrational transition of ultra-cold CaF
molecules confined in an optical trap is currently
under construction [40]. It is expected to have a
linewidth below 10 Hz, a stability of 2× 10−15 at
1 s, and the potential to measure the stability of the
electron-to-proton mass ratio to a fractional preci-
sion better than 10−17 per year.

In conclusion, we have performed absorption
spectroscopy of N2O to demonstrate the spec-
troscopic capabilities of a new QCL operating
at 17 µm . This laser operates in a spectral
region that is poorly covered by existing lasers,
and its development opens new opportunities in
atmospheric sensing and chemical detection, as
well as in precise spectroscopic tests of funda-
mental physics. We have used this spectroscopy
to probe the frequency characteristics of the laser,
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measuring the laser linewidth, the value of which
disagrees with theoretical understanding of the
noise associated with QCLs. This characterization
of the frequency noise is a first step towards a fre-
quency stabilization of this source for subsequent
precise spectroscopy in this long wavelength region.

See the supplementary material for details on
the intrinsic linewidth calculation as well as a
comparison with reported data for other QCLs.
TEW acknowledges funding from the Royal
Society International Exchanges Scheme (grant
IES\R3\183175), the Imperial College European
Partners Fund and the Université Sorbonne Paris
Nord Visiting Fellow Fund.

Appendix A: Supplementary material

FIG. 6. Schematics of the quantum levels of a given
potential well for a 3 level QCL. The radiative relaxation
between level 3 and 2 producing photons is represented in
red and characterized by a relaxation time τr. The other
relaxation paths described are non-radiative. The total re-
laxation time of level 3 is τt = (1/τr +1/τ32 +1/τ31)

−1.

In this supplementary material we describe the
calculation of the theoretical intrinsic linewidth of
the 17 µm laser, following the work by Yamanishi
et al. [57] for a 3 level QCL as depicted on Fig.6.
The theoretical FWHM intrinsic linewidth ∆νl,th of
the 17 µm laser is given by

∆νl,th =
γβe f f

4π(1− ε)

[
1

I/Ith−1
+ε

]
(1+α

2
e ), (A1)

corresponding to equation (2) in reference [54],
which is equivalent to eq. (16a) in reference [57].
ε = τ21τ31

ητt (τ21+τ31)
is a parameter depending on the

relaxation times of the various levels and on the
injection efficiency η of the charges in level 3. The
Henry linewidth enhancement factor αe is close to 0
for QCLs [1, 66, 67]. I and Ith correspond to the in-
jected and lasing threshold current. γ is the photon
decay rate, βe f f = βτr/τt the effective coupling of
the spontaneous emission, the ratio of spontaneous
emission rate coupled into the lasing mode βτr to
the total relaxation rate of the upper level τt . This
number is typically small for QCLs due to very
efficient nonradiative processes (τr � τt ). This in
terms explains the narrow intrinsic linewidth of
QCLs due to a reduction of the noise associated to
spontaneous emission. The order of magnitude of
∆νl,th is mainly determined by the product γβe f f .

The values of the various parameters in eq.A1
are reported in table I for the 17 µm laser as well as
for the QCLs of references [54, 56] for comparison.
Reference [54] and [56] used DFB QCLs, a 4.33
µm QCL cooled at liquid-nitrogen temperatures
and a 4.36 µm QCL working at room-temperature
respectively.

Following notations from Yamanishi et al [57],
we give below the various physical quantities char-
acterizing the 17 µm QCL necessary to derive its
intrinsic linewidth and parameters presented in ta-
ble I. The cavity of the 17 µm QCL is single
mode (TM00). The waveguide core thickness is
tg = 5.2 µm, the core width wg = 14 µm and the
cavity length Lc = 3 mm. The cavity mode effec-
tive refractive index is ne f f = 3.34, the refractive
index of the waveguide active material ng = 3.38,
while the cladding and group indices are nc = 3 and
ngr = 3.77 respectively. The optical confinement of
the mode is such that ΓCon f ,y = 1 and ΓCon f ,z = 0.64.
We find a z-oriented dipole moment of |〈φ3|z|φ2〉 of
6.2 nm. The overall cavity losses are expected to be
αtot = 3500 m−1, which gives a photon decay rate
of γ = 0.3 THz. The guided spontaneous relaxation
is calculated to be τrg = 790 ns (eq. (A10a) in [57]),
while the spontaneous relaxation partly coupled to
the free-space continuum mode is τr f p = 92 ns (eq.
(A6b) in [57]) and thus a total radiative lifetime
τr = 82 ns (eq. (A11) in [57]). With this, we calcu-
late a coupling efficiency of spontaneous emission
to the guide of βguide = 0.11 (eq. (A12) in [57]),
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and a coupling efficiency of spontaneous emission
to a single longitudinal mode of βl = 0.007 (eq.
(A13a) in [57]), wich gives a coupling efficiency
of spontaneous emission into a single lasing mode
β = βl ×βguide = 7×10−4. The effective coupling
efficiency is then βe f f = 1.9× 10−9. The injection

efficiency η of the charges in level 3 is measured
to be 0.9. As for the experimental parameters, a
current I = 570 mA was fed to the 17 µm QCL op-
erating at a temperature T = 258 K, with a corre-
sponding lasing threshold of Ith = 480 mA. Finally,
a theoretical intrinsic linewidth ∆νl,th of 380 Hz is
calculated, comparable to the two cases reported in
the literature.
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Reference [54] Reference [56] 17 µm QCL

τ21 (s) 0.25×10−12 0.15×10−12 0.073×10−12

τ31 (s) 2×10−12 1.79×10−12 0.29×10−12

τ32 (s) 3.4×10−12 unknown 0.92×10−12

τr (s) 7.5×10−9 10×10−9 52×10−9

τt (s) 1.26×10−12 1×10−12 0.2×10−12

η 0.7 0.7 0.9

β 9.5×10−5 5×10−5 7.2×10−4

γ (Hz) 1.2×1011 1.2×1011 3.1×1011

βe f f 1.6×10−8 5×10−9 1.9×10−9

ε 0.25 0.2 0.3

I/Ith 1.54 1.15 1.2

∆∆∆ννν l,th (Hz) 510 340 380

TABLE I. Values of the parameters to calculate the intrinsic QCL linewidth given by eq.A1, comparison between the
17 µm QCLs and QCLs presented in references [54, 56]. Reference [54] and [56] used DFB QCLs, a 4.33 µm QCL
cooled at liquid-nitrogen temperatures and a 4.36 µm QCL working at room-temperature respectively.
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