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Abstract

This paper presents a job recommendation algorithm designed and validated in the context of the French Public Employment Service. The challenges, owing to the confidential data policy, are related to the extreme sparsity of the interaction matrix and the mandatory scalability of the algorithm, aimed to deliver recommendations to millions of job seekers in quasi real-time, considering hundreds of thousands of job ads. The experimental validation of the approach shows similar or better performances than the state of the art in terms of recall, with a gain in inference time of 2 orders of magnitude. The study includes some fairness analysis of the recommendation algorithm. The gender-related gap is shown to be statistically similar in the true data and in the counter-factual data built from the recommendations.

1 Introduction

Machine learning is increasingly used in the domain of human resources, tackling e.g. the recommendation of career paths [Geyik et al., 2018; Ramanath et al., 2018; Shalaby et al., 2017] or the identification of “churners” [Sisodia et al., 2017; Yadav et al., 2018]. This paper focuses on e-recruitment, i.e. the design and exploitation of recommender systems selecting job ads best suited to job seekers.

As noted by Fernandez and Gallardo-Gallardo, 2020; Mashayekhi et al., 2022, e-recruitment (e-R) faces specific challenges compared to the recommendation of goods on e-commerce platforms. Firstly, due to the sensitivity of the e-R data, the domain lacks a comprehensive open benchmark supporting the comparative assessment of the algorithms, playing a similar role as ImageNet for computer vision [Russakovsky et al., 2014]. The RecSys 2016-17 challenge data [Abel et al., 2016; Abel et al., 2017], to our best knowledge the most representative dataset for e-R, considers a simplified hierarchy of the job sectors and career levels and is deprived of geographical information due to privacy concerns. Secondly, e-R involves rival goods (a single job can be attributed to a single job seeker), with an extremely sparse interaction matrix, and recommendation mostly considers new job seekers and recent job ads (cold-start recommendation). Both features increase the complexity of the e-R problem, e.g. hindering the extraction of latent representations from the interaction matrix, or requiring specific methods to exploit such latent representations in cold-start mode [Volkovs et al., 2017b]. Additionally, the description of the data is heterogeneous (text; list of skills; past employment for job seekers). Thirdly, due to the impact of an e-R system on people’s lives, specific care is required to enforce the fairness of the recommendations and account for the potential biases in the data [Islam et al., 2021].

This paper presents an e-R system called MUlti-head Sparse E-recruitment (MUSE) learned from proprietary data of the French public employment service Pôle emploi, featuring two other specifics compared to the e-R state of art (section 2). Firstly, Pôle emploi aims to serve each and everyone, and in practice mostly serves low-qualified job seekers (paid at circa the minimum legal wage); the targeted audience is associated with a less informative description and more sparse interactions compared to social network-centered approaches [Ramanath et al., 2018] (more in section 2). Secondly, the sought e-R system must be scalable and able to serve millions of job seekers facing some hundred thousands job ads.

The contributions of the MUSE approach (section 3) are twofold. On one hand, MUSE favorably compares with the state-of-art [Volkovs et al., 2017a] w.r.t. the standard recall performance indicator, with a gain of 2 orders of magnitude in inference time (section 5). A first online testing of the approach on 20,000 job seekers has confirmed the acceptability of the recommendations compared to a preference-based system inspired from the proprietary Pôle emploi system (section 6.1). MUSE is learned as a 2-tier neuronal architecture. The first tier, MUSE.0 operates a fast selection of the top 1,000 job ads for each job seeker, where specific embeddings are learned to model geographical and skills aspects. On the top of the MUSE.0 filter, the second tier exploits a refined and more expensive representation of job seekers and job ads. It learns an agnostic model of the matches (i-th job seeker is hired on j-th job ad) and of the applications (i-th job seeker applies on j-th job ad), and an end-to-end model combining both hiring and applications.

On the other hand, the fairness of the recommendation model is thoroughly investigated (section 6.2). The proposed methodology compares the gender-related biases in the actual hirings and in the counter-factual framework of the recommended hirings, showing no statistically significant increase
of these biases. The paper concludes with some perspectives.

2 Related Work

E-R has gradually emerged as a major domain of “AI for good” [Xiao et al., 2016; Volkovs et al., 2017a]. Referring to [Freire and de Castro, 2021; Fernandez and Gallardo-Gallardo, 2020; Mashayekhi et al., 2022] for a comprehensive survey of the domain, this section discusses the approaches most relevant to the context of an e-R system for a public employment service.

Quite a few works are centered on a social network dedicated to employment and careers, such as LinkedIn [Li et al., 2016; Geyik et al., 2018; Kenthapadi et al., 2017; Ramanath et al., 2018; Borisyuk et al., 2016; Zhang et al., 2016; Ozcaglar et al., 2019] or CareerBuilder [Zhao et al., 2021]. Compared with the wide audience of Pôle emploi, the higher homogeneity of the social network audience induces a job seeker distribution that is both more compact and more informative (e.g. with more diversified skills).

As said, the main public benchmark contributed by Xing and used for the RecSys 2017 challenge [Abel et al., 2017] is transformed to ensure the data privacy, using manual feature construction, pre-processing textual data and removing geographical information. Among the prominent approaches developed for or validated on the RecSys dataset are [Volkovs et al., 2017a] and [Volkovs et al., 2017b]. In [Volkovs et al., 2017a], an XGBoost [Chen and Guestrin, 2016] algorithm is optimized to the challenge scoring function. In [Volkovs et al., 2017b], the rich interaction matrix is exploited to extract a latent representation of the users, and align the embedded representation of the brand new users to handle the users with no previous interactions (cold start recommendation). In [Yagci et al., 2017] a ranker ensemble is used in the same context.

The quality and sparsity of the interaction matrix also is a key difference among the RecSys dataset and standard Pôle emploi datasets. In the RecSys case, a variety of interactions among job seekers and job ads (e.g., view, click, bookmark, reply, recruited) are reported, and the scoring function associates a weight with each interaction correctly predicted. In the Pôle emploi case, the only available interactions are “hire” and “apply”. The “hire” interaction matrix is a permutation for the job seekers who found a hire, and 0 otherwise; and the the application matrix is almost as sparse with an average of 1.06 application per job seeker. As said, this sparsity adversely affects the extraction of a latent representation using matrix decomposition [Volkovs et al., 2017b]. On the other hand, the geographical information, missing in the RecSys dataset, plays a key role for the recommendation of low-qualified jobs.

The multi-faceted nature of the recommendation, involving the adequacy of the job seeker profile and job ad w.r.t. e.g. skills; nature of contract, hours, salary; geographical distance, is accounted for in the early ELISE approach [WCC, 2023] and the Pôle emploi system relies on the weighted aggregation of these facets. Some approaches like [Biancofiore et al., 2021] have tried to leverage Knowledge Graphs to use this rich information.

The use of a filter to narrow down the search is presented in [Borisuyk et al., 2016]. Generalized linear mixed models [Zhang et al., 2016] are used to combine user and item features [Ozcaglar et al., 2019]. In [Zhao et al., 2021], a filter is built using a weighted sum of textual and geographical adequacy of the job seeker and job ad, exploiting their rich textual description.

Given the impact of recommender systems on people’s life, the fairness of recommendations is increasingly studied [Ekstrand et al., 2022; Wang et al., 2023; Li et al., 2022], considering the fairness w.r.t. users and items (e.g. providing all items a fair exposure to users’ attention). In e-R, the main issue is to provide subgroups with fair recommendations, e.g. similar performance [Wang et al., 2023]. The trade-off between the performances (recall) and the fairness of a recommendation policy has been investigated, arguing that recommendations should not depend on users’ features such as gender. The magnitude of the gender-related impact is measured in [Li et al., 2021]. In [Rus et al., 2022; Islam et al., 2021; Li et al., 2021], fair recommendations are obtained using adversarial approaches to enforce the neutrality of the representation w.r.t. sensitive attributes.

3 Overview of MUSE

This section presents the 2-tier MUSE architecture and discusses its multi-head structure. The first tier MUSE.0 (Fig. 1) aims to enforce the scalability of the recommendation functionality. Specifically, MUSE.0 uses the elementary descriptions of the job seeker x and the job ad y, and computes a fast score MUSE.0(x, y). This score is exploited to rank and filter all but the top 1,000 job ads, narrowing the search for the second tier MUSE.1 and enabling the use of a more complex representation.

3.1 MUSE.0

MUSE.0 models the main three facets relevant to job recommendation, respectively concerned with competences and skills, geographical, and general aspects. The faceted match of job seeker x and job ad y is sought as:

\[ s(x, y) = \langle \phi_0(x), \psi_0(y) \rangle \]

where embeddings \( \phi_0 \) and \( \psi_0 \) are trained using a triplet loss [Weimermerger and Saul, 2009]. Noting \( \langle x, y, y' \rangle \) a triplet made of job seeker x, their match y and another job ad \( y' \neq y \), the loss is defined as:

\[ \mathcal{L}(\phi_0, \psi_0) = \sum_{(x,y,y')} [\langle \phi_0(x), (\psi_0(y) - \psi_0(y')) \rangle + \eta]_+ \quad (1) \]

\( y' \) is uniformly sampled among the job ads available during the match week. More sophisticated negative sampling strategies have been considered with no improvement.
The geographical matching module (\(\phi_{geo}, \psi_{geo}\)). This module is based on a tiled representation of the locations, taking inspiration from kernel density estimation and matrix factorization [Lian et al., 2014]. Formally, given a reference grid paving the national or regional territory with points \(z_i\), the geographical representation of a job seeker (resp. job ad) situated at \(x, geo = z \in \mathbb{R}^2\) and supplied as input of the geographical module is set to:

\[
\exp^{-\gamma \cdot d(z_i, z)^2}
\]

with \(\gamma > 0\) controlling the granularity of the representation (the number of non-zero coordinates) and \(d\) the geodesic distance.

Embeddings \(\phi_{geo}\) and \(\psi_{geo}\) are learned on the top of this tiled representation using a triplet loss.\(^4\) This module reflects the fact that the impact of the distance of a job seeker to a job depends on other factors (public transportation; traffic jams) than the distance in km: it is not invariant by translation.

The general matching module (\(\phi_{gal}, \psi_{gal}\)). The general module model takes as input a 500-dimension vector with all information related to job seekers (age, required salary and type of contract, textual description) and job ads (offered salary and textual description of the job and of the company). It includes a 50-dimensional SVD representation of the skills, the location (latitude and longitude) and a 100- (respectively, 200-) dimensional SVD representation of the textual description of job seeker (resp. job ad). Embeddings \(\phi_{gal}\) and \(\psi_{gal}\) are likewise learned using a triplet loss.

The training schedule. Each module standalone is trained in a first phase; all modules are jointly trained and fine-tuned in a second phase using stochastic gradient descent with Adam [Kingma and Ba, 2014]. Overall, MUSE.0 yields a scalar matching score:

\[
MUSE.0(x, y) = \sum_{m \in \{sk, geo, gal\}} \langle \phi_m(x), \psi_m(y) \rangle
\]

### 3.2 MUSE.1

As said, the MUSE.0 score is used to filter the job ads considered for each job seeker. The recall@1,000 of MUSE.0 is above 80%, making it possible to only consider the top 1,000 job ads for each job seeker, with a limited loss in recall. MUSE.1, refining the ordering of the top 1,000 job ads, uses more complex features \(Var(x, y)\) depending on both job seeker \(x\) and job ad \(y\),\(^5\) which would not be possible for scalability reasons if all available job ads should be considered.

MUSE.1 (Fig. 2) takes as input the description of \(x\) and \(y\) (same as input of the General module), their elementwise product, the crossed features \(Var(x, y)\) and the information provided by MUSE.0, i.e. the latent description \(\phi_0(x)\) and \(\psi_0(y)\), the score MUSE.0\((x, y)\) and the rank of \(y\) by decreasing order of MUSE.0\((x, y)\). Overall, the recommendation score learned by MUSE.1 reads:

\[
MUSE.1(x, y) = MLP(\phi_1(x), \psi_1(x, y), \phi_1(x) \odot \psi_1(x, y))
\]

\(^4\)The only difference w.r.t. Eq. 1 lies in the negative sampling, as job ad \(y\) is uniformly selected among the job ads contemporary of \(y\) and situated farther away from job seeker \(x\).

\(^5\)Vector \(Var(x, y)\) measures the adequacy of an \((x, y)\) pair re the distance, skills, occupation, education, experience, contract type, spoken languages, driving licenses and wages.
where MLP denotes a multi-layer perceptron, and \( \phi, \psi \) are job seeker & job ad embeddings. \( \text{MUSE}.1 \) is trained by minimizing a cross-entropy loss:

\[
\mathcal{L} = \sum_{(x,y,y')} \log(\text{MUSE}.1(x,y)) + \log(1 - \text{MUSE}.1(x,y'))
\]

(2)

### 3.3 \text{MUSE}.2

As said, a critical difficulty of e-R in the \textit{Pôle emploi} framework is the extreme sparsity of the interaction matrix in the dataset (a single hire being reported for the hired job seekers, and 0 for the others). On the other hand, the dataset records some of job seekers’ applications, when they are submitted through the \textit{Pôle emploi} online platform, or mediated by caseworkers. \(^6\)

Accordingly, a multi-head \text{MUSE}.2 architecture is considered to enable information sharing between the hiring and the application interaction matrices (Fig. 2, Top). A first head aims to predict the hirings; a second head aims to predict the applications; a third head, aimed to predict the hirings, is learned on the top of both first and second heads, likewise using a cross-entropy loss (Eq. 2).

### 4 Experimental Setting

A preliminary online testing on 20,000 real users, conducted to assess the acceptability of the recommendations, is described in section 6.1. This section describes the experimental setting used to compare \text{MUSE} to the state of the art.

#### 4.1 Goals of Experiments

Our primary goal is to comparatively assess the performance of \text{MUSE} in terms of both performance and inference time. The single head (\text{MUSE}.1) and the multi-head (\text{MUSE}.2) architectures are compared and the impact of the different modules is assessed using ablation studies. Another goal is to inspect and measure the biases due to the recommendation algorithm, and compare these biases with those present in the data (section 6.2).

#### 4.2 Benchmarks

**RecSys.** As said, the public dataset most relevant to e-R is the dataset released for the ACM Recsys 2017 challenge\(^7\), provided by the social network Xing. It involves 1.5M job seekers, 1.3M jobs and 30M interactions, recorded from Nov. 2016 to Jan. 2017 in Germany, Austria and Switzerland. After thorough anonymization, removal of geographical information\(^8\) and pre-processing of textual data, job seekers and job ads are represented as binary or categorical vectors of dimension respectively 831 and 2,738. The interaction matrix reports 6 levels of interaction, 4 of which (click, bookmark, reply, recruited) are interpreted as “hiring”. The fifth level (impressions) is interpreted as “applying” and used for the \text{MUSE}.2 training. The same training/test split and procedures as in [Volkovs et al., 2017b] are used, including: i) a warm start scenario (426K interaction pairs), where users and items involved in the test set are also present in the training set; ii) a user cold-start scenario (159K pairs) where 42,153 test users have no interactions in the training set.

**Pôle Emploi** This proprietary dataset involves 1.2M job seekers, 2.2M job ads, with an overall number of matches of 242k and 1.29M applications, recorded from Jan. 2019 to Sept. 2022 in a French region. The hiring interaction matrix is embarrassingly sparse: it includes a single interaction for 96.3% of the hired job seekers\(^9\) and 0 for the non-matched job seekers and job ads, preventing the extraction of a latent representation of the data. The application interaction matrix is also significantly sparser than in the RecSys dataset: circa 80% of the job seekers have no application, and 95% have less than 4 applications. The training set includes 85% uniformly selected weeks from Jan. 2019 to Sept. 2022. The test set, including the remaining weeks, involves circa 400k job seekers, 70k job ads and 1.4k matches per week.

#### 4.3 Baselines

The first baseline is a home-made version of the XGBoost winner of the RecSys challenge [Volkovs et al., 2017a] (that is not publicly available, and tailored to optimize the challenge scoring function). On the \textit{Pôle emploi} data, XGBoost is provided with the description input of the \textit{general MUSE}.0 module \((x.gal\text{ and }y.gal)\) plus the cross-features \(Var(x,y)\) also used by \text{MUSE}.1 and \text{MUSE}.2 for a fair comparison. The second baseline is DropoutNet [Volkovs et al., 2017b], that exploits both the job seeker and job ad description and their latent description extracted from the interaction matrix.\(^{10}\) Other algorithms, e.g. [Zhao et al., 2021], that heavily rely on textual and geographical information, do not apply on the considered datasets.

### 5 Experimental Validation

The reported computational times are obtained on Intel(R) Xeon(R) Silver 4124Y CPU @ 2.20GHz, with 187 GB RAM and a Tesla T4 GPU. Experiments on the \textit{Pôle emploi} dataset are conducted on a secure platform. More detail about the experiments is provided in Supplementary Material.

The results report the recall indicator and the computational time. Significantly best results (with 95% confidence with respect to the second best result) are legended “*” in all tables.

#### 5.1 The RecSys Dataset

\text{MUSE} configuration is adapted to fit the specifics of the RecSys dataset (more in supplementary material).

---

\(^6\) Domain knowledge is leveraged to select the applications on the initiative of the job seeker, or those proposed by a caseworker and approved by the job seeker, expectedly better reflecting their preferences.

\(^7\) http://www.recsyschallenge.com/2017/

\(^8\) Only the country or German Lander are available.

\(^9\) 3.7% of the job seekers are hired on several interim jobs, in the period.

\(^{10}\) We thank the authors for making the DropoutNet code public, together with the data and the latent description of the RecSys job seekers and job ads.
Table 1: Comparative results of MUSE and DropoutNet on the RecSys dataset: recall@100, overall training time and recommendation time per job seeker (in seconds). DN=DropoutNet, Cold-start=User cold-start.

<table>
<thead>
<tr>
<th>Recall@100</th>
<th>DN</th>
<th>MUSE.0</th>
<th>MUSE.1</th>
<th>MUSE.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Warm-start</td>
<td>41.2*</td>
<td>13.0</td>
<td>24.9</td>
<td>24.9</td>
</tr>
<tr>
<td>Cold-start</td>
<td>23.1</td>
<td>12.3</td>
<td>23.3</td>
<td>24.0*</td>
</tr>
<tr>
<td>Training</td>
<td>&gt;10h</td>
<td>2.7h</td>
<td>1.25h</td>
<td>8.3h</td>
</tr>
<tr>
<td>Rec. per j.s.</td>
<td>0.001&quot;</td>
<td>0.002&quot;</td>
<td>0.013&quot;</td>
<td>0.016&quot;</td>
</tr>
</tbody>
</table>

Table 2: Comparative results of MUSE and XGBoost on the PES dataset: recall@{10, 20, 100, 1000}, overall training time and recommendation time per job seeker (in seconds).

<table>
<thead>
<tr>
<th>Recall@</th>
<th>XGBoost</th>
<th>MUSE.0</th>
<th>MUSE.1</th>
<th>MUSE.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>26.83</td>
<td>22.88</td>
<td>28.3</td>
<td>30.1*</td>
</tr>
<tr>
<td>20</td>
<td>35.59</td>
<td>31.55</td>
<td>38.0</td>
<td>40.2*</td>
</tr>
<tr>
<td>100</td>
<td>58.88</td>
<td>53.80</td>
<td>61.7</td>
<td>63.2*</td>
</tr>
<tr>
<td>1000</td>
<td>86.47*</td>
<td>82.13</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Train.</td>
<td>1.83h</td>
<td>7.7h</td>
<td>8.3*</td>
<td>1.25h</td>
</tr>
<tr>
<td>Recom.</td>
<td>1.4&quot;</td>
<td>0.0004&quot;</td>
<td>0.018&quot;</td>
<td>0.02&quot;</td>
</tr>
</tbody>
</table>

The main finding is that all MUSE variants but MUSE.0 significantly outperform XGBoost wrt recall@10, 20 and 100, with an inference runtime lesser by two orders of magnitude. These good performances in both terms of recall and runtime are explained from the filter built on the top of the MUSE.0 score: On one hand, the recall@1000 of MUSE.0 is circa 82%, upper bounding by construction the recalls of MUSE.1 and MUSE.2 (though not in a significantly detrimental way). On the other hand, the filter based on the MUSE.0 score contributes to the quality of the learned model, re the description of the data and the algorithm itself. At the level of the description of the (x, y) pairs, the filter enables to consider the expensive \( \text{Var}(x, y) \) features (section 3.2, reminding that these features are also provided to XGBoost for a fair comparison). As said, this filter also contributes to a more educated negative sampling, as job ads \( y' \) are now selected among the top 1,000 jobs suited to \( x \).

MUSE.1 significantly improves on MUSE.0 for all recall indicators. It performs on par with the first head of MUSE.2 (also trained to predict the hiring interactions). Note that the second head of MUSE.2 (trained to predict hiring and application interactions alike) is only slightly outperformed by the first head of MUSE.2 regarding its recall on the hiring interactions (recall@10 = 28.4, vs 29.1 for the first head). The key result is that the top head of MUSE.2 (built on the top of the first and second head and trained to predict the hiring interactions) manages to improve on MUSE.1 by about 2 recall levels regarding the hiring interactions. A tentative interpretation for this improvement is that the internal representation (shared by both heads of MUSE.2), referred to as S-latent representation, is more representative of the job seekers and job ads, as it leverages a less sparse interaction matrix. Intuitively, the S-latent representation can be viewed as a non-linear analogous to the I-latent representation (section 5.1). Further work will be devoted to investigate and compare the metrics based on the I- and S-latent representations, notably depending on the sparsity of the interaction matrix.
As said, the social and ethical impacts of recommender systems are increasingly being considered [Ekstrand et al., 2022; Wang et al., 2023; Li et al., 2022], particularly so in the human resources domain. This section first reports on the acceptability study conducted on MUSE, compared to a preference-based system (PBS) inspired from the proprietary Pôle emploi system. The fairness of the MUSE recommender system is thereafter investigated.

## 6 Acceptability and Fairness Study

### 6.1 Acceptability: An Online Testing Study

Job recommendation systems only trained from past hires may not provide suitable job recommendation in the perspective of Pôle emploi. Recommending a job too far from the job seeker’s view of their profile might be considered offensive.\(^\text{13}\)

Table 3: MUSE.0: Impact of the three geographical, skills and general modules on the recall@100 through ablation studies. Left: module standalone. Right: MUSE.0 with all modules but one.

<table>
<thead>
<tr>
<th>R@100</th>
<th>M\text{geo}</th>
<th>M\text{Gal}</th>
<th>M\text{sk}</th>
<th>M\text{geo}</th>
<th>M\text{Gal}</th>
<th>M\text{sk}</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>15.43</td>
<td>34.79</td>
<td>4.80</td>
<td>39.97</td>
<td>47.28</td>
<td>51.96</td>
</tr>
</tbody>
</table>

\(^{12}\)The home-made PBS computes the weighted sum of criteria (e.g., working hours, reservation wage, geographic mobility, type of contract; skills, diploma, languages, experience, driving license), measuring the adequacy between the job seeker’s preferences and profile, and the job ad, using the same criteria and weights as the proprietary Pôle emploi system. PBS was used as the actual Pôle emploi system was not accessible on a larger scale for technical reasons.

The acceptability of the MUSE.0 recommendations is assessed using an online testing on 20,000 job seekers, uniformly divided into a control group receiving the recommendations of the PBS recommendation system, and a treated group, receiving the MUSE.0 recommendations. The recommendation policies based on PBS and MUSE significantly differ: the top-1 job ad recommended by MUSE is included in the top-10 recommendations of PBS for only circa 15% of the job seekers; it does not appear among the top-100 recommendations of PBS for circa 64% of the job seekers.

The online testing, conducted in March 2022 is organized as follows. The control (respectively, treated) job seekers are proposed the top-10 recommendations of PBS (resp. MUSE.0) and they must assess the top-2 job ads along 3 criteria: global evaluation, adequacy to their preferences, estimated chances of hiring. The platform also monitors their clicks on the job ads. The final response rate is 14%; 4% of the job seekers clicked on at least one job ad.

The feedback of the job seekers on the job ads proposed by both systems is very similar (Table 4), except for the number of clicks and the estimated hiring chance, where MUSE.0 slightly but statistically significantly outperforms PBS. Informally, when the job ads proposed by PBS or MUSE.0 are judged negatively, they get the same comments (e.g., “too far”; “I am not interested in this type of job anymore”), suggesting that the acceptability of MUSE.0 recommendations is similar to that of PBS.

### 6.2 Bias Analysis

As models trained from data might reproduce and increase the prejudices and discriminations involved in human practices, a specific analysis of the recommendation biases is conducted. The analysis of MUSE focuses on the algorithm fairness with respect to gender, known to be an important factor in the study of labor market inequalities.

A first gender-related gap concerns the performances: the recall@10 is respectively 31% for women and 29% for men, the difference being statistically significant (noting that the training data involves 47% men and 53% women). A tentative interpretation for this difference is that the women’s labor market behavior might be more focused (hence easier to model) due to the high weight put on geographic distance in labor market trade-offs [Le Barbanchon et al., 2020].

Of course, the gender-related gap might also be inspected w.r.t. any other feature R (wage, distance in kilometers of workplace to job seeker’s zip code, whether the job is an executive position, whether the contract is defined for an indefinite duration, number of hours per week, the share of women
in the job sector and the adequacy to the job seeker’s preferences). Noting \( R \) the specific outcome and \( G \) in \{0, 1\} the gender, the gender-related gap is measured using the potential outcome framework [Imbens and Rubin, 2015]:

\[
\tau(R) = E[R^*(1) - R^*(0)]
\]

(3)

where \( R^*(1) \) and \( R^*(0) \) are the potential recommendations for women and men. As women and men might have different profiles and preferences, the gender gap is controlled w.r.t. the input search parameters \( Z \in \mathcal{Z} \), where \( Z \) ranges in: job type, experience, diplomas, desired part time work, desired contract type and wage, qualification level of desired position, accepted mobility, and geographic location. The estimation of \( \tau(R) \) relies on the main assumptions of unconfoundedness (\( \{R^*(0), R^*(1)\} \perp G \mid Z \)) and overlapping support: \( p(Z) := \mathbb{P}(G = g \mid Z = z) > 0 \quad \forall g \in \{0, 1\}, z \in \mathcal{Z} \).

The counterfactual \( R^* \) is estimated as:

\[
R^*(G) = \mu_0(Z) + \tau G + \varepsilon,
\]

(4)

where \( \mu_0 \) models the dependency of \( R \) wrt to \( Z \) only, and \( \varepsilon \) is a noise variable independent of \( G \) and \( Z \). As the input search parameters \( Z \) might depend on the gender, the estimation is corrected using the propensity score \( p(Z) \), estimating the probability of \( G = 1 \) depending on \( Z \). The doubly robust machine learning (DML) estimation method [Chernozhukov et al., 2018] is used to avoid the statistical issues due to learning \( \mu_0 \) and \( \tau \) from the same data.

A first difficulty is that the overlapping support assumption does not hold: quite a few job sectors are predominantly occupied by either men or women. For this reason, only job seekers with propensity \( p(Z) \) (estimated as the calibrated prediction of \( G \) from \( Z \)) in \([0.05, 0.95]\) are considered, leaving out circa one third of the job seekers.

The analysis reported in Table 5 compares the gender-related gap estimated from Eq. 4 and associated with the recommendations (\( \tau_{\text{Muse}} \)), the hirings (\( \tau_{\text{Hire}} \)) and the applications (\( \tau_{\text{App}} \)). Eventually, in order to estimate whether the difference between \( \tau_{\text{Muse}} \) and \( \tau_{\text{Hire}} \) (respectively, \( \tau_{\text{Muse}} \) and \( \tau_{\text{App}} \)) is statistically significant, model \( \tau_{\text{DiffH}} \) (resp. \( \tau_{\text{DiffA}} \)) is likewise estimated from Eq. 4, considering the difference between the recommendation and the hiring (resp. the application).

Table 5 (column \( \delta \)) first reports the naive difference of the expectations \( \delta(R) = E[R | G = 1] - E[R | G = 0] \), stating that women are recommended less paid jobs (by 17 points), closer to their location, more often of definite duration and part time (by 17 points), less often in predominantly male job sectors (by 42 points), and requiring one month less in experience. When controlling for \( Z \) (column \( \tau_{\text{Muse}} \)), those gaps are reduced. Table 5 (columns \( \tau_{\text{Muse}} \) and \( \tau_{\text{Hire}} \)) also shows that the key gender gaps (related with wages, executive positions, indefinite duration contracts, or adequacy of job ads to job seekers’ criteria) are similar for the recommendations and the actual hiring. Conditional gaps in terms of occupation segregation, full time contracts, hours worked are even reduced compared to the actual hirings. While the biases measured on hiring data reflect both job seeker and recruiter preferences, the biases measured on applications might better reflect the job seekers preferences. Most interestingly, the recommendations appear closer to the applications than the hirings (\( \tau_{\text{DiffA}} < \tau_{\text{DiffH}} \)).

7 Conclusion and Perspectives

This paper tackles the specifics of e-recruitment, as generally faced by national public employment services, involving a vast majority of low-qualified job seekers and an extremely sparse interaction matrix. The presented MUSE approach addresses both challenges through a two-tower architecture, supporting the fast response of the system in inference mode, and allowing the use of informative and computationally demanding features thanks to filtering out most job ads but the most relevant ones to a job seeker. The online testing with real users shows that the acceptability of the recommendations is similar to that of (a home-made implementation of) the proprietary Pole emploi system. The standard recall performance indicators show that MUSE favorably compares with the state of the art with a gain of 2 orders of magnitude in inference time on XGBoost. Last, but not least, the recommendation does not increase the unfairness of the job market, with respect to the gender gap.

A first perspective for further research is to provide the system with a enhanced perception of the general job market and the positioning of the job seeker and job ad within this market, typically using the rank of the job seeker w.r.t. a job add. Refined neuronal architectures, e.g. including a head in charge of predicting the popularity of a particular job ad, will be designed and exploited in order for instance to examine whether and to which extent the perception of the job ad popularity can impact the application decision.

Another perspective is to delve deeper into the trade-off between fairness objectives, such as gender-neutral recommendations using adversarial strategies [Edwards and Storkey, 2016], and recommendation quality, as measured by recall. An intriguing question arises as to whether this trade-off can be customized on an individual basis.

Finally, a promising research perspective is to examine how large language models can be leveraged to better take into account the textual information involved in job ads and in job seekers’ resumes, going beyond the domain ontologies relating the job sectors and the skills.

<table>
<thead>
<tr>
<th>( \delta )</th>
<th>( \tau_{\text{M}} )</th>
<th>( \tau_{\text{Hire}} )</th>
<th>( \tau_{\text{DiffH}} )</th>
<th>( \tau_{\text{App}} )</th>
<th>( \tau_{\text{DiffA}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>LW</td>
<td>-7*</td>
<td>-6*</td>
<td>-5* / -1</td>
<td>-6* / -1</td>
<td></td>
</tr>
<tr>
<td>Di</td>
<td>-347*</td>
<td>-182</td>
<td>-2,628* / 2,258*</td>
<td>-1,942* / 1,743*</td>
<td></td>
</tr>
<tr>
<td>XP</td>
<td>-1</td>
<td>-4</td>
<td>-6* / 2</td>
<td>-4* / 2</td>
<td></td>
</tr>
<tr>
<td>ID</td>
<td>-55*</td>
<td>-33*</td>
<td>-31* / 0</td>
<td>-39* / 7</td>
<td></td>
</tr>
<tr>
<td>Ex</td>
<td>-997*</td>
<td>519*</td>
<td>-133 / 551*</td>
<td>105 / 242</td>
<td></td>
</tr>
<tr>
<td>MS</td>
<td>-462*</td>
<td>-116*</td>
<td>-17* / 51*</td>
<td>-172* / 151*</td>
<td></td>
</tr>
<tr>
<td>FT</td>
<td>-177*</td>
<td>-66*</td>
<td>-10* / 34*</td>
<td>-92* / 33*</td>
<td></td>
</tr>
<tr>
<td>HW</td>
<td>-2,547*</td>
<td>-825*</td>
<td>-1,518* / 648*</td>
<td>-1,366* / 597*</td>
<td></td>
</tr>
<tr>
<td>Ad</td>
<td>-31*</td>
<td>-23*</td>
<td>-27* / 3</td>
<td>-3* / 4</td>
<td></td>
</tr>
</tbody>
</table>
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