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Syntactic regions for concurrent programs

Samuel Mimram Aly-Bora Ulusoy

Ecole polytechnique, France

Abstract

In order to gain a better understanding of the state space of programs, with the aim of making their verification more tractable,
models based on directed topological spaces have been introduced, allowing to take in account equivalence between execution
traces, as well as translate features of the execution (such as the presence of deadlocks) into geometrical situations. In this
context, many algorithms were introduced, based on a description of the geometrical models as regions consisting of unions of
rectangles. We explain here that these constructions can actually be performed directly on the syntax of programs, thus resulting in
representations which are more natural and easier to implement. In order to do so, we start from the observation that positions in
a program can be described as partial explorations of the program. The operational semantics induces a partial order on positions,
and regions can be defined as formal unions of intervals in the resulting poset. We then study the structure of such regions and
show that, under reasonable conditions, they form a boolean algebra and admit a representation in normal form (which corresponds
to covering a space by maximal intervals), thus supporting the constructions needed for the purpose of studying programs. All
the operations involved here are given explicit algorithmic descriptions.

Keywords: concurrent programming, geometric semantics, state space

1 Introduction

The verification of concurrent programs is notoriously complicated because of the combinatorics involved when
performing a naive transposition of the techniques available for sequential programs. Namely, for a program
consisting of multiple processes running in parallel, we have to make sure that no problem can arise for
whichever respective scheduling of the processes, and the number of resulting execution traces to check is in
general exponential in the size of the original program: this is sometimes called the “state-space explosion
problem”. Moreover, some errors such as the presence of deadlocks are specific to concurrent programs and are
not addressed by traditional techniques. In order to tackle these issues, starting in the 90s, a series of theoretical
and practical tools have been introduced based on the geometric semantics of concurrent programs [10,11,7,6,4],
which assigns to each such program a topological space, such that the possible states of the program can be
interpreted as points in this space and an execution as a path which is directed, i.e. intuitively respects the
direction of time. An important observation is that, in those semantics, two paths which are dihomotopic (can
be continuously deformed one to the other while respecting the direction of time) correspond to executions
which are equivalent from an operational point of view, and we can thus hope to reduce the state space of the
program by considering paths up to dihomotopy. This approach is obviously inspired by the one taken in the
algebraic study of spaces (which considers algebraic constructions which are invariant up to homotopy, such
as the fundamental and higher homotopy groups), although the situation for programs is made more difficult
because one has to take the direction of time in account.

While we believe that this line of research is conceptually enlightening and is very fruitful, the fact that one
has to resort to topological spaces in order to study discrete structures such as the ones offered by programs is
quite puzzling and it is natural to wonder if the topology is really necessary here. It turns out that it is not,
and one of the main goals of this paper is to translate into purely combinatorial terms an important algorithmic
construction in geometric semantics: the one of cubical regions. We refer the reader to [6, Chapter 5] for a
detailed presentation but, roughly, it consists in describing the geometric semantics by covering it with cubes:
in such a cube, any two paths are homotopic, and it is thus enough to check only one path in order to perform
verification. The starting point of this paper consists in considering that an execution of a program consists in
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a partial exploration of a “prefix” of this program, that we call here a position (on the logical side, similar ideas
have been advocated by Girard when defining ludics [8]). A “portion” of the program can then be identified
by an interval of positions, which plays the role of the cubes above: it denotes all the positions where we
have explored more than the first and less than the second. We can finally reach a convenient description of
regions in the program by taking finite unions of such intervals, that we call here syntactic regions. We formally
define those here and study their properties. Given a set of positions, there are in general multiple regions
which describe this set of positions: we show that, under mild assumptions, there is always a canonical region
describing a set of positions, the normal region, which is in some sense the most economical way of describing
it. Moreover, we show that such regions form a boolean algebra (Theorem 6.5) and provide explicit ways of
computing corresponding canonical operations (union, intersection, complement) on syntactic regions, which
is useful in practice. Typically, we can compute a representation of the state space of a concurrent program
by first computing the region which is forbidden because of the use of mutual exclusion primitives, and then
compute the state space as the complement of this region, on which we can use the traditional techniques
mentioned above.

In addition to providing us with a better understanding of the “geometry of programs”, the aim of the
techniques developed is to reduce the size of the state space in order to perform program verification, in a
similar vein as partial order reduction (por) [9]. A detailed comparison between the two has been performed
both from a practical point of view [5] and a theoretical one [12]: while the two techniques perform similarly on
basic examples, geometric techniques sometimes outperform por. Our approach aims at being fully automated
and is thus less powerful than techniques based on logic, where some user input or annotations are required
(such as the Owicki-Gries method [16], rely/guarantee rules [1], concurrent separation logic [15], etc.). The
effectiveness of our approach, which is simpler and easier to implement than previous ones, is illustrated with
the online prototype [14], where concrete examples of programs on which it applies are provided (typically,
producer-consumer algorithms).

We begin by introducing the programming language considered here as well as an original notion of position
on its programs in Section 2, we then define the state space of concurrent programs in Section 3 and explain
how it can be described using geometrical regions in Section 4. We generalize the notion of region to arbitrary
posets in Section 5, characterize when regions in normal forms have a structure of boolean algebra in Section 6
and finally provide explicit constructions for regions coming from programs in Section 7.

2 Concurrent programs and their positions

In order to abstract away from practical details, we introduce here a simple concurrent imperative programming
language. We will only be interested in the control-flow structure and thus the operations we use are not
relevant for our matters: we simply suppose fixed a set A = {4, B,...} of actions, which can be thought of as
the effectful operations of our language, such as modifying a variable or printing a result. The present work
would extend to more realistic languages without any difficulty directly related to the main points raised here.

Definition 2.1 The collection of programs P is generated by the following grammar:
PQ == A | PiQ | P* | P+Q | PIQ

A program is thus either an action A, or a sequential composition P;(@Q of two programs P and @, or a
conditional branching P+@Q which will execute either P or @, or a conditional loop P* which will execute P a
given number of times, or the execution P |lQ of two subprograms P and @ in parallel. As explained above,
we do not take variables into account, so that branching and looping is non-deterministic, but we could handle
proper conditional branching and while loops.

A position in a program describes where we are during an execution of it and thus encodes the
the program which has already been executed. Formally, we begin by the following definition:

3

‘prefix” of

Definition 2.2 The pre-positions p are generated by the following grammar, with n € N:

(a

pg == L | T | piqg | p* | prq | plg

Those can be read as: we have not started (resp. we have finished) the execution (L, resp. T), we are executing
a sequence (p;q), we are in the n-th iteration of a loop (p™), we are executing a branch of a conditional
branching (p+q) and we are executing two programs in parallel (pllg). Note that the syntax of positions is
essentially the same as the one of programs, except that actions have been replaced by L and T (and loops
are “unfolded” in the sense that we keep track of the loop number).

Next, we single out the positions which are valid for a program. For instance, we want that, in a program
of the form P;(@Q, we can begin executing ) only after P has been fully executed: this means that a position

2
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of the form p;q with ¢ # L is valid only when p is T. Similarly, in a conditional branching P+@Q, we cannot
execute both subprograms: a position p+q is valid only when either p or ¢ is L.

Definition 2.3 We write P F p to indicate that a pre-position p is a (valid) position of a program P, this
predicate being defined inductively by the following rules:

PEp PEp PEp
PEL P;QEp;L P+Q Ep+L P Ep”

QFq QFq PEp QFgq
PET P;QET;q P+QF 1+q PlIQEDplq

We write P(P) for the set of positions of a program P.

We can assimilate a position in a program to a possible state during its execution. With this point of view
in mind, we can formalize the operational semantics of our programming language as a relation P F p — p/,
which can be read as the fact that, in the position p, the program P can reduce in one step and reach the
position p’.

Definition 2.4 The reduction relation is defined inductively by

AEL T
P;QEL — 11 P+QF L — 1+ P*E1l—1° PIQFL— LIL
PEp—yp PEp—yp PEp—yp PEp—yp QEq
P;QEp;L —yp;L P+QEp+L - p'+L P*Ep® — p'" PIQEDPlg—plq
QFq—q QFqg—q PEp QFq—(q
P;QET;q— T;¢ P+QE L+q — 1+¢ P*E TP 5 |1 PlQEplg—plqd
P;QET;T =T P+QET+L T PETY" T PIQETIT =T

P+QF 1+T =T P'EL—T

The above operational semantics is “very fine-grained” in the sense that it features transitions which are not
usually observable, such as P;Q F 1L — 1 ;1 which corresponds to passing from a state where we have not
yet started executing the program to a state where we have started executing a sequence, but not yet its
components. The usual “real” actions correspond to executions of the upper left rule A F 1 — T which can
be interpreted as executing an action A.

Lemma 2.5 If PE p — p’ holds then both PE p and P & p’ hold.

Suppose fixed a program P. The state space Gp of this program is the graph whose vertices are the positions
of P (Definition 2.3) and edges are the reductions (Definition 2.4). An ezecution path of P is a morphism of
the free category G5 over the graph Gp. We write P F 7w : p —* p’ (or simply 7 : p —* ¢) to indicate that 7
is an execution of P from p to ¢, we write 7 - 7’ for the composition (also called concatenation) of two paths
m:p—=*p and 7' : p —=* p”, and we write € : p —* p for the identity execution (also called empty path). An
execution is elementary when it consists of one reduction step. A global execution is an execution from | and
a total ezecution is a global execution to T. We say that an execution 7’ is a prefiz of an execution m when
there exists an execution 7’ such that = = #«’ - #”/. A position is reachable when there exists a global path
m: L —* p with this position as target. The following lemma, together with Lemma 2.5, formalizes the fact
the notion of validity of Definition 2.3 captures exactly the expected positions.

Lemma 2.6 Fvery position p of P is reachable.

As customary, we also write P F p —* p’ (or sometimes simply p —* p’) when there exists an execution
PE m:p —* p': the resulting relation —* on positions of P is the reflexive and transitive closure of the
reduction relation —. This relation is induced by a partial order relation, as we now explain.
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Definition 2.7 We write < for the smallest reflexive relation on the positions of P such that

p<p  q<{ p<p  q<¢ p<yp
1<p p;qg<p;q plig<p'lld p" <p™
p<p q<{
p<T prq < p'+q p" < p™

for m < n.
Proposition 2.8 Given two positions p and p’ of P, we have p < p’ if and only if p —* p'.
Proposition 2.9 The relation < is a partial order on the set P(P) of positions of P.

Proposition 2.10 The partial order < on P(P) is a bounded lattice, with L and T as smallest and largest
elements, with supremum being determined by

(p;a) vV ('5d)=@VP);iaVd) PtV =(pVvp)" (prL)Vv (p'+L)=(pVvp)+L
(pllg) v (" lId) = (pV)l(gVq) pmvpt=p" (L+q) V (L+¢') = L+(qV )
(prL)V(L+q) =T

for m < n, and where we suppose (p,q) # (L, L) in the lower right rule. The infimum admits a similar
description.

We recall that a poset (X, <) is a well-order when, for every infinite sequence (x;);en of elements, there
are indices ¢ < j such that z; < ;. This is equivalent to requiring that the poset is both well-founded (every
infinite decreasing sequence of elements is eventually stationary) and such that every antichain (set of pairwise
incomparable elements) is finite. The following will be useful:

Proposition 2.11 The poset P(P) is a well-order.

Proof The proof proceeds by induction on P. The inductive cases are easily deduced from the fact that
well-orders are closed under products, coproducts and contain (N, <). O

3 Concurrent programs with mutexes and their state space

In practice, in order to avoid unspecified behaviors due to concurrency, programs use primitive operations such
as mutexes [3] with the aim of preventing that two subprograms access simultaneously to a shared resource
such as memory (typically, the result of two concurrent writings at a same memory location is unspecified
in many languages). In order to account for this, we suppose fixed a set M of mutezes such that, for every
a € M, there are two associated actions P, and V, in A, respectively corresponding to taking and releasing
the mutex a, as defined in [3]. A mutex will be such that it can be can be taken by at most one subprogram:
if another subprogram tries to take an already taken resource, it will be “frozen” until the mutex is available
again, i.e. the first subprogram releases the mutex. This description is formalized below on the operational
semantics, see also [6, Chapter 3].

The consumption of mutexes by an execution is kept track of by considering functions in Z* which to every
mutex associate the number of times it has been taken or released (where releasing is considered as the opposite
of taking). Given two functions y, p/ € ZM, we write pu+p’ for their pointwise sum, i.e. (u+u')(a) = pu(a)+u'(a)
for a € M, and similarly for the opposite —pu of a function p. Given a € M, we write §, € Z™M for the function
such that 0,(a) =1 and dy(a) = 0 for b # a, we also write 0 for the constant function equal to 0.

Definition 3.1 Given an execution P E 7 : p —=* p/, we write [P E 7 : p =* p'] : M — Z (or sometimes
simply [r]) for its consumption of mutexes. This function is defined for elementary executions by

e [PoEm:L = T]=4d,, forae M,

e [VoEmm: L = T] = —4,, fora e M,

e for each reduction 7, different from the two above, deduced with a rule of Definition 2.4 with no premise we
have [r] = 0,

e for each reduction 7 deduced with a rule of Definition 2.4 with one reduction 7’ as premise, we have [r]] = ['],

and extended as an action of the category of executions on the monoid of consumptions, i.e. [¢] = 0 and
[ =] = [«'] + [=].
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Example 3.2 Writing 7 for any total execution of the program P, ; (P, IVy), with a # b, we have [7](a) = 2,
[#](b) = —1 and [#](c) = 0 for ¢ # a and ¢ # b.

A global execution 7 is valid when for every prefix 7’ of 7, and any mutex a € M, we have 0 < [7'](a) < 1.
Such an execution is namely compatible with the semantics of mutexes in the sense that

e no mutex is taken twice (without having been released in between),
* no mutex is released without having been taken first.

A program is conservative when any two executions 7 : p —* p’ and 7’ : p —* p’ with the same source and
the same target have the same resource consumption: [x] = [#']. In the following, unless otherwise stated,
we assume that all the programs we consider are conservative: it is often satisfied in practice and simplifies
computations because we can consider validity of positions instead of executions. This assumption is classical
in geometric semantics [6] and is based on the observation that the use of mutexes is quite costly (because
they restrict parallelism) and therefore usually restricted to small and ”local” portions of the code. This is
the reason why it is usually satisfied, at least up to simple rewriting of the code (more complex code can also
be handled by “duplicating” some of the positions so that the program becomes conservative). This condition
can easily be tested as follows.

Definition 3.3 The consumption of a program P is the partial function A(P) : M — Z defined by induction
on P by

A(P,) = b4 A(V,) = =6, A(A) =0 A(P;Q) = APIQ) = A(P) + A(Q)
and
A(P+Q) = A(P) if A(P) = A(Q) AP*)=0 ifAP)=0

Note that, because of the side conditions in the two last cases, A(P) is not always well defined, e.g. for P} or
P,+Py.

Proposition 3.4 A program P is conservative if and only if A(P) is well-defined and, in this case, we have
A(P) = [r] for any total execution m of P.

The above proposition gives a simple criterion to check for conservativity, by induction on programs. It
is applicable even when the set M of mutexes is infinite because it is not difficult to show that, for any
program P, A(P) is almost everywhere null when defined, i.e. the set {a € M | A(P)(a) # 0} is finite, so that
the computations on consumption can easily be implemented in practice. For conservative programs, it makes
sense to consider the resource consumption at a position (as opposed to along an execution):

Definition 3.5 Given a conservative program, we define the consumption [p] : M — Z of a position p as
[p] = [r] for some global path 7 : L — p.

This definition makes sense because there is at least one such path 7 by Lemma 2.6 and it does not depend
on the choice of the path by the assumption of being conservative. This enables us to characterize valid
executions as follows. We say that an execution 7 : p —* p’ wvisits a position ¢ when ¢ is the target of some
prefix ' : p —* ¢ of m. We say that a position p is valid if it satisfies 0 < [p](a) < 1 for every mutex a € M.

Proposition 3.6 A global execution 7 is valid if and only if every position p it visits is valid.

This motivates defining the pruned state space Gp of P as the subgraph obtained from Gp by removing every

edge between invalid vertices, and all vertices whose incident edges have all been removed. Writing ?}; for the
free category it generates, which is a subcategory of G5, we have

Proposition 3.7 The morphisms of ?; are are precisely the valid executions of P.
4 Geometric semantics
We now briefly recall (or rather illustrate) the geometric semantics of concurrent programs, and relate it to

the previous point of view on programs. We refer to the textbook [6] as well as [13] for further reference on
the subject.
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Figure 1. Geometric semantics of a simple program.

In order to take a concrete example, we suppose here only that our actions allow for traditional manipula-
tions of variables, and consider the program

(Pg 5 Pp s x :=y+1 5 Vy 5 Vo) || (Pp 5 Py 5y := x+2 5 Vg 5 V)

consisting of two processes executed in parallel. Here, we should think of a and b as protecting the variables
x and y respectively: the program applies the discipline that whenever a variable is used, the corresponding
mutex is taken beforehand and released afterward, in order to avoid any concurrent access to it. The idea
behind geometric semantics is that to such a program we should associate the topological space on the left of
Fig. 1, which consists of a square from which the grayed region has been removed (this is called the forbidden
region). The horizontal axis corresponds to the execution of the first process and the vertical one to the second
process (we have indicated the points corresponding to each instruction of the processes in abscissa and ordinate
in order to make this clear). A point in this space can thus roughly be assimilated to a position in the program
and the grayed removed area corresponds to removing forbidden positions. A (continuous) path in this space
is said to be directed when it is increasing with respect to each component: such a path corresponds to an
execution of the program. We sometimes say a dipath for a directed path. For instance, the dotted path on the
left of Fig. 1 is directed and corresponds to a total execution where the second process gets wholly executed
before the first one does. Finally, two dipaths are dihomotopic when the first can be continuously deformed
to the second while going through directed paths only. In general, the definition of the geometric semantics
is more involved than the above example shows (in particular, the notion of direction is subtle in presence of
loops) and is detailed in the aforementioned references.

Let us now mention two main applications of geometric semantics. Firstly, under simple coherence assump-
tions, it can be shown that two dihomotopic dipaths have the same effect on the state: in order to ensure the
absence of errors in a program (e.g. we are never dividing by 0), it is thus sufficient to use traditional techniques
(e.g. abstract interpretation [2]) for one representative in each equivalence class. Secondly, it can be helpful to
detect problems specific to concurrency in programs. For instance, the black dot in the figure on the left is a
point which is not the final point (the upper right one) and is the source of no non-trivial directed path: this
indicates the presence of a deadlock in the program. Namely, if the first process executes P, then P, and the
second process executes P, then P, the program is locked and cannot proceed any further: the first process
is waiting for the second to release the mutex b and the second process is waiting for the first to release the
mutex a.

We do not develop these techniques much further here — they have already been elsewhere — and concentrate
on the following question: how can we represent this geometric semantics in practice? For programs consisting
of n processes in parallel, such as the one above, where each process consists of a sequence of actions, the
geometric semantics will be an n-dimensional cube from which a finite number of n-dimensional cubes have
been carved out, forming the forbidden region (more general cases are handled in [13]). For instance, in our
example, the forbidden region consists of two cubes as shown in the figure in the middle of Fig. 1. This
motivates investigating the notion of (cubical) region, which is a portion of the global cube obtained as a finite
union of cubes. Interestingly, the geometric semantics, which is the complement of the forbidden region, can
also be described as a union of cubes (8 in our example), and is thus a region, as pictured on the right of Fig. 1.
In particular, by convexity, any two dipaths with the same endpoints within a cube are dihomotopic, which
helps computing representatives in dihomotopy classes.

On Fig. 2, we have figured the state space associated to the above program: (for simplicity, we have omitted
some intermediate positions such as (L; L)l L, also we have omitted writing “;” in the positions). The dotted
edges are those which have to be removed in order to obtain the pruned state space. One can see that, up
to some minor details such as the added positions at the beginning and at the end, the pruned graph can
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Figure 2. State space of a simple program.

be thought of as an “algebraic counterpart” of the geometric semantics, which motivates the investigation of
performing the computations directly on this representation, instead of going though an arbitrary encoding
into spaces. In particular, we define and study here an abstract axiomatization of regions, which applies to
such graphs.

5 Regions of posets

In this section we define our representation of the state-space of programs, replacing (maximal) cubical regions
in geometric semantics [6] by (normal) syntactic regions. We show that, under mild assumptions, these regions
satisfy the same fundamental properties as cubical regions (forming a boolean algebra, supporting the existence
of canonical representatives, etc.) and provide explicit ways of computing corresponding canonical operations
on syntactic regions. To the best of our knowledge all the constructions performed here are new, and based on
the original notion of position introduced in Section 2.

5.1 Intervals

Suppose fixed a poset (X, <). An interval (x,y) in this poset is a pair of elements such that < y. Given an
interval I = (z,y), we write [I] = [x,y] = {z € X | x < z < y} for the set of points it contains, also called its
support. We write z € I instead of z € [I]: we have z € (z,y) iff z < z < y. We also write I C J instead of
[I] C [J]: we have (x,y) C J iff x € J and y € J. Finally, we denote by Z(X) the poset of intervals of X.

5.2  Regions

A region R is a set of intervals: we write R(X) = P(X x X) for the set of regions of X, where (—) denotes
the powerset of a given set. A region is finite when it consists of a finite number of intervals. The support of
a region R is the set [R] = |J;c (/] of points it contains.

Two regions are equivalent when they have the same support. Such regions are different ways of describing
the same set of points: in order to be able to correctly manipulate regions, we should be able to decide when
two regions are equivalent, and in order to be efficient, we should find the most compact representation of a
region in its equivalence class. Intuitively, the “best” region with a given support ¥ C X consists of all the
maximal intervals (wrt C) contained in Y. We will call this region the normal form for a region R and say that
a region is in normal form when it is equal to its own normal form. In order to formalize this, we introduce
the following preorder on regions: we write < for the pre-order on regions in R(X) defined by

R=<S iff VIeR 3JeS ICJ

When R < S and R and S are equivalent, we think of S as being a “more economic way” of describing the
same support, because it uses bigger intervals: every interval of R is contained in one of S.

Lemma 5.1 The functions [—] : R(X) = PB(X) and T : P(X) — R(X) are increasing and [—] is left adjoint
toI.
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Example 5.2 Consider the set X = [0,1]? equipped with the usual partial order, and consider the three
following regions on it, whose support is X:

R, = {[07 %] X [0a1]7 [%71] X [0’ 1]} Ry = {[07 1] X [071]} R3 = Ry U {[%7%] X [i’ %]}

We have R; < Ry and R3 =X Ro, as well as Ry <X Rs.

In the above example, the region Ry is clearly the most parsimonious way to represent the whole space, in the
sense explained above, and is a maximal element with respect to the order. However, there are many other
maximal elements such as R3 (or, in fact, any other region obtained by adding intervals to Ry: the relation <
is not antisymmetric). This motivates the introduction of the following refined order on regions, which is such
that R; < R3 < Rs:

Definition 5.3 We define the relation < on R(X) by R < S if and only if R < S, and S < R implies S C R
(i.e. every interval of S belongs to R).

Lemma 5.4 The relation < is a partial order.

Lemma 5.5 The support function [—] : R(X) — P(X) is increasing if we equip the first with < and second
with C as partial orders.

We expect that the “best description” of a subset of X by a region is given by a right adjoint N : PB(X) — R(X)
to the support function, which to a subset Y of X associates the normal region describing it. Namely, the
adjoint functor theorem indicates that if the right adjoint exists it should satisfy

NY)=\{ReRX)|[R CY} (1)

However, such an adjoint is not always well-defined, as illustrated in Example 5.7 below. The normal form of
a region R is, when defined, the region N([R]), where N is defined by the formula (1) above. We say that a
region is normalizable when it admits a normal form, and in normal form when it is further equal to its normal
form.

Lemma 5.6 Given Y C X such that N(Y') is defined, one has [N(Y)] =Y.

Example 5.7 Consider the set X = [0,1] C R equipped with the usual order. We claim that the subset
Y = X \ {1} does not have a normal form. By contradiction, suppose that the region N(Y") is well-defined.
By the above Lemma 5.6, [N(Y)] =Y = [0,1[. Given I € N(Y'), there exists ¢,n with 0 < e <1 -5 < 1 such
that I = [e,1 — n] and one easily checks that the region R obtained from N(Y') by removing this interval and
replacing it by [0,1 — n/2] is such that [R] = [N(Y)] =Y and N(Y) < R, contradicting (1). A very similar
situation can be observed in the case of programs, by considering the program P = A* for some action A. We
write X = P(P) for its poset of positions:

S O A D S T

The subset Y = X \ {T} does not have a normal form for similar reasons as above.

Remark 5.8 In order to accommodate with situations such as in previous example, one could think of allowing
(semi-)open intervals in addition to closed ones in regions. However, the operations on those quickly become
very difficult to handle because it turns out that, in the case of programs of the form Pl @, we need to be able
to specify whether bounds of intervals are open or not for each component of the parallel composition.

6 The boolean algebra of finitely complemented regions

Given a set Y C X, we write Y = X \ Y for its complement. For practical applications, given a region R
in R(X), we need to be able to compute a region R which covers the complement of the region, i.e. a region R

such that [R] = [R]. Typically, we have explained in Section 3 that the pruned state space is obtained as the
complement in the state space of the forbidden region. Moreover, even when the region R is not in normal

8
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form, we are able to compute the region R in normal form, which suggests that we should be able to compute

the normal form of a region R as N([R]) = R. Performing these computations will also involve computing
intersections and unions of regions, so that we will show that — under suitable hypothesis — regions which
admit a normal form have the structure of a boolean algebra, providing explicit algorithmic constructions for
the corresponding operations. This generalizes the situation considered in [6] (which is limited to regions which
are subsets of R™) and in [13] (which is limited to products of graphs). In order to ensure that our constructions
are applicable in practice, we only consider regions which are finite in the following (and showing that finiteness
is preserved by our constructions will be non-trivial). In particular, by a “normal form”, we always mean a
finite region in normal form.

6.1 The complement of an interval

We begin by investigating the computation of the region corresponding to the complement of an interval. As
an illustration, consider the space X = [0,5]2 C N? and R = {I} with I = [(2,2), (3,3)], as pictured on the left

7272%7277727777 0727 177 17077777777 7777777
P A 777 77077777777777777 7]
2277777777722 77 77777707777777777 7

PR RN
0SS

7277777777772 7 e 222 7
Y A Ry 7
L R 777777 7777 7

The normal form of its complement is the region

R={[L,y],[L,yo], [x1, T], [22, T]}

with L = (0,0), T = (5,5), y1 = (1,5), y2 = (5,1), 1 = (0,4), z2 = (4,0). Here, it should be noted that

R =IYUI" where I' (resp. I") is the set of elements of X which are not above (2,2) (resp. below (3,3)), nor

in fact above any element of I. Moreover, the points y; and y» are the maximal elements of the set I+ and,

similarly, the points z; and 5 are the minimal element of IT. We can generalize the situation as follows.
Given a set Y C X, its lower closure | Y and lower complement YV are respectively the sets

lY={zeX|yecY z<y} Yvi={zeX|VyeYa?y}

The upper closure 1Y and lower complement Y+ of Y are defined dually. We write maxY for the set of
maximal elements of Y, and minY for the set of minimal elements. The set Y is finitely lower generated when
there exists a finite set Y’ such that Y = | Y’ (the notion of finitely upper generated is defined dually). By
extension, we say that an element x of X is finitely lower (resp. upper) generated when {z} is.

Lemma 6.1 IfY is finitely lower generated then maxY is finite and we have Y = {maxY.

We say that a set Y C X is finitely lower (resp. upper) complemented when YV (resp. YT) is finitely lower
(resp. upper) generated. By extension, we say that an element x of X is finitely lower (resp. upper) com-
plemented when {z} is. We say that Y is finitely complemented when it is both finitely lower and upper
complemented. We can finally characterize intervals which admit a complement in normal form as follows:

Proposition 6.2 Given a bounded lattice X and I an interval, the region R = {I} has a complement in
normal form if and only if [I] is finitely complemented. In this case, the normal form of its complement is

R={[L,y]|ye max([l)} U{[z,T] |z € min(IT)}

6.2 The complement of a region

Our aim is now to generalize Proposition 6.2, and characterize normalizable regions (as opposed to intervals)
which admit a complement in normal form. The condition which emerged in order to capture such situations
is the following one:

Definition 6.3 A poset (X, <) is finitely complemented if

(i) given a finitely lower complemented element x € X, every element of max({x}*) is finitely upper comple-
mented,
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(i) given a finitely upper complemented element x € X, every element of min({x}") is finitely lower comple-
mented.

Remark 6.4 In the case where X is a well-order, every upwards closed subset is necessarily finitely upper
generated: the set min X of minimal elements of X generates X because it is well-founded, and is finite because
it is an antichain. The first condition is thus always satisfied.

‘We suppose fixed an ambient bounded lattice X, in which the construction will be performed. For technical
reasons, it will be convenient to suppose that X is also well-ordered, which, by Proposition 2.11, is a reasonable
restriction for the applications we have in mind. We write

N(X)={Y C X | both N(Y) and N(Y) exists and are finite}

for the poset (under inclusion) of normal supports (i.e. supports of regions in normal forms, whose complements
are also supports of regions in normal forms). Our goal is to show the following theorem:

Theorem 6.5 The poset N'(X) is a boolean algebra if and only if X is finitely complemented.
One of the implications is easily shown:
Proposition 6.6 The left-to-right implication of Theorem 6.5 holds.

Proof By contraposition, suppose that X is not finitely complemented. By Remark 6.4, the condition (i) in
the Definition 6.3 is always satisfied, and therefore (ii) has to be falsified. This means there exists an upper
complemented element x € X such that there exists an element y € min({z}") such that y is not finitely lower

generated. We show below that both [L,y] and [L, z] belong to N (X). But their intersection is not in N (X):
the set A(X) is not closed under intersections and thus not a boolean algebra. Namely, an easy computation
shows [L,y] N[L,z] = [y,y] and we have that [y, y] € N (X) by Proposition 6.2, because y is not finitely lower
complemented.

It remains to be shown that [L,y] € AM(X). Since y is upper complemented and 1 is trivially lower
complemented, we have that the interval I = (L, y) is finitely complemented (by definition). Writing R = {I},
the region R is trivially in normal form, and has a complement in normal form by Proposition 6.2, and therefore
I belongs to A (X). The proof that [L,z] € N(X) is similar. O

We say that a region R is finitely complemented if it contains only intervals whose support is finitely
complemented in the sense of Section 6.1. Beware that this definition does not state that the support of the
region should be finitely complemented. We write

F(X)={Y C X | Y = [R] for some finitely complemented region R}

We also write
Rr(X)={R € R(X) | R is finitely complemented}

so that the elements of F(X) are the supports of regions in Rx(X). The plan of our proof for the missing
implication of Theorem 6.5 is as follows: we first show that F(X) forms a boolean algebra by explicitly
constructing the required operations on finitely complemented regions (Proposition 6.10) and then show that
F(X) is isomorphic to N (X) (Proposition 6.11).

In the rest of this section, we suppose that the poset X is finitely complemented. Given two intervals
I = (z,y) and I' = (2/,y"), we write (z,y) N (2',y) = (x Va',y Ay’) for their intersection, which is always
their infimum (wrt C order) when defined (i.e. V' <yAy).

Definition 6.7 We define the following operations on regions R, S in Rz (X):
e union: RUy S=RUS
e intersection: RNy S={INJ|I€R,Je SandINJis defined}

¢ complement: R = ( ﬂ)NR({(L,y’) |y € max({z})} U {(z’,T) | 2’ € min({y}")})

Lemma 6.8 The above operations are well-defined on Rx(X).

Proof The most subtle is intersection. It is shown by proving that finitely lower (resp. upper) complements
of elements of X are stable by V (resp. A). See Appendix A. O

10
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Lemma 6.9 The above operations are compatible with the corresponding ones on supports: for regions R, S €
R#(X), we have

(RN S] = [R] N [S] [RUN S] = [R]U[S] R =R

The finitely complemented regions R (X ) thus form a sub-boolean algebra of B(X):
Corollary 6.10 The set F(X) is a boolean algebra.
Proposition 6.11 Finitely complemented supports coincide with normal ones, i.e. we have F(X) = N(X).

Proof F(X)C N(X). GivenY € F(X), there exists a region R € R#(X) such that [R] =Y. By Lemma 6.8,
its complement R belongs to R (X)), since it can be computed using a finite number of unions and intersec-
tions of finitely complemented regions. Then, it is easy to prove maxR" = N ([R]) = N(Y). Applying this
twice gives the normal form of R, and thus of Y.

F(X) 2 N(X). Suppose given Y € N(X). We are going to show Y € F(X) and by Proposition 6.11, we
will conclude Y € F(X). We define an extension — ~ : R(X) — R(X) of =" for regions that are not finitely
complemented by

= ﬂN {(L,2) |z €s}un {(2,T) | « € maxtT}
(s,t)eR

and we show that N(Y) C N(Y)  and N(Y) . € R#(X), by Remark 6.4. Thus N(Y) € Rx(X),ic. Y € F(X)
and finally Y € F(X). O

We have thus shown the other implication of Theorem 6.5:
Corollary 6.12 If X is finitely complemented, the set N(X) is a boolean algebra.

This thus shows that, in a finitely complemented poset, we can implement the usual boolean operations on
regions while preserving the property of being normalizable.

7 Syntactic regions

In the case of syntactic regions, i.e. regions on the poset of positions of a program, the operations of boolean
algebra can be effectively implemented, by induction on the structure of programs, following Definition 6.7.
Namely,

¢ the union of regions is immediate to implement,

¢ the supremum and infimum of positions can be computed following Proposition 2.10, from which we can
compute the intersection of regions,

e we can compute the generators of the complement, from which we can compute the complement of regions.

Let us detail the last point. Given a position p of a program P, we define, by induction on P, the following
set inf p(p) of positions of P:

infp(J_) @ infp;Q(T) = {T,T} infp+Q(T) = {T+J_, J_+—|—}
lan T { infp"Q(T) = {T”T} infp* (T) = @
{ ifp=qg=_1
infp,o(p;q) = {{p J_|p cinfp(p)} ifp# Landg=_1
{T:d | ¢ €info(q)} ifp=Tandg# L
{ ifp=qgq=_1
infp.go(ptq) = {{ +q | p einfp(p)tU{p+T} ifp#L
{ +q | ¢' €infq(q)} U{T+q} ofg# L
1nfp||Q pllq { . %prQZL
PIT | p einfp(p)tU{TI¢ | ¢ €infg(q)} ifp#Lorg#L
{1} ifn=0andp=_1
inf p+(p {11} ifn>0andp= L
{{p’” | p €infp(p)} ifp# L

11
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Proposition 7.1 Given a position p of a program P, the set infp(p) is a well-defined set of positions and we
have inf p(p) = max(p*).

Similarly, given a position p of a program P, one can define by induction on P a set supp(p) of positions

of P such that supp(p) = min(p'). We can finally show that the poset of positions of a programs satisfy the
conditions of previous section:

Proposition 7.2 Given a program P, its poset of positions P(P) is a finitely complemented well-ordered
lattice.

The operations do not in general preserve the property of being normal for regions, but Theorem 6.5
and Proposition 7.2 however ensure that the property of being normalizable is preserved, and the normal form
of a region can be computed as follows:

Proposition 7.3 With the implementation of operations described above, the normal form of a region R is

N(R) = max(R), i.e. it can be obtained by computing twice the complement of R and only keeping intervals
which are mazimal wrt inclusion.

Proof It can be observed that the definition of the complement is such that it contains all the maximal
intervals. O

Example 7.4 Let us illustrate the fact that the operations defined above do not preserve normality (again,
they only preserve normalizability), consider the following examples. With the region R and S below, the
region R Uy S is not normal (the normal form is show on the right):

N

N

N

N

N

N

N
SSSSSS SIS
NNNNNNIANANY
NNNNNNNNANY]
NNNANNNANNN
NNNNNNNNANY
NNNNNNIANNNY
NNNNNNNNNNY]
SNSSNSSIS Y
NNNNNNNNANY
NNNNNNANNAY]

2777777

R S RUN S RUS

Similarly, with the region R and S below, the region R Ny S is not normal because it contains the interval
pictured on the right

77777777777

A A A

e ey 77 777

SN
NN
NN

y222227

a 7
g 7
a4 7
A z
a 7
A A v Y777
g 7
7 7
7 7
a 7
g 7
7 A

(the normal form contains 3 intervals which do not include I).

8 Future work

A toy implementation of the computations described in this paper can be tested online at [14]. It allows
computing the forbidden region, the state space (called there the fundamental region) and the deadlocks of a
program with loops (we also plan to implement of further analysis of programs, handling values with abstract
domains as explained in the introduction). The positions for loops are defined there without unfolding: this
allows handling the case of forbidden regions within loops, but the theory is more involved (the execution
relation on position does not induce a partial order anymore) and left for future work. Various practical
examples of concurrent programs are given on the website and the reader is welcome to try out some more of
his own. We plan to investigate, in a near future, the investigation of the combination of this approach with
abstract interpretation techniques in order to be able to meaningfully handle domains of values. Finally, we
also plan to perform a formalization (in Agda) of the theory developed there in order to make sure that no
corner case is omitted (as it can be observed in Section 7, the operations are defined by case analysis, requiring
to distinguish many possibilities and the situation is even worse in generalizations).

12
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A Omitted proofs

Proof [Lemma 2.5] This is proved by an easy induction on the derivation of the reduction. For instance,

consider the case where the last rule is
PEp—p  QFq

PlQEplg—yplg

By induction hypothesis, we have a derivation of P F p — p’ and thus both P E p and P E p’ hold. We can
use the rules

PEp QFgq PEyp QFq
PlIQEDplq PIQEY llq
to show that both PIIQ E pllg and PI1Q E p’llq hold. Other cases are similar. O

Proof [Lemma 2.6 and Proposition 2.8] We prove by induction on the program P that, given positions p and
p’ of P, having the relation p < p’ is equivalent to having reductions p —* p’. We suppose that p and p’ are
both distinct from L and T below (these cases are easily handled separately).

o A. Trivial.

¢ Q+R. Then p = g+r and p’ = ¢'+r’ for some ¢q,¢' € P(Q) and r,r" € P(R). We have g+r < r’'+r' if and only
if
cqg< ¢ andr=7r"=1,or
cr<r’andgq=q¢ = L.
Both are treated the same way, so let us suppose g < ¢’ and » = ' = L. By induction hypothesis, we have
that ¢ < ¢’ is equivalent to ¢ —* ¢’ and thus to ¢+ —* ¢’+_L by the rule

QFq—q
Q+REq+1L — ¢'+L

* QIIR. Then p = pllg and p’ = ¢l for some ¢,¢' € P(Q) and r,r’ € P(R). By the inference rules of
Definition 2.7, we have that pllg < ¢ |7’ is equivalent to both ¢ < ¢’ and r < 7’ which, by induction
hypothesis, is equivalent to ¢ —* ¢’ and r —* r’ which, by the rules

QEq—¢ RET PEDp QEq— ¢
QIREqllr — ¢ lIr PIQEplq— plq

is equivalent to gllr —* ¢'ll 7.
* Q;R. Thenp=gq;Lorp=T;r,and p’ = ¢ ;L or p’T;r’ for some ¢q,¢' € P(Q) and r,r" € P(R). By the

inference rules of Definition 2.7, we simply have to prove that
QFqg<¢dand REr<r'ifandonlyif Q;RF q;L —*¢ ;L =" T;L =" T;r =*T;r
By induction hypothesis Q F ¢ < ¢’ and R & r <1’ is equivalent to ¢ —* ¢’ and r —* r’ which, by the rules

QFq—q¢ REL QFET  REr—1
Q;REqL—¢;L Q;RE L;r— L1

implies ¢; L —* ¢’; L and L;r —* L;r'. By extension (with ¢ = T and » = 1), we get the equivalence, by
concatenation.

e P=Q* Then p=q" and p’ = ¢'™ for some ¢,q' € P(Q) and n,n’ € N.
- If n = m, we have by the inference rules of Definition 2.7, that ¢" < ¢'™ is equivalent to ¢ < ¢’ which, by
induction hypothesis, is equivalent to ¢ —* ¢’ which, by the rule

QEq—q
Q* ’: qn N q/n

is equivalent to g™ —* ¢'".

14
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- If n < m, by the inference rules, ¢ < T equivalent to ¢* —* T* and L < ¢ equivalent to L* —* ¢’*. Thus
by concatenation of the paths :

QFq —*T QEL T QF L —=*¢
< a— " y— kforeachk,ngkgm - ——— T
Q Eq" T Q ELF T QTE L™ ="="¢

gives the equivalence.

By taking p = p’ we get the Lemma 2.6. The case where p or p’ equals T or L can also be deduced this way.O

Proof [Proposition 2.9] The reflexivity and transitivity of < follows, by Proposition 2.8, from the reflexivity
and transitivity of —*, which are satisfied by definition.

Let us show the antisymmetry of <. Given positions p and p’ of P such that both p < p’ and p’ < p hold.
The case where p or p’ is either L or T is immediate by definition of the order. For other cases, we reason by
induction on P.

e A. By definition, A F p implies that p is either | or T and this case is handled above.

* R;Q. The two positions are of the form r;q and r’;¢’ such that, r;¢ < 1’;¢' < r;q . By inference rules we
have r <7’ <r and ¢ < ¢’ < q which gives by induction, r = v’ and ¢ = ¢'.

R+@. Similar as above.

RIIQ. Similar as above.

e (Q*. The positions are of the form ™ and ¢ .such that, r™ < ¢™ < r™. By inference rules we have n < m < n.
Thus m = n and r < ¢ < r by inference rules, which implies, by induction hypothesis r = gq.

d

Proof [Proposition 2.10] Let us prove that V corresponds to the supremum of both positions.

Given a program P E p1,ps, we first remark that by definition, T Vp = T and L V p = p corresponds to
the supremum of the positions. we will thus suppose both p; and ps distinct from L and T for the rest of the
proof. We prove all other cases by an induction on the program P.

e R = A. Trivial.
e P =(Q;R. The positions are of the form p; = g1 ;71 and py = g2;72.
By induction hypothesis, for i = 1,2, we have
Vg >qgiandriVry >y
And for every position ¢;r of P such that ¢;r > p; for i = 1,2, we have
qg>q Vg andr>ryVry

By the inference rules, we therefore have ¢;r > (g1 V ¢2); (r1 V r2) > g;;r;, which proves

sup(p1,p2) = (q1571) V (g2572) = (q1 V q2); (11 V' 12) = p1 V D2

We still need to prove that P F (g1 V q2);(r1 V 72).

- If g1 = g2 =T or r; =ry = L the respective inference rules guarantee that P F p1 V ps.

- Otherwise, ¢y = T and ro = L. Then p1 Vps = (T V¢ga);(r1 VL) =T;r; and Q; R E T;ry by inference
rules.

e P=QI R. Similar as above.

e P=(Q+R. We have p; = g1+r1 and ps = go+72
- Suppose that r; = rs = L. By the inference rules, positions of P comparable with p; are p = g+ with ¢
comparable to ¢; or p = T (not the supremum since T+ is a smaller upper bound). Thus similarily as
above , the inference rules implies

sup(p1,p2) = (1 V q@2)+L = (1 + 1) V (g2+ L)

- The case where ¢; = g2 = L is similar.

15
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- Otherwise, p1 = q1+1,ps = L+ry. qo # L, 71 # 1. By inference rules, p > p; for i = 1,2 implies p = T.

Thus,
sup(p1,p2) = T =p1 V p2
e P=Q". We have p; = ¢7"* and p2 = ¢52.

- If ny > ng, then p; > py. Thus sup(p1,p2) = p1 = p1 V pa.

- Otherwise, suppose n; = no = n. By induction, ¢ > ¢; for i = 1,2 implies ¢ > ¢; V ¢2 and thus by inference
rules, ¢" > (¢1 V ¢2)". And by definition of the supremum, the inference rules implies (g1 V g2)" > ¢}
Thus

(q1V @2)" =sup(qr™, 43?)
Od

Proof [Proposition 2.11] Given a program P. We define P(P)* = P(P)\ {L, T}. It is much easier to reason
inductively on this set of position so we’ll first prove

P(P) is a well-order if and only if P(P)" is a well-order

Indeed both well-foundedness and finitude of antichain of these sets are equivalent :

 Given a decreasing sequence (p,)nen € P(P)N. If there exists m € N such that p,, = L or for each
n € N, p, = T, the sequence is trivially stationary after rank m.
e Given an antichain A € P(P)! indexed by some set I, we have that |A| < oo is equivalent to |AP(P)T| <
0.
By induction on the program P, we show that P(P)* is a well-order.
e P=A. Since P(P)={L, T} is finite, it is a well-order.
e For all following cases:
- P = RIIQ. By the inference rules, P(P)* = P(R)I'P(Q) equivalent to P(R) x P(Q) with the product
order.
- P = R+Q. By inference rules, P(P)* = P(R)+L | L+P(Q) equivalent to P(R) UP(Q) with the canonical
disjoint order.
- P = R;(Q. By the inference rules P(P)" = (P(R); L)\ {T; L} U T;P(Q) is equivalent to ({0} x P(R) \
T)U({1} x P(Q)) equipped with the lexicographic order.
- P = R*. By the inference rules, P(P)* = {r" | r € P(R),n € N} is equivalent to N x P(R) equipped with
lexicographic order.
The posets P(R) and P(Q) are well-orders by induction hypothesis. {0,1} and N as well. and well-orders

are known to be closed by all the above operations.
Thus P(P)* is a well order.

Proof [Proposition 3.4] We prove the proposition by induction on the size of the program P.
e P=A. Trivial
e P=Q;Ror P=QIR. A path 7 on P is a concatenation of paths of the following form:

PEm :L—=*1;1 PE®Qqq ;L —="¢ 5L
PErr :T;T=*T PE Ry Tir =" T;r

A path m on P = QI R is a concatenation of paths of the following form:

PeEm L —=*1;1 PE®Qqq tqllr =% ¢ lIr
PEar:TIT=*T PE Ryt qlir =" qllr’

In both cases, by definition, we have
[ri] =[=r] =0 [rQqq]=la—="4d] 7R ] =[r = ']

Thus the program P is conservative if and only if @ and R are. By induction hypothesis, this is equivalent to
A(Q) and A(R) being well defined, and by extension A(P) being well-defined. The inference rules for parallel
composition show that, by definition, if the explorations of both branches are interleaved, it is similar, in
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terms of [r], to fully exploring one side before fully exploring the second one. A total execution P E 7 can
thus be divided as such:

MT=T OTQ,1L,TOMR,1L,TOTT
Thus in both cases
[rf] =0+[QF L —="T]+[REL—="T]+0
Thus
[7] = A(Q) + A(R) = A(P)

by induction hypothesis.

P = Q+R. A path 7 on P is one of the two following concatenations of paths of the following form: either
m¢g obtained as the concatenation of

PEm, L —*1+1 PEmgqq g+l =% ¢+1 PEmgr:T+L —=*T
or ™ obtained as the concatenation of
PEmp: L —*1+1 PEnmgym: Ltr =% L+y/ PErpt:1+T =>*T

By definition, we have

[rel = Y [REr—"1] [rel= > [RFq¢—="{]

TR, rr ETR TR,q.q' €TQ

Thus the P is conservative only if Q and R are. The only cases left for the equivalence are paths that can
go by either side of the conditional branching. Typically,

[PEL=S"T]=[REL="T]=[QFL—>"T]
Thus for the equivalence, by induction hypothesis we also require A(Q) = A(R). In that case,
[PEL—="T]=A(Q)=A(R)=A(P)
P =Q*. A path m on P is a concatenation of paths of the following forms:
PEqm,:1l—*1° PETp e q" =" ¢"L
PEm, : T" =% L PEqr:T"o*T

By definition, [, 4.4 is non-zero and depends only on the premise path [Q F ¢ —* ¢']. Thus, the program
P is conservative only if @ is. Furthermore the paths

To = To, L, TOTT T = T0,L, TOTQOTL, L, TOTT

have same beginning and end. And in that case, by induction hypothesis, 7] = A(Q) and [m] = 2A(Q).
Thus for P to be conservative, we require also A(Q) = 0. In that case we can easily that P is conservative
and A(P) = 0.

O

Proof [Proposition 3.6] Consider a global path P E 7 : L —* p. For every prefix 7’ of m, we have P F 7’ :
1L —* p'. Since P is conservative,

[PET :L—=*p]=[p]

Thus 7’ being valid is equivalent to p’ being valid. By definition, prefixes cover exactly all visited positions

which implies the equivalence. O

Proof [Lemma 5.1] We will prove the existence of an adjunction of posets (called a Galois connection) with
[—] the left adjoint to Z. First, we prove that both functions are increasing

17
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e Given R, S € R(X) such that R < S, we have that for every I € R there exists J; € S such that I C Jy,

ie. [I] € [Ji] and thus
(R =mc Junc Jui=1s]
IER IER Jes
e Given P,Q € PB(X) such that P C @, we have that (z,y) € Z(P) is equivalent to [z,y] C P C @ and thus

(z,y) € Z(Q), which proves Z(P) C Z(Q).

And by defintion R € R(X), such that [R] C P is equivalent to R C Z(P). This is explicity the definition of a
Galois connection. O

Proof [Lemma 5.4] Consider R, S,T € R(X) such that R < S <T.
¢ Reflexivity. By reflexivity of < and C.
e Transitivity. Suppose R < S and S <T. Thus R < S < T, i.e. by transitivity of =<,

R=XT

Now suppose T' < R, then by transitivity S < R (resp. T < S). By definition, R < S (resp. S < T') implies
R C S (resp. S CT). Thus, by transitivity of C,

T < Rimplies RCT
e Antisymmetry. Suppose R < S and S < R. This implies R < S < R. By definition of <, R < S < R thus
implies R C S C R. Hence, R= 5.
O

] Given R,S € R(X), such that R < S. For every I € R there exists J; € S such that

J5] Then
RI=JmecJwic =18

I€ER IER JeS

Proof [Lemma
] C

d.
IQJI,l.e[ [

a

Proof [Lemma 5.6] Given Y C X such that N(Y) is defined. The definition of a left adjoint states that for
each R € R(X), we have [R] C Y if and only if R < N(Y). By reflexivity of <, N(Y) < N(Y) holds, so

[IN(Y)] Y
Furthermore [—] increasing implies

Y =[Z(Y)] < [N(Y)]
Thus N(Y) =Y. O
Proof [Lemma 6.1] Given a finitely lower generated poset (Y, <). There exists a finite set G C Y such that

Y = | G. We want to prove that, maxY = max G and that it is a lower generator of Y. By finiteness of G,
any strictly increasing sequence (z;)ieny € GV, is finite. This implies

lmaxG =G\ {z€G |3 €G 2<}=1G=Y

Given an element y € maxY C Y = |max@, there exists z € maxG C Y such that y < z. Maximality
wrt inclusion of elements of maxY implies z = y. Thus

maxyY C max G

Now given an element z € max G and y € Y such that z < y. By definition, | max G =Y implies the existence
of 2/ € max @G such that z < y < 2’. This contradicts the definition of maxG. Thus for all y € Y,z £ v,
i.e. z € maxY. And thus

max G C maxY

Thus maxY = max G, finite and | maxY = lmaxG=|G =Y O
Proof [Proposition 6.2] Suppose given a poset (X, <), I = (s,t) an interval of X, and consider the region R =

{1}
18
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Left-to-right implication. Suppose that R has a complement in normal form, i.e. we have

[R] = [N([R])]

where N([R]) is a finite region. We have to show that I is finitely complemented, which means that the lower
complement satisfies

IY = | max(I*)

with max(I+) finite, and dually for complement (we only handle the case of the lower complement here, the
property for the upper complement being similar). By Lemma 6.1, it is enough to show that It is finitely
generated. We show here that it is generated by the set

G={reX|(Lz)eN(R])}

ie.

M=1G
where G is finite because N([R]) is supposed to be finite. We show the equality by showing both inclusions.
e I+ C | G. Suppose given x € I'*. Since I'* is downward closed, we have (L,z) € Z(I*) and

(1) < Z([R]) because I* C [R] and 7 is increasing
=Z(IN([R)))) by hypothesis - -
< N([R]) by (1), because [Z([N([R])] = [N([R])] = [R]

This means that (L,z) C (a,b) for some element (a,b) € N([R]). And thus a = L and = < b with b € | G.

e |G C I'. Since I'' is downward closed, it is enough to show G C I'*. Fix 2 € G. We have (L,z) € N([R]).
In order to show x € I't, we have to show that z # s. Namely, if > s, we would have [L, 2] N [I] # (), which

contradicts the hypothesis that (L,z) € N([R]) and thus [L,z] C [R].
Right-to-left implication. Suppose that [I] is finitely complemented, i.e. both I+ and IT are finitely gener-

ated. Let us show that the normal form of [R] is
R={[L,y] | y € max(I*)} U{[z, T] | = € min(I")}
We write
S ={[L,y] | y € max(I*)} T ={[z,T] | = € min(I")}
We first remark that

Namely, we have

IV = Jmax(T l) by Lemma 6.1 since I supposed to be finitely lower complemented
= [9]
and similarly [ T = [T]. Therefore, R is a region whose support is ﬁ and it remains to be shown that the

region R is in normal form, i.e. R = N(R). We then proceed by using the definition of N(R). Given a region

U such that [U] C [R], let us show that [U] < R.
* U < R. By Lemma 5.1, we have U < Z([U]) =< Z([R])) and it suffices to show that Z([R]) < R. We first

show that we can express Z([R]) = Z([I]) = Z([s, t]) as

Z([s,8]) = Z(s") UZ(")
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By definition of the complement, we have that [s, ] = st Ut". Therefore,

() = Z(1* u ")
Z(IMHUZ(IYU{(a,b) |acst\thandbett\ s*}U{(a,b) |acth\ st and bec s\ 1t}

Given (a,b) € {(a,b) | a € s*\tT and b € t7\ s*}, we have a < t,5 < b, thus a Vs < b At, and therefore

[a,b] N [s,t] = [aV s,bAt] # 0, and thus (a,b) ¢ Z([I]). Similarly, we have {(a,b) | a € tT\ st and b €

st\ t"YNZ([1]) = 0, from which we conclude

Z([1]) = (1) v (")

Now we show that Z(I+) < S. Given (i,5) € Z(I*). By defintion of S, there exists y € max I+ such that
i<j<wyie (i,5) € (L,y) € S. Thus Z(I*) < S. Similarily Z(I") < T. Thus,

Z(R) =Z(IMHUZ(I") < SUT =R

e R < U implies R C U. We show that under those condition we have S C U. Given (L,z) € S, R=<U
trivially implies S < U, i.e. there exists [u,v] € U,[L,z] C [u,v]. Immediately, we get v = L and v € I+
(indeed v > s implies [I] NI 2 {(L,v)} NI # 0). Furthermore by defintion of S, for v € I'*, there exists
y € max I+ such that (1,v) C (L,y). Finally (L,y) is an interval of S, such that

S>3 (L,z) C (u,v) =(L,v) C(L,y)es
By defintion of max I'* this implies (L, z) = (u,v) = (L,y). Thus,
SCU

By the same reasoning we get 7 C U. Thus, R < U implies R C U
O

Proof [Proposition 6.6] Let us prove the right-to-left implication. We proceed by contraposition. Suppose
given a well-ordered bounded lattice X which is not finitely complemented. By Remark 6.4, the condition (i)
in the Definition 6.3 is always satisfied, and therefore (ii) has to be falsified. This means there exists an upper
complemented element t such that there exists s € mint" which is not finitely lower complemented. Let us
prove that A'(X) is not stable by intersection and therefore it is not a Boolean algebra. We first make two
remarks.

e By Remark 6.4, all elements are finitely upper complemented, namely, s and ¢ are both finitely upper
complemented.

e Since L+ =), we deduce that L is finitely lower complemented.

Thus, both intervals [L, s] and [L, ¢] are finitely complemented, which implies by Proposition 6.2, that they have

a complement in normal form. Furthermore, the region {(L,s)} (resp. {(L,t)}) is trivially the normal form

of [L, s] (resp. [L,t]). Thus both intervals [L,¢] and [L, s] belong to N(X). Let us show that the intersection

of these two intervals of A'(X) is not in N (X). Given = € [L,#]N[L,s], we have x € tT and z < s € mint’.

By definition of mint", we deduce & = s. Since s is by definition not finitely lower complemented, the interval
[s, s] is not finitely complemented either. Thus, by Proposition 6.2,

[L,t]N[L,s] =]s,s] € N(X)

By contraposition, we deduce the desired implication.
The left-to right implication is already proven in Proposition 6.6. O

Proof [Lemma 6.8] Given (X, <), a finitely complemented bounded lattice.

o Up. Trivial.
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e Ny. Given R, S € Rr(X), (x,y) € RNy S. By definition, (z,y) = (zr V xs,yr A ys) such that
(zRr,yRr), (s,ys) € R x S both finitely complemented.

J(max x%% U max xg) = | max :17%13 U J max xfg

:x%{Uxé by Lemma 6.1
={reX|z<zporz<ux}

i(maxm? U max zg) = (zp Vxs)*

By finitude of, maxxf% and max xé, TR V xg is finitely lower complemented. Dually, yr A ys is finitely
upper complemented. Thus (x,y) is finitely complemented for each interval (z,y) € RNy S. By definition,
RNy S e Rx(X)

« =V Given R € Rr(X), and (z,y) € R. We have (z,y) and (L, T) finitely complemented. By definition of a
finitely complemented poset, all ' € max 2+ (resp. 2/ € minyT) are finitely upper (resp. lower) complemented.
Thus (L,y') and (2/, T) finitely complemented. Furthermore, by definition {(L,y’) | ¥’ € maxz*} and
{(z/,T) | 2’ € miny'} are finite. Thus by the above proofs, as a result of a finite numbers of operations of

. . . —N
union and intersection of elements of Rz , we have R € Rx(X).

O
Proof [Lemma 6.9] Let X a bounded lattice. Let R, S € Rz(X).
e RUNS.
RuvS]= U W= U m=UYuuvYu=Rruls]
IERUNS I€RUS IER Jes
e RNy S.
Rowsl= U uns=U ([Im U[J]) =UJmn Ui =R®nis]
(I,J)ERxS IeR Jes I€eR Jes
« BY. Given R e R#(X) and (s,t) € R. We have s (resp. t) finitely lower (resp. upper) complemented.
—N —— N
B =[x {(s,8)} ]
(s,t)ER
=[ v ({(L2) |z € maxs*}U{(y, T) | y € mint'})]
(s,t)ER
= n U [Lazu U T
(s, t)ER(a:Emast J:] yEmintT[(y )])
U Uy u
(S t)ER(LEIIlaX st \L v yEmintT T y)
(} max s* U4 min¢")
(5 t)E
tu By L 6.1
~ t)ER(s th y Lemma
= N [st
(s,t)ER
—N N
(R ] = [R]
O
Proof [Proposition 6.11] Given a finitely complemented well-order (X, <), fix Y C X.
¢ F(X)CN(X).
Suppose Y € F(X): there exists aregion R € Rx(X), such that [R } . Let us prove that N(Y) = max r".
By Eq. (1) it suffices to show that for all regions S, such that [S] C Y, we have S < max RY. Now suppose

given such a region S, we need to prove the following points :
.S <maxR". By Lemma 5. 1 [S] CY implies S < Z(Y). Furthermore, by finitude R < maxR". Thus
it suffices to show Z(Y) < rY
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—N
Given z € Z(Y'), we have = € ﬂRI(F). By Proposition 6.2, for all € R exists n, € N(T) = {r} such
re
that x C n, ie. 2 C ﬂRnr eR". Thus, Z(Y) < r".
re

—N —N —N =N .
-maxR =S5 = maxR C S. Now suppose, max R = S. Then for all 7 € max R there exists
—N ey
sr € max R and rs; € S such that r < s, < rs. By definition of max, r = r5 = s,.. Thus

maXRN <S5 = maXEN cs

—N
Finally, N(Y) = max R . By Lemma 6.9, max R e R7(X). And by the same reasoning, max R =
N(Y) = N(Y). Thus,
Y € F implies Y € N(X) and N(Y),N(Y) € R#
e F(X) D N(X).
Given Y € N(X), There exists a region R € R(X) such that [(JR) = Y and R in normal form. By 6.10,
it then suffices to show that Y € Rz(X) i.e. there exists a region R € Rx(X) such that [R] =Y, namely

N(Y). We first define an extension of =N, R(X) — R(X) to regions which are not finitely complemented,
which can be seen as a sort of ”best overestimation” of the normal form of the complement.

R” = ﬂN {(L,z) | z€s}Un {(z,T) | z € maxt'}
(s,t)ER

We prove that for a region in normal form R, N([R]) C R € R#(X). By the same method as for =Nin
the proof of Proposition 6.2 and Lemma 6.9 for R € R(X) and r € R,

R =Rl and Z(r) < {r} ™
By Remark 6.4, all elements of X are upper complemented i.e. all intervals (L, z) and (x, T) with € max T,
for t € X are finitely complemented. Thus for a finite region R,

R” e Rx(X)

Suppose given Y € N(X) and z € Z(Y), we have z € N )I(F). By the previous remark, for all r € N(Y)
€

reN(Y
exists n, € moo such that z C n, i.e. z C n,. € N(Y)OO. Thus,

N
reN(Y)

—rale o}

N(Y)2Z(Y) 2 N(Y)

By definition of the normal form, N(Y) € N(Y) . Thus N(Y) € R7(X), finite i.e. Y € Rx(X). By
Lemma 6.8, the region N(Y)also belongs to R7(X). ie. Y € F(X). And N(Y) and N(Y) are finitely
complemented. O

Proof [Proposition 7.1] Given a program P, let us prove that by induction on 2 € P(P), that max(zt) =
infp(z).

e r = 1. Immediately,
max(1¥) =0 = ir}gf(J_)

e v =T. Let us prove max(T+) = infp(T) by induction on P.
- If P=@Q* Wehave T+ ={1}U{¢" | ¢ € P(Q),n € N}. such that for all ¢" € T+, ¢" < ¢"*! € T+. Thus

max(T¥) =0 = ir};f("l')

- For all other cases, T+ is trivially generated by the predecessors of T (e.g. TI T, L+T and T+L ...).
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Thus, max(T+) = infp(T).
PEl;l,orPE1%orPELllLor PE 1+1. By the inferences rules

max(z‘) = {1} = i%f(:v)

e Q;RFy; L, withy+# L. Wehavey; L€ {T;r | REr}ie atN{T;r | REr}=0. Thus

maxzt =max{q; L | ¢ Z?y,QF ¢} ={PFq;L|gemaxy’} ={PFq;L]|qc inf(y)} = inf(x)

Q;RE Ty withy# L. We have {¢; L | QE q} Cl{T;r | RE r}. Thus by inference rules,

max 2t = max(zt N {T;r | RE7}) ={T;r | r € maxy*} = {T;r|re iréf(y)} = iI[})f(x)

QI RE qllr with ¢llr # LIl L. By the inference rules, ¢llr € ullv is equivalent to r £ v or ¢ £ u. Thus

zt={PEFullv|qgguyU{PEullv]|r<£uv}
={PFullT[uecgd}JUPETIv|very}

with both sets incomparable. Thus

maxzt = {PFullT | u€maxqg*} U{PFE Tllv | v € maxrt}
={PEullT| uei%fq}U{Plz—l—llv | in%fr}

= i%f(x)

e Q*Fx. We have P(P)" ={q" | n e N,Q F ¢}
- Q*E L™ with n > 0. By the inference rule, n < m equivalent to x = 1™ < ¢™. Thus

max 2t = max({¢™ | QF ¢,m <n})=T""1 = iI}l)f({Z?)

- Q*Fy"™ with y # L and n # 0.
By inference, m # n implies ¢"* < 1™ < x, and m > n implies ¢""* > x. Thus by inference rule

max(z*) = max(z* N{¢" | QF q¢}) ={¢" | ¢ Ly} ={¢" | ¢ e maxy*} ={¢" | q € infy} = inf(z)
e P+(@Q E g+1. The inference rules give

(g+ L)Y ={PFu+v |qgLuor L £Lv}U{l}
={PEu+l |gLu}U{Ll+v}U{L}
={PEu+Ll |uec gy U l{L+T}

With {PFu+l |u€¢'}n}{L+T}={L, L+L1} and all other elements incomparable. Thus
maxazt = {PFu+l |u€maxqg'}U{T+L} ={PFu+l |uc igf qtU{Ll+T} = irFl)f(x)
e P+Q F L+r. Similarly, max(z¥) = inf p(z).

Thus, for all P and all z € P(P), max(z¥) = infp(z). O

Proof [Proposition 7.2] Essentially, the main position which is not finitely lower complemented is T in pro-
grams on the form Q*. For each program P, we thus define a predicate - on its positions such that P+ p if
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and only if p not finitely lower complemented, by taking the closure under context of the above position:

QFq QFq QFq
Q;RFq;L Q+RbF g+ L QIRFqlr Q'FT
REr RbEr RbEr QFq neN
Q;RFT;r Q+RtE L+r QIRFqlr Q +q"

We can remark that for each p € P(P) and = € supp(p) we have P I/ x. As we already proved that

supp(p) = min(p'), to prove the finitely complemented nature of P(P) we prove for all p € P(P), p - P if and
only if p not finitely lower complemented, by induction on p.

e p = L. This implies p* = (). Trivially p I/ and p € P(P)

e p=T. We remark for each t € P(P),t < T. This implies p* = | T\ {T}

- P=A. We have pt = {1} = |{L}. Thus P I/ p and p finitely lower complemented by Lemma 6.1.
- P=Q;R, P=Q+R and P = QI R. Similarily there exists a maximum for | p (namely T;T, T+L and
1+T, TI T).

- P=Q* Givenz € T+\ L = {¢" | n € N,Q F ¢}, such that z = y™. By definition, x < y"*! € T+. Thus
max T+ = (. And Q* F T by definition
We now prove the induction step.

¢ p=gqllr. Using the inference rule,

(ghr) ={yllz |y 2 qorz#r}u{Ll}
WY T [y 2qUu{Tlz|22%4q})
= (g ||—|—)i u(Tll 7“)i

As, {yl T |y # q} and {Tllz | z # q} disjoint, p* isfinitely lower generated if and only if both (¢l T)* and
(T Il7)* are finitely lower generated. By induction hypothesis this is equivalent to Q I/ ¢ and R I/ r. And by
the inference rules of I, this is equivalent to Q Il R I/ p.

e The other cases are treated with a similar argument (with a single variable) p finitely lower generated
equivalent to P I/ p. O
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