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Abstract 

The Ta/Cr/Pt three-layer system can be used as a planar x-ray waveguide, that is to say it can guide an 

x-ray beam inside its chromium layer. This property comes from the difference in density and hence in 

optical index between the two “heavy” or cladding tantalum and platinum layers and the “light” or 

guiding chromium layer. The waveguide will be efficient provided the layers are a few nanometers 

thick and that the interfaces are as sharp as possible. To control the quality of the stack, we combine 

grazing incidence x-ray fluorescence (GIXRF) and x-ray reflectivity (XRR) measurements on a series of 

Ta/Cr/Pt samples, whose only difference is the thickness of the Cr layer. The three considered samples 

have been deposited by magnetron sputtering and their designed structures are: Ta (8 nm) / Cr (5, 10 

and 15 nm) / Pt (14 nm) / Si substrate. The combination of XRR and GIXRF tightens constraints on the 

parameters used to simulate the stack: thickness, roughness, composition and density of the layers 

and their interlayers. For each sample we used six GIXRF curves obtained from three different 

characteristic x-ray lines (Ta L, Cr K and Pt L2,15) excited at three different incident photons energies 

(6.25, 10 and 12 keV) as well as one XRR curve obtained at 6.25 keV. The XRR-GIXRF combined analysis 

demonstrates that the Ta/Cr/Pt structure is too simplistic and that it is necessary to introduce some 

interlayers at the top and bottom of the stacks to obtain a reliable agreement between the 

experimental and simulated GIXRF and XRR curves. 
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Introduction 
X-ray standing wave methods are now well established in the lab and in synchrotron facilities [1]. 

They can be applied to study periodic structures, such as crystals or multilayers, as well as stacks of 

thin films. To proceed, the electric field at the origin of secondary processes, x-ray fluorescence (XRF) 

or x-ray photoemission, is located in specific places within the sample, so that elemental and chemical 

information about the sample is depth sensitive. This comes down to measuring the XRF intensity as a 

function of the grazing angle of the incident radiation or of the detection angle of the emitted radiation. 

In the first case, the technique is called grazing incidence XRF (GIXRF); in the second case it is called 

grazing exit XRF (GEXRF) or Kossel diffraction [1–3]. Practically, this is done by changing the geometry 

of the experiment, i.e. by rotating the sample while keeping the detector fixed in GIXRF and GEXRF or 

by rotating the detector while keeping the sample fixed in GEXRF. 

The GIXRF and GEXRF techniques are still evolving to adapt to synchrotron or laboratory 

environments [4] and to opportunities offered by polycapillaries to perform confocal spectroscopy and 

imaging [5,6]. This allows studying and quantifying various samples, homogenous [7] or stratified [6], 

presenting depth concentration gradients [8], etc. These works benefit from the advances made in the 

models developed for the x-ray standing wave technique combined with x-ray photoelectron, Auger 

and x-ray emission spectroscopies [9–12]. 

In this framework, we showed the feasibility of applying Kossel diffraction [13] combined with 

particle induced x-ray emission (PIXE) for the study of planar x-ray waveguides [14]. These devices are 

made of thin films, a guiding layer generally made of a light material surrounded by two cladding layers 

made of heavy materials. This work demonstrated the ability of the PIXE-Kossel methodology to 

characterize the stacks of nano-scale thin films, through the analysis of two waveguide systems: 

namely Pt/Fe/Pt and Ta/Cr/Pt. However, the analysis of the Ta/Cr/Pt system was not definitive, as the 

obtained description of the stack, i.e. intermixing taking place between the Ta and Cr layers to form a 

compound that was subsequently partly oxidized, could still be improved [14]. 

In this work, we continue our study on the Ta/Cr/Pt system in order to get a better description of 

the actual stack, that is to say to better understand the interlayers present between the different thin 

films and the silicon substrate. For that purpose, we perform GIXRF and x-ray reflectivity (XRR) 

measurements on a series of Ta/Cr/Pt samples, whose only difference is the thickness of the Cr layer. 

XRR is widely used for thin film analysis. The XRR-GIXRF combination [15,16] constrains the parameters 

used to simulate the stack: thickness, roughness, composition and density of the layers and their 

interlayers. This represents many free parameters to fit, without being sure that the fitting process 

leads to a unique solution. This is why combining various results obtained on the same system leads 

to a more reliable description of the stack. With this in mind, for each sample we used one XRR curve 

and six GIXRF curves obtained from three different characteristic x-ray lines excited at three different 

energies of incident photons. In order to constrain the possible solutions, we also compare the 

numbers of atoms in stack as deduced from the fitted parameters (thicknesses and densities) to those 

measured by Rutherford backscattering spectrometry (RBS) and nuclear reaction analysis (NRA). 
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Experimental 

Sample preparation 
The three-layer samples were deposited at room temperature on Si (100) substrates by DC 

magnetron sputtering at LCPMR. The power applied on the high-purity sputtering targets was 10 W, 

the base pressure 10-8 mbar and the sputtering gas argon at a working pressure of 5 × 10-2 mbar. The 

deposition rates of Pt, Cr and Ta were 0.066, 0.024 and 0.035 nm/s, respectively, as measured by a 

quartz microbalance. Three waveguides were prepared with the same structure: Ta/Cr/Pt/Si substrate. 

The target thicknesses of Pt and Ta layers were the same for all samples: 14 and 8 nm, respectively. 

The samples differ by the targeted thickness of the Cr layer, being 5, 10 and 15 nm. The corresponding 

samples are labelled “5 nm Cr”, “10 nm Cr” and “15 nm Cr”. 

XRR and GIXRF measurements 
Experiments were performed on the hard x-ray branch of the Métrologie beamline 

[https://www.synchrotron-soleil.fr/en/beamlines/metrologie] of the SOLEIL synchrotron facility, with 

the CASTOR goniometer [17], dedicated to combined XRR and GIXRF experiments. A p-polarized 

radiation was used for all the experiments. An AXUV Si photodiode was used for the -2 reflectivity 

measurement with incident photons of 6.25 keV. 

A silicon drift detector (SDD), placed at 90° with respect to the incident beam, acquired the x-ray 

fluorescence. The geometry and configuration of the experiment (size of the incident beam, size of the 

sample, distance between sample and SDD, distance and size of the collimator in front of the SDD, etc.) 

were checked so that the geometrical factor, necessary to compare experiments and simulations [18], 

can be determined. Three incident photon energies were chosen: 

- 6.25 keV, in order to only measure the Cr K (2p-1s transition) and K (3p-1s) lines; 

- 10 keV, just above the Ta L3 ionization threshold, in order to obtain the Cr K lines and the Ta L 

(3d-2p3/2), L6 (4s-2p3/2), L2,15 (4d-2p3/2) and Ll (3s-2p3/2) lines; 

- 12 keV, just above the Pt L3 ionization threshold, in order to obtain the Cr K and Ta L lines, and 

the many Pt L lines coming from the radiative de-excitation of the Pt 2p3/2 level. 

The x-ray spectra were recorded by the SDD for many glancing angles of the incident radiation on the 

surface of the sample, ranging from 0° (incident beam parallel to the surface) to 3°. The acquisition 

time for each angle was either 30 or 100 s. 

To build the GIXRF curves, that is to say the variation of the intensity of characteristic x-ray lines 

as a function of the glancing angle of the incident radiation, first the x-ray spectra need to be processed 

to determine the net area of each characteristic peak. This was done with the COLEGRAM software [19], 

a user-friendly interface to process x-ray spectra. To analyse several similar spectra with COLEGRAM, 

the user must create a model on one spectrum and a batch fitting is available to process large number 

of spectra with the same peaks (number, positions, constraints on parameters), fitting on the 

remaining free parameters (amplitudes, …). Several peak shapes are available for the user. We chose 

to use gaussians with condition upon standard deviation: it is an option to account for the variation of 

the instrumental width with energy. The standard deviation of the peaks becomes 𝜎2 = 𝜎0
2 + 𝑘. 𝐸 

where k and σ are the new fitting parameters common to all peaks. A Levenberg-Marquardt algorithm 

performs the peak fitting. 

https://www.synchrotron-soleil.fr/en/beamlines/metrologie
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The spectrum decomposition is a critical step as some line interferences are possible owing to the 

limited spectral resolution (130-150 eV) of the SDD in this photon energy range. To overcome this 

problem during the fitting procedure, we put constraints on the positions of most peaks in order to 

limit misfits. Nevertheless, whereas the most intense lines of the Cr and Ta spectra were used, it was 

not possible to use the Pt L (L1 at 9442 eV and L2 at 9362 eV [20]) reliably owing to the proximity 

of the Ta L6 (9315 eV [20]) line. In this case the Pt L2,15 line was used, because it can be separated 

more easily. An example of spectrum decomposition is shown in Figure 1(a). We have validated the 

spectra fitting procedure by checking that the GIXRF curves obtained from different emissions of the 

same element have the same shape, differing only by their relative intensities. This is illustrated in 

Figure 1(b) in the case of tantalum, for which the four considered emissions are normalized to their 

maximum. It can be seen that even the Ta L6 GIXRF curve could have been used, however with a much 

lower intensity, as its shape is the same as those of the three other Ta L emissions. 

 

Figure 1: (a) Decomposition of the x-ray spectrum (in log scale) emitted by sample “5 nm Cr” excited at 

12 keV under a glancing angle of 0.5° (dots: experiment; red lines: characteristic peaks; pink line: 
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background); the lines written in brown colour are those used to obtain the GIXRF curves; the peak note 

“Ray.” is due to the scattering of the incident radiation; (b) GIXRF curves obtained with different L 

emissions of tantalum excited at 12 keV; the number in parenthesis is the multiplying factor to get the 

same maximum as the one of the L emission. 

XRR and GIXRF simulations 
The x-ray reflectivity was simulated using the Parratt recursive formula [21] together with the 

Névot-Croce formalism [22] to account for the interface roughness. At glancing angles, the limited 

sample length produces geometrical effects, which are taken into account. In the optimization 

procedure we use a cost (or merit) function that emphasizes the very low reflectivity values at high 

angles, that is to say XRR(θ) × θ5. Multiplying the reflectivity by a power of the angle gives more 

importance to the reflectivity at high angles where its absolute value decreases exponentially. 

Otherwise the values below the critical angles are often dominating the chi2 estimation. 

Calculating the emitted fluorescence of a specific element from the sample starts with the 

evaluation of the x-ray standing wave field inside the structure. The Parratt recursive algorithm used 

for XRR gives the value of forward and backward electric fields at the centre of each layer [21]. In p-

polarisation, the calculation of the Parratt recursive formula is made on the magnetic field instead of 

the electric one. Ht and Hr are the transmitted and reflected magnetic field component of the electro-

magnetic field representing the photon respectively. Ht and Hr are dimensionless as the units are 

carried by the flux of photons. In order to take into account the variation of the field and the interface 

roughness, our model cuts the layers into thin slabs. The detected fluorescence is derived using the 

following equation: 

𝑋𝑅𝐹𝑖(𝜃) =Ω(𝜃) × 𝐼0 × 𝑇 × 𝜂𝑖 × 𝜏𝑖 × 𝜔𝑖 ×∑𝑊𝑖(𝑧𝑗)

𝑗

× 𝜌(𝑧𝑗) × (𝑧𝑗 − 𝑧𝑗−1)

× ‖
𝐻𝑡(𝑧𝑗, 𝜃)

𝑛𝑗
+
𝐻𝑟(𝑧𝑗, 𝜃)

𝑛𝑗
‖

2

× 𝑒𝑥𝑝(−∑𝜇𝑖(𝑧ℎ) × 𝜌(𝑧ℎ) × (𝑧ℎ − 𝑧ℎ−1)

𝑗−1

ℎ=1

) 

where T is the live time of each spectrum, i.e. the acquisition time (in s) taking into account the detector 

dead time), I0 the flux of incident photons (s-1), ηi the detector full absorption peak efficiency at the 

line energy of element i, τi the photoelectric cross sections(cm-2.g-1) of element i at the incoming 

photon energy and ωi the partial fluorescence yields of element i (corresponding to the shell 

fluorescence yield multiplied by the line contribution to the shell or subshell fluorescence yield). The 

solid angle Ω(θ) must be calculated for each glancing angle θ. The case where the line is excited by 

several subshells due to the Coster-Kronig cascade is taken into account as well. The parameter Wi(zj) 

corresponds to the weight fraction of element i at depth zj (cm) and ρ(zj) (g.cm-3)is the density at the 

same depth and nj being the optical index.The emitted fluorescence is reabsorbed when passing 

through the upper slabs and the exponential term accounts for this attenuation. In the fitting 

procedure, we use a differential method including XRR and GIXRF curves as experimental inputs, with 

layer densities, thicknesses, roughnesses and elemental weight ratios as fitting parameters. The fitting 

procedure stops when the χ² cannot be further diminished. In this process, secondary fluorescence, 

for example excitation of the Cr K line by Pt L lines, is not considered. 
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 Owing to the large number of parameters necessary to describe the multilayer stacks it is 
preferable to perform a combined fit of the XRR and GIXRF curves since this is well known to constrain 
the parameters [15,23,24]. In this process, a global merit function is calculated by considering at the 
same time the differences between experimental and simulated curves, which in turn is used to 
determine the variation of the fitted parameters. Moreover, this avoids the cumbersome iterative 
cycle of first obtaining an XRR fit, then using the deduced parameters as the starting point for the GIXRF 
fit and then coming back to the XRR fit until the agreement between both fits is satisfactory.”. 

RBS and NRA measurements 
The Ta, Cr and Pt projected atomic areal densities were determined by RBS, at the SAFIR platform 

of Sorbonne Université, with 4He+ ions of 2028 keV at normal incidence (0°) or at 40, 65 and 80° from 

normal. The more the sample is tilted, the more the Ta and Pt emission lines are resolved. We used a 

reference containing 6.0 x 1015 Bi/cm2 implanted about 20 nm into Si. The backscattered He ions were 

detected at a scattering angle of 165° with respect to the beam direction, for an incident fluence of 

10 µC (6.3 x 1013 ions) and beam current of about 70 nA directed into a 1mm beam spot. As an example, 

we show in Figure 2, the RBS spectrum of the “15 nm Cr” sample. The peaks corresponding to Cr, Ta 

and Pt are well resolved. The silicon substrate is seen as an edge. Because the scattering cross section 

is small for oxygen, no oxygen signal is visible above the background. In Table 1 we present the 

measured areal densities and corresponding thicknesses calculated assuming the densities of the bulk 

materials, which leads: 

- for 1 nm bulk Ta to 5.54 x 1015 Ta/cm2; 

- for 1 nm bulk Cr to 8.33 x 1015 Cr/cm2. 

- for 1 nm bulk Pt to 6.63 x 1015 Pt/cm2. 

 

Figure 2: RBS spectrum obtained with the “15 nm Cr” sample. 

Because oxygen is not visible in the RBS spectra, the oxygen atomic areal densities were also 

determined at the SAFIR Platform by NRA with the O16(d,p)O17 reaction using 845 keV deuteron ions 

at normal incidence, which is much more sensitive than RBS here. A deuteron fluence of 100 µC was 

used, obtained with a beam current of about 160 nA in a 2 mm beam spot. For absolute quantification 

we used a thin oxide reference containing 700 x 1015 O/cm2. The protons were detected at 90° and the 
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sample surface was tilted 52° towards the detection angle with respect to the direction of the incident 

beam. Results are summarised in Table 1. Let us note that the amount of O16 on the bare Si sample 

(without any layer on top) is determined to be 2.15 x 1016 O/cm2. 

Table 1: In the three TaCrPt samples, determination of the concentrations and thicknesses of Ta, Cr and 

Pt as obtained by RBS and of O by NRA. Thicknesses are calculated assuming the densities of the bulk 

materials as indicated in the first line. 

 
Sample 

Ta 16.65 g/cm3 

Ta (Ta/cm2) 
Ta (nm) 

Cr 7.19 g/cm3 

Cr (Cr/cm2) 
Cr (nm) 

Pt 21.46 g/cm3 

Pt (Pt/cm2) 
Pt (nm) 

 
O (O/cm2) 

“5 nm Cr” 2.1 x 1016 
3.8 nm 

5.86 x 1016 
7.03 nm 

10.5 x 1016 

15.8 nm 
1.78 x 1016 

 

“10 nm Cr” 2.56 x 1016 

4.62 nm 
11.5 x 1016 
13.8 nm 

10.1 x 1016 

15.2 nm 
1.65 x 1016 

 

“15 nm Cr” 2.69 x 1016 

4.86 nm 
15.7 x 1016 

18.8 nm 
10.2 x 1016 

15.4 nm 
1.77 x 1016 

 

 

The relative uncertainty on the atomic concentrations is estimated to be ±5% for Cr, ±3% for Ta 

and Pt and ±5% for O. In the case of the “5 nm Cr” sample, the uncertainty in the determination of Ta 

and Pt is larger, about ±12%, because the Ta and Pt lines are not well resolved in this case. The Ta 

thickness is almost half of the nominal thickness, 8 nm, owing to some calibration uncertainty of the 

deposited thicknesses most probably related to the aging of the quartz crystal used to perform the 

thickness measurement. The number of Cr atoms increases almost linearly with the aimed thickness 

and is 30-40% higher than expected, probably owing to some calibration uncertainty. Within the 

experimental uncertainty, as expected the numbers of Ta, Pt and O atoms are constant in the three 

samples. 

Results and discussion 
A set of results for a given sample consists in the XRR curve obtained at 6.25 keV, the Cr K GIXRF 

curve obtained at 6.25 keV, the Cr K and Ta L GIXRF curves obtained at 10 keV and the Cr K, Ta L and 

Pt L GIXRF curves obtained at 12 keV, i.e. a total of 7 curves. As an example, we present in Figure 3 the 

set of results for the “15 nm Cr” sample. The XRR pattern is characteristic of a stack of thin films, the 

numerous oscillations coming from the interferences between the beams reflected on the surface, on 

the substrate and at the interfaces. The GIXRF curves are normalized with respect to their acquisition 

time in order to be plotted on the same graph. They are also plotted on a transfer wave-vector scale 

rather than as a function of the glancing angle in order to display all the curves relative to the same 

element on the same figure. For a given element, the features in the GIXRF curves occur at the same 

value of the transfer vector for the curves obtained at 6.25 and 10 keV. However, for the Cr and Ta 

curves obtained at 12 keV, the features are slightly shifted by around +0.04 nm-1. This indicates a small 

misalignment, probably coming from the difficulty to work at very small glancing angles. The intensity 

difference between the GIXRF curves of a given element is related to the value of the photoionization 

cross section, higher when the photon energy is closer to the ionization threshold. 
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Figure 3: For the “15 nm Cr” sample: (a) reflectivity curve (in log scale); GIXRF curves (in linear scale) of 

(b) Cr K, (c) Ta L and (d) Pt L2,15. 
 

It appeared that it is not possible to simulate the experimental curves by using a model of the 

structure consisting only of the three Ta, Cr and Pt layers having the aimed thicknesses. Indeed, some 

superficial oxidation occurs, the interfaces between the different layers can be reactive and some drift 

of the deposition rates away from their calibrated values is always possible. For example, the mixing 

enthalpies, calculated with the Miedema model [25], between the different layers are all negative: Pt-

Si, -49 kJ/mol; Cr-Pt, -24 kJ/mol; Cr-Ta, -6.9 kJ/mol, meaning that intermixing is energetically possible 

at all the interfaces. 

The strategy to fit the set of results is to use as simple a model of the stack as possible. If it is not 

possible to obtain a good fit, then an interlayer is added in the description of the stack. Starting from 

the designed Ta/Cr/Pt/Si substrate system, first the oxidation of the top Ta layer is added. The 

stoichiometric compound Ta2O5 is considered. Then, an interlayer is added either at the Ta-on-Cr, Cr-

on-Pt or Pt-on-Si interface. The structure with the last interlayer gives a satisfying fit, so we do not 

consider addition of a second interlayer. Let us note from the mixing enthalpies that intermixing is 

expected to be the easiest at the Pt-on-Si interface. The composition of the interlayer was also one of 

the fitted parameters. This process was followed for the “Cr 10 nm” sample. Then, the two other 

samples were fitted with the same structure (thickness, roughness, density and composition of the 

layers) as that of “Cr 10 nm” as a starting parameter. Only the Cr layer thickness was changed according 
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to the expected thickness of the sample. For “Cr 5 nm” and “Cr 15 nm” the composition of the 

interlayer was not searched and fixed at that of “Cr 10 nm”. 

An example of the fit of the set of results for the sample “Cr 10 nm” is given in Figure 4(a)-(d). 

Here we present only the GIXRF curves of Cr obtained at 6.25 keV, of Ta obtained at 10 keV and of Pt 

obtained at 12 keV, as we have seen in Figure 3 that the curves obtained under different excitation 

conditions present the same features. The experimental curves present the net area of the considered 

characteristic emissions, as explained above, without any normalization. Thus, there is no fitting 

parameter introduced to scale the experiment to the simulation. The fitted parameters are the 

thicknesses, roughnesses and densities of all the layers and interlayers. The composition of the PtSi 

interlayer is also varied, whereas the composition of the superficial tantalum oxide is fixed to the 

stoichiometric Ta2O5. The features of the XRR curve are well reproduced. Regarding GIXRF, it can be 

seen that the simulated curves reproduce well the shape and position of the experimental features 

well for Cr and Ta. There are some discrepancies regarding the intensities, which we ascribe to errors 

in the fundamental parameters (absorption coefficients, photoionization cross sections, …), to some 

experimental misalignment and also to some uncertainty in the parameters governing the geometric 

factor (see the “XRR and GIXRF simulations” sub-section). The results are summarised in Table 2, 

together with those obtained for the “Cr 5 nm” and “Cr 15 nm” samples. 

In Figure 4(e) we give the variation of the density throughout the stack. It takes into account the 

roughness of the various layers. It is clear that the stack is far from presenting sharp interfaces but the 

three Ta, Cr and Pt layers are easily identified. Finally, Figure 4(f) presents the angular and depth 

distribution of the incident electric field within the stack for the 12 keV excitation. The guiding effect 

is observed by the concentration of the electric field in the Cr layer for an angle of 0.5°. 

  

 

Figure 4: Simulations (lines) of the set of results (dots) of the sample “10 nm Cr” by a 
Ta2O5/Ta/Cr/Pt/PtSi/Si substrate model. (a) XRR curve (in log scale) at 6.25 keV; GIXRF curves (in linear 
scale) of (b) Cr at 6.25 keV, (c) Ta at 10 keV and (d) Pt at 12 keV; (e); variation of the density of the stack 
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as a function of the depth; (f) angular and depth distribution of the electric field within the stack for the 
12 keV excitation. The colour scale gives the intensity of the electric field in an arbitrary unit. 
 
Table 2: values of the fitted parameters used to describe the three studied samples by a 

Ta2O5/Ta/Cr/Pt/PtSi/Si substrate model. The number of atoms, deduced from the thicknesses and 

densities of the layers where these atoms are present, in both Ta and Ta2O5 layers for tantalum and in 

both Pt and PtSi layers for platinum, is indicated together with the deviation with respect of the values 

obtained from RBS. The composition of the PtSi layer in weight fraction is Pt0.88Si0.12. The thickness and 

roughness values are given with an absolute uncertainty of ±0.1 nm and the density with 10% relative 

uncertainty. Uncertainties are determined empirically by running many simulations. 

Fitted parameters “5 nm Cr” “10 nm Cr” “15 nm Cr” 

thickness Ta2O5 (nm) 1.9 2.0 2.0 

thickness Ta (nm) 3.9 4.1 4.1 

thickness Cr (nm) 6.8 14.3 20.0 

thickness Pt (nm) 13.8 13.8 13.8 

thickness PtSi (nm) 0.7 0.2 0.6 

    

roughness Ta2O5 (nm) 1.6 1.6 1.6 

roughness Ta (nm) 1.0 1.0 1.0 

roughness Cr (nm) 1.1 1.1 1.1 

roughness Pt (nm) 0.5 0.5 0.5 

roughness PtSi (nm) 0.6 0.7 0.6 

roughness Si (nm) 0.7 0.7 0.7 

    

density Ta2O5(g/cm3) 5.9 5.9 5.9 

density Ta (g/cm3) 16.3 16.4 16.4 

density Cr (g/cm3) 7.15 7.15 7.15 

density Pt (g/cm3) 21.3 21.2 21.2 

density PtSi (g/cm3) 15.7 15.7 15.7 

    

Ta (at/cm2) 
Relative deviation from RBS 

2.43 1016 

+16% 
2.57 1016 

+0.6% 
2.57 1016 

-4.5% 

Cr (at/cm2) 
Relative deviation from RBS 

5.63 1016 

-3.9% 
11.84 1016 

+2.7% 
16.56 1016 

+5.5% 

Pt (at/cm2) 
Relative deviation from RBS 

9.38 1016 

-10.7% 
9.12 1016 

-9.7% 
9.12 1016 

-11.8% 

 

The results collected in Table 2 show that the three studied stacks can be described by the same 

structure formed of a succession of thin films: 

- a superficial oxidized tantalum layer, about 2 nm thick; 

- a tantalum metal layer, about 4 nm thick; 

- a chromium layer, whose thickness varies linearly according to the number of deposited atoms, 

from 7 to 20 nm; the determined thicknesses are systematically one third larger than the 

aimed thicknesses owing probably to some calibration problem of the deposition system; 

- a platinum layer, a little less than 14 nm thick; 

- a very thin, less than 1 nm, platinum silicide layer formed following the interaction between 

the silicon atoms of the substrate and the deposited platinum atoms and having the PtSi 
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stoichiometry; owing to its small thickness, comparable to its roughness, this layer should be 

rather considered as a transition layer between the silicon substrate and the platinum layer. 

The deduced densities of Cr, Ta and Pt layers are very close to those of the bulk materials. The density 

of the superficial Ta2O5 layer is much lower than the bulk, 8.2 g/cm3, demonstrating that the choice of 

the stoichiometric composition is probably too simplistic. For each of the Ta2O5 and PtSi layers, the 

roughness is comparable to the thickness. This indicates that these are not well-defined layers but 

rather transition layers where density and composition are varying gradually. 

Regarding the comparison of the numbers of Cr and Ta atoms determined by the XRR-GIXRF 

combination on one hand and RBS on the other hand, these numbers agree for the three samples, 

within the experimental uncertainty. The largest gap occurs for Ta in the “5 nm Cr” sample, for which 

the precision on the RBS determination is the lowest. Let us also note that if the XRR-GIXRF value is far 

from the RBS one, it is close to the XRR-GIXRF values determined for the two other samples. This is 

expected as during the deposition of the samples the same amount of tantalum was aimed for the 

series of samples. There is a problem with platinum whatever the sample. The number of atoms 

determined from XRR-GIXRF is systematically too low, about -11% which is larger than the associated 

uncertainties, with respect to the RBS determination. We also note that for Pt the overall agreement 

between the experimental and fitted GIXRF curves is poor, despite a good description of the shape of 

the curve, Fig. 4(d). This is valid for the three samples. We have verified, by suppressing or increasing 

slightly its thickness, that this discrepancy does not come from the thin platinum silicide layer 

introduced between the Si substrate and the thick Pt layer. So far, we do not have an explanation for 

this and suspect some possible diffusion of the platinum throughout the whole stack during the 

deposition process. 

We do not indicate in Table 2 the number of oxygen atoms in the three samples. With the 

parameters of Table 2, this number would be for the three samples nearly 8.1 x 1015 O/cm2, that is 

about half the ones given by the NRA measurement (see Table 1). However, we have verified that it 

would have been possible to introduce some oxidized layer in the stack, on top of the silicon substrate 

for example to consider the native oxide, without changing significantly the output of the fitting 

process. Thus, owing to the poor sensitivity of hard x-rays to the oxygen atoms, in our conditions the 

number of oxygen atoms is not relevant. A GIXRF experiment performed in the soft x-ray range, that 

is to say at photon energy much closer to the O 1s ionization threshold, would be much more sensitive 

to the oxygen atoms. 

Conclusion 
 X-ray planar waveguides made of a few thin films can be used to probe the buried interfaces 

between solids at the nanoscale. In this framework, a series of Ta/Cr/Pt waveguides was studied by a 

combination of non-destructive and complementary methods: x-ray reflectivity and grazing incidence 

x-ray fluorescence. The measurements were performed in the hard x-ray range (photon energy higher 

than 5 keV) for incident, reflected and emitted radiations. The combined fit of the XRR and GIXRF data 

tightened constraints on the many parameters used to model the stacks and also showed that the 

thicknesses of the Ta and Cr layers are smaller than expected. The constraints on the parameters were 

further tightened by comparing the number of atoms as calculated from the thicknesses and densities 

of the layers to that measured by Rutherford backscattering spectrometry. This methodology 
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demonstrated that the Ta/Cr/Pt description is too simplistic: it was necessary to introduce some 

interlayers at the top and bottom of the stacks, but no interlayers between the Ta and Cr layers or 

between the Cr and Pt layers. 
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