
HAL Id: hal-04242995
https://hal.science/hal-04242995

Submitted on 15 Oct 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Inter-regional correlation estimators for functional
magnetic resonance imaging

Sophie Achard, Jean-François Coeurjolly, Pierre Lafaye de Micheaux, Hanâ
Lbath, Jonas Richiardi

To cite this version:
Sophie Achard, Jean-François Coeurjolly, Pierre Lafaye de Micheaux, Hanâ Lbath, Jonas Richiardi.
Inter-regional correlation estimators for functional magnetic resonance imaging. NeuroImage, 2023,
282, pp.120388. �10.1016/j.neuroimage.2023.120388�. �hal-04242995�

https://hal.science/hal-04242995
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Inter-regional correlation estimators for functional1

magnetic resonance imaging2

Sophie Acharda, Jean-François Coeurjollya, Pierre Lafaye de Micheauxb,c,d,3
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Abstract13

Functional magnetic resonance imaging (fMRI) functional connectivity be-14

tween brain regions is often computed using parcellations defined by func-15

tional or structural atlases. Typically, some kind of voxel averaging is per-16

formed to obtain a single temporal correlation estimate per region pair. How-17

ever, several estimators can be defined for this task, with various assumptions18

and degrees of robustness to local noise, global noise, and region size.19

In this paper, we systematically present and study the properties of 920

different functional connectivity estimators taking into account the spatial21

structure of fMRI data, based on a simple fMRI data spatial model. These22

include 3 existing estimators and 6 novel estimators. We demonstrate the em-23

pirical properties of the estimators using synthetic, animal, and human data,24

in terms of graph structure, repeatability and reproducibility, discriminabil-25

ity, dependence on region size, as well as local and global noise robustness.26
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We prove analytically the link between regional intra-correlation and27

inter-region correlation, and show that the choice of estimator has a strong in-28

fluence on inter-correlation values. Some estimators, including the commonly29

used correlation of averages (ca), are positively biased, and have more depen-30

dence to region size and intra-correlation than robust alternatives, resulting31

in spatially-dependent bias. We define the new local correlation of averages32

estimator with better theoretical guarantees, lower bias, significantly lower33

dependence on region size (Spearman correlation 0.40 vs 0.55, paired t-test34

T=27.2, p = 1.1e−47), at negligible cost to discriminative power, compared35

to the ca estimator.36

The difference in connectivity pattern between the estimators is not dis-37

tributed uniformly throughout the brain, but rather shows a clear ventral-38

dorsal gradient, suggesting that region size and intra-correlation plays an39

important role in shaping functional networks defined using the ca estima-40

tor, and leading to non-trivial differences in their connectivity structure. We41

provide an open source R package and equivalent Python implementation42

to facilitate the use of the new estimators, together with preprocessed rat43

time-series.44

Keywords: functional connectivity, correlation, aggregated data, familial45

correlations, serial correlations46

1. Introduction47

Functional connectivity of the brain is estimated from observations using48

non invasive techniques such as electroencephalography (EEG), magnetoen-49

cephalography (MEG) or functional Magnetic Resonance Imaging (fMRI).50
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Each recording provides time series associated to spatial locations within re-51

gions of the brain. Functional connectomes, that is, graphs representing the52

estimated connectivity, are then constructed by computing dependence mea-53

sures between the time series. These connectomes are used in fundamental54

neuroscience, for example to study development (Fan et al., 2021; Tooley55

et al., 2021), and in clinical neuroscience, to characterize psychatric (For-56

nito et al., 2017) or neurological (Fornito et al., 2015) disorders. They form57

a compact yet expressive representation of brain activity that can be used58

for downstream analysis tasks such as diagnosis (Castellanos et al., 2013)59

or more generally machine learning approaches (Richiardi et al., 2013; Dadi60

et al., 2019).61

For graph construction, typically, each region of the brain, defined by a62

structural or functional parcellation, is associated to a given set of voxels63

amongst the thousands for which a signal is recorded. The idea is then to64

extract a representative of the set of voxels to attach one time series to each65

region. When structural atlases are used, the most common approach is to66

take the average of the voxel time series at each time point. Indeed, almost67

70% of papers on PubMed that used the Human Connectome Project dataset68

to conduct functional-connectivity-related studies in the last five years (e.g.,69

Ogawa (2021); Figueroa-Jimenez et al. (2021); Bolt et al. (2017); Zhang et al.70

(2016)) use this method (cf. Appendix Appendix A). While there are nu-71

merous other approaches to connectivity estimation (including the related72

techniques for estimating parcellation from connectivity, see, e.g., Eickhoff73

et al. (2015), or using regional medians (Braun et al., 2012) or eigenvec-74

tors (Büchel and Friston, 1997; Braun et al., 2012) instead of means), we75
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focus on correlations between averaged regional time-courses, and argue that76

this technique introduces bias in the estimation of the functional connec-77

tomes.78

79

The choice of acquisition sequence and hardware, physiological noise (Caballero-80

Gaudes and Reynolds, 2017), preprocessing (Braun et al., 2012), and sub-81

ject motion all impact correlation estimators. Acquisition effects are site-82

dependent, causing heterogeneity problems in multi-site studies, although83

various harmonization techniques have been proposed as mitigation Cas-84

trillon et al. (2014); ?. In addition, it has been shown that computation85

of connectomes is affected by three main parameters: the length of the86

acquisition (Whitlow et al., 2011; Van Dijk et al., 2010), the number of87

regions (Stanley et al., 2013; Cao et al., 2019) and the chosen frequency88

band (Cordes et al., 2001; Salvador et al., 2005; Braun et al., 2012; Chen and89

Glover, 2015). Finally, sample size will also play a role in terms of group90

comparisons (Termenon et al., 2016).91

Aggregation across voxels is often used because one wishes to increase92

the signal to noise ratio. This approach is also common in other areas of93

statisical analysis, for instance because the data are collected in different94

groups, organizations, or regions. However, difficult challenges arise due to95

the presence of correlations within the collected datasets.96

Measurement errors can impact inter-region correlations. They have been97

well studied in fMRI, and are related to both the hardware and the sub-98

ject (Greve et al., 2013). They are known to impart correlation structure99

to the data that is not linked to neural activity (Jo et al., 2010; Murphy100
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et al., 2013), at various spatial scales. This problem is also common in other101

areas of statistical analysis. For example, Ostroff (1993) studied correlations102

between the score variables job satisfaction and technology (i.e., perception103

of the amount of standardization of tasks performed) both at the individ-104

ual and organizational levels (individuals grouped into organizations such as105

companies). When organization-level estimates of correlation (i.e., correla-106

tions based on aggregated data) are obtained by averaging individual-level107

estimates of correlations, they showed that the ratio of individual to orga-108

nizational correlations varied widely depending on measurement errors as109

well as other factors. This is an instance of the fallacy of the wrong level,110

when “correlations at a more macro level are used to make inference about111

individuals, or vice versa” Ostroff (1993).112

Region size can also influence inter-region correlations. In fMRI, the de-113

pendence of inter-region correlations on brain region size has been noted (Achard114

et al., 2011), showing a positive relationship between region size and correla-115

tion values to the rest of the brain. This is particularly problematic because116

many atlases have some dependency between region size and spatial location117

(e.g. some deep gray matter structure may be parcellated into smaller re-118

gions or subregions than cortical structures). It has also been shown that119

temporal autocorrelation increases with region size, both for volume-based120

and surface-based parcellation (Afyouni et al., 2019), and that at a small121

scale regional homogeneity (Zang et al., 2004) – also called local connectivity122

and measured by the Kendall correlation coefficient of small neighbourhood123

time series – is larger for 9-voxel than for 27-voxels neighbourhoods(Jiang124

and Zuo, 2016).125
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In studies of familial data (Rosner et al., 1977), specific characteristics126

are obtained for different families with different sizes: correlation between the127

children and parents and the average of correlations between all children and128

parents are not equal in the majority of cases, due to differing number of129

children per family.130

Finally, the spatial aspect of the data also complicates correlation estima-131

tion, in particular due to spatial autocorrelation between voxels (more simply132

named spatial correlation in the rest of the paper). Spatial correlation means133

that observations in neighbouring voxels are not independent . However, in-134

dependence is an assumption many statistical estimators rely on to simplify135

hypothesis testing by enabling the application of the central limit theorem,136

leading to false positives and artificially low p-values. Spatial correlation has137

been identified to be present in fMRI data previously, in particular in activa-138

tion studies. Even if the methods to take into account the spatial correlation139

are different from the functional connectivity, it is worth detailing these spe-140

cific approaches here. The common point between our problem in this paper141

and the activation studies is that spatial correlation has an impact on the142

design of the methodological approaches. Indeed, two classical approaches143

in fMRI activation studies are to either assume voxel independence, or con-144

versely to smooth the data (Hartvig and Jensen, 2000). Smoothing itself can145

lead to location and amplitude mis-estimation (Descombes et al., 1998); al-146

ternatively, estimating smoothness from data allows adjusting effective num-147

ber of degrees of freedom and reducing false positives, but can itself lead to148

variability in p-values from hypothesis tests (Poline et al., 1995). Spatial cor-149

relation has also been shown to deflate p-values in structural imaging (Burt150
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et al., 2020), and has long been recognized as an issue in functional con-151

nectivity, for instance with early voxelwise (PET) connectivity approaches152

removing correlation “between neighbouring voxels which can be attributed153

to spatial correlation” (Cao andWorsley, 1999). More recently, methods from154

spatial statistics have been applied for clustering fMRI data (Ye et al., 2009,155

2011), and spatial correlation-preserving null models have been proposed to156

compare functional network maps (Alexander-Bloch et al., 2018; Markello157

and Misic, 2021) and thus avoid deflated p-values due to spatial correlation.158

Computing correlations is also common when geostatistics is applied to ecol-159

ogy, geography, climate studies, and more. The data collected in these fields160

are attached to a spatial position and usually with spatial correlation. The161

problem was first reported by Student (1914), and studied in (Clifford et al.,162

1989) for two spatial processes. Applications of these methods can be found163

for example in the study of meteorological data (Gunst, 1995).164

In all these fields of application, the main difficulty is to take into account165

spatial correlation when the goal is to construct estimators of correlation and166

to build testing procedures when the averaged variables are not independent.167

168

In light of the above, preferable inter-correlation estimators should exhibit169

at least four properties i) face validity, ii) high repeatability, iii) preservation170

of the differences between individuals (discriminative power), and iv) inde-171

pendence from region size. In this paper, we question the default choice of172

using correlations of averages of voxel timecourses, and examine in details173

the assumptions of various methods and their robustness to various types of174

noise. We propose first a simple definition of a spatial model of fMRI with175
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intra-correlations within brain regions. Then, computations of correlations176

are described and we show the potential bias in the estimators. Based on177

simulations, we illustrate the good behaviour of the newly introduced esti-178

mators. Finally, we conclude with results on human data and rat data.179

2. Proposed estimators of correlation180

2.1. Definition of the proposed spatial model for fMRI data181

Let C ⊂ Zd, d ∈ N∗, be a finite compact set of multi-indices. In the context

of our application, d = 3 and C contains all 3-tuples indexing the voxels of a

three-dimensional image of a brain. Each brain is virtually partitioned into

J regions of interest which are represented through their subsets of voxels

Rj of cardinality #Rj = Nj, j = 1, . . . , J . We thus have

C = ∪J
j=1Rj and #C =

J∑
j=1

Nj.

For any d-tuple i ∈ C, a signal Yi(·) sampled at times t = 1, . . . , T is182

observed and we assume that it can be decomposed as follows183

Yi(t) = Xi(t) + εi(t) + e(t), (1)

where Xi(·) is an unobserved signal of interest, εi(·) is a local noise con-184

taminating locally the signal Xi(·), and e(·) is a global noise corrupting in185

the same way the signal measured in each voxel indexed by an element of C.186

This can be, e.g., a consequence of thermal or background noise (Lazar, 2008;187

Greve et al., 2013), which at high field strength has been shown to explain a188

high proportion of noise variance (Greve et al., 2011).189
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We make a few assumptions on these different components. First, we190

assume that all random variables are centered. We also assume that the191

signals Xi(·), εi(·) and e(·) are mutually independent and independent in192

time. This is not an overly restrictive assumption as for the applications pre-193

sented in Section 3 we preprocess the data by applying a wavelet transform.194

And it is now well-known (Moulines et al., 2007), that if a random time se-195

ries has short or long memory characteristics, after a wavelet decomposition,196

this signal can be approximated to be decorrelated in time for large wavelet197

scales. In addition, assuming that the Xi’s are centered is coherent as it is198

a well-known fact that a wavelet decomposition based on a wavelet mother199

with K vanishing moments cancels out every polynomial trend with degree200

K − 1. Assuming that the local and global noises are homoskedastic with201

a variance denoted respectively by σε and σe is also not restrictive. Finally,202

we will be assuming (again following the literature Lazar (2008); Greve et al.203

(2011, 2013)) that the local noise ε is not too strongly spatially dependent204

and more precisely that two voxels far away have uncorrelated local noise.205

This is made more precise in Section 2.2.206

2.2. Spatial correlation structure induced by model (1)207

Let i, i′ ∈ C, j, j′ = 1, . . . , J (j ̸= j′) and for all t = 1, . . . , T , we assume208

that there exists σj > 0, σε ≥ 0, rjj′ ∈ [−1, 1], ρii′ ∈ (0, 1], ηii′ ∈ [−1, 1] such209

that210

E[Xi(t)Xi′(t)] =

 σjσj′rjj′ if i ∈ Rj, i
′ ∈ Rj′ , j ̸= j′,

σ2
jρii′ if i, i′ ∈ Rj

and211

E[εi(t)εi′(t)] = σ2
εηii′ if i, i

′ ∈ Rj.
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The parameter rjj′ represents the correlation between two (unobserved) sig-212

nals of two different regions Rj and Rj′ and is called inter-correlation be-213

tween regions Rj and Rj′ in the following. This is the parameter of interest214

we focus on in the rest of the paper. The parameter ρii′ represents the215

intra-correlation between two (unobserved) signals inside a common region.216

Moreover, the parameter ηii′ represents the spatial correlation between two217

local noises inside a common region. We assume that inside each region, the218

signals of interest have positive intra-correlation. This is supported by liter-219

ature (Uddin et al., 2008; Tomasi and Volkow, 2010; Jiang and Zuo, 2016).220

We also assume that for each time t and for j = 1, . . . , J , {Xi(t), i ∈ Rj}221

(resp. {εi(t), i ∈ C}) is a second-order stationary and isotropic (with respect222

to the uniform norm) random field defined over Rj (resp. C). This means in223

particular that both the correlations ρii′ (for any i, i′ ∈ Rj for some j) and224

ηii′ (for i, i′ ∈ C) depend only on the (uniform) distance (that is the usual225

distance on the lattice, e.g. Gaetan et al. (2010)) between the two voxels i226

and i′. For brevity, we still denote ρ|i′−i| by ρii′ and η|i′−i| by ηii′ where for227

x ∈ Zd, the notation |x| stands for the uniform norm. Our a priori hypothesis228

is that the intra-correlation ρδ is close to 1 for moderate distances δ, meaning229

that close neighbours are strongly (positively) correlated. Finally, we assume230

that the local noise is p-dependent, i.e., ηδ = 0 for any δ > p. Without loss of231

generality, we also intrinsically assume that for all i ∈ Rj and i′ ∈ Rj′ , εi(t)232

and εi′(t) are uncorrelated. This simplifies the presentation in the next sec-233

tions. Furthermore, in the sequel, employing a slight abuse of language, we234

refer to the correlation between two voxels instead of the correlation between235

the signals originating from those voxels.236
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Hence, this results in the following (spatial) correlation structure for the237

signals Yi and Y ′
i at time t:238

E[Yi(t)Yi′(t)] =


σjσj′rjj′ + σ2

e if i ∈ Rj, i
′ ∈ Rj′ , j ̸= j′,

σ2
jρ|i−i′| + σ2

εη|i−i′| + σ2
e if i, i′ ∈ Rj and |i− i′| ≤ p

σ2
jρ|i−i′| + σ2

e if i, i′ ∈ Rj and |i− i′| > p.

239

Given a parcellation of the brain, the objective is to estimate inter-240

correlations rjj′ for each pair of regions of interest, independently of the241

parameters σj, σ
′
j, σε, σe, ρii′ , ηii′ which are viewed as nuisance parameters.242

We do not model the distribution of Yi but only its second-order properties243

(through Xi, εi, e). As said before, we consider the intra-correlations, the244

correlation of the local noise and the different variances as nuisance parame-245

ters that we do not want to estimate. In the next section, we present various246

estimators of rjj′ built in order to address one (or several) of the following247

cases: (1) the regions of interest Rj and Rj′ may contain a different number248

of voxels; (2) the intra-correlation may deviate strongly from 1 (especially249

for large regions); (3) there may be a non negligible local noise εi affecting250

the signal in each region; (4) there may be a global noise affecting all regions.251

2.3. Inter-correlation: notation and properties252

Let Y1 = (Y1(1), . . . , Y1(T )) and Y2 = (Y2(1), . . . , Y2(T )) denote two253

voxel time-series of length T . The notation Ĉov(Y1,Y2), Ĉor(Y1,Y2) and254

σ̂2(Y1) stand for the sample covariance between Y1 and Y2, the sample255

correlation between Y1 and Y2 and the sample variance of Y1, respectively.256

For any j = 1, . . . , J , we define a ν-neighbourhood and denote it by V as a257

subset of nν := (2ν + 1)d indices, all of which are at a distance less than or258

11



equal to ν from the center j of the neighbourhood. For any set of indices259

E (which could be a ν-neighborhood or a region of interest) and any spatio-260

temporal field Zi(t) (which could be Yi, Xi, εi,. . . ) we denote by Z̄E(t) for261

t = 1, . . . , T the time series spatially averaged over E, that is262

Z̄E(t) =
1

#E

∑
i∈E

Zi(t).

To sum up, we reserve the bold notation to mainly denote a vector of

length T , the notation ·̂ to denote an average over time while ·̄ will de-

note an average over space. Hence, for instance σ̂2(ȲE) denotes the sample

variance of the vector with components (#E)−1
∑

i∈E Yi(t) for t = 1, . . . , T .

We also let

ρ̄E =
1

(#E)2

∑
i,i′∈E

ρii′ and η̄E =
1

(#E)2

∑
i,i′∈E

ηii′ . (2)

The quantity ρ̄E represents the (spatial) average intra-correlation inside the263

set E. If E corresponds to a ν-neighborhood with moderate ν, we may264

expect ρ̄V to be close to 1. Such an observation is probably less realistic265

when E = Rj especially for large regions. The quantity η̄E is related to the266

(spatial) correlation structure of the local noise. By assuming this noise to267

be p-dependent (that is ηδ = 0 when δ ≥ p), it is clear that the larger #E268

the smaller η̄E.269

Using the assumption given in Section 2.1, for any E ⊆ Rj and E ′ ⊆ Rj′ ,

we deduce

Cov[ȲE(t), ȲE′(t)] =

 σjσj′rjj′ + σ2
e , if j ̸= j′,

σ2
j ρ̄E,E′ + σ2

e , if j = j′,
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where

ρ̄E,E′ =
1

(#E)(#E ′)

∑
i∈E,i′∈E′

ρ|i−i′|.

The variance can also be deduced as follows:

Var[ȲE(t)] = σ2
j ρ̄E + σ2

ε η̄E + σ2
e .

The detail of this result is given in Proposition Appendix C.1.270

To lighten the expression of estimators proposed in the next sections, we271

define for j, j′ ∈ {1, . . . , J}272

σε,j =
σε

σj

, σe,j =
σe

σj

, and σe,jj′ =
σe√
σjσj′

. (3)

In the next sections, we set j, j′ and thus aim to estimate rjj′ independently273

of the other parameters. The definition of standard estimators as well as274

novel estimators may look complicated due to the large amount of notation275

induced by the spatio-temporal correlation structure of Y and the methods276

themselves. However, we have postponed as much as possible theoretical277

contents to Appendix and present the estimation methods from an intuitive278

point of view in Figures 1-2 in order to make next sections readable and279

reproducible.280

2.4. Existing inter-correlation estimators281

We first review existing inter-regional correlation estimators using a uni-282

fied notation throughout1. Results on consistency of the estimators are pro-283

vided in Appendix C-Appendix G.4.284

1In a previous study (Achard et al., 2011), we already described three of the estimators

discussed here (ca, ac, ℓca), but not with a unified notation, as well as a fourth estimator

which is only discussed in the appendix of the present paper
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Rj’Rj

method l CA

Rj’Rj Rj’Rj

rjj’

rjj’

method CA method AC

rjj’ Rj’Rj

A

rjj’ ∝ A/√BB’ 

B B’

method R

Figure 1: Graphical overview of the inter-regional correlation estimators ca, ac, ℓca,

and r discussed in this paper. Gray dots represents voxels. Dashed black lines represent

brain regions. Edges between voxels represent voxel-voxel temporal correlations. Blue

rectangles show the region and level of aggregation (voxels or correlations). rjj′ shows

quantities involved in the computation of the inter-regional correlations. Illustrations are

approximate, please refer to the relevant equations for the exact definition. Neighbourhood

versions of the estimators (starting with ℓ) use the same principles but involve aggregating

in small neighbourhoods within regions.
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2.4.1. Correlation of averages (method ca)285

In order to increase the signal-to-noise ratio, the most standard method in286

fMRI is to average (or sometimes convolve with a Gaussian kernel) the signal287

in space (in each region of interest). The aggregated correlation estimator288

corresponds to the standard estimator (see Section 1) considered for example289

in Achard et al. (2006), Bolt et al. (2017) or Ogawa (2021):290

r̂ ca
jj′ =

Ĉov(ȲRj
, ȲRj′

)

σ̂(ȲRj
)σ̂(ȲRj′

)
. (4)

This estimator, illustrated in Figure 1 was designed to reduce the local291

noise. Indeed, in the absence of global noise (σ2
e = 0), this estimator tends292

to rjj′/
√
(ρ̄Rj

+ σ2
ε,j η̄Rj

)(ρ̄R′
j
+ σ2

ε,j′ η̄R′
j
). The interest of averaging before293

computing correlations is clear: the local noise is smoothed, thus η̄Rj
=294

O(1/Nj) is probably very small. However, even in absence of noise (σε =295

σe = 0), r̂ ca
jj′ has a serious drawback since it estimates rjj′/

√
ρ̄Rj

ρ̄Rj′
which296

is highly dependent on intra-correlation. Just to give an example, assume297

rjj′ = 1/2, Nj = Nj′ = 2, ρ1 = 0 then ρ̄Rj
= ρ̄Rj′

= 1/2 then r̂ ca
jj′ will298

converge towards 1 and not 1/2. This is a caricature but illustrates what299

may happen for large regions when some of the signals Xi are not enough300

positively intra-correlated. That fact was already pointed out by Achard301

et al. (2011).302

2.4.2. Average of correlations (method ac)303

Instead of evaluating correlation of spatial averages, it is natural to per-304

form the (spatial) average of correlations. This estimator, illustrated in Fig-305
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ure 1, is given by:306

r̂ ac
jj′ =

1

NjNj′

∑
i∈Rj ,i′∈Rj′

Ĉor(Yi,Yi′). (5)

As seen from Table 1, in absence of global noise (σ2
e = 0) and when the307

variances are equal to 1, this estimator estimates the quantity rjj′/(1 + σ2
ε)308

which makes this estimator robust to large regions (for which ρ̄Rj
may be far309

from 1) but more sensitive to local noise than the estimator r̂ ca
jj′ .310

2.4.3. Replicates for correlations (method r)311

In order to cancel out the effect of local noise, we introduce to fMRI a312

slight adaptation of the estimator introduced by Bergholm et al. (2010), in313

the context of image analysis. This is based on the concept of replicates314

within the same region, and denoted by r̂R (r for replicates). The idea315

is to take two samples within each region, called replicates, to be able to316

compute correlation using these replicates to cancel out the local noise. These317

replicates can be chosen randomly a certain number of times denoted B. This318

estimator, illustrated in Figure 1, is then obtained as a Monte-Carlo mean319

(or bootstrap) over different random replicates320

r̂R
jj′ =

1

B

B∑
b=1

1
4

∑2
α,β=1 Ĉor(Yi

(b)
α
,Y

i′
(b)
β
)√

|Ĉor(Y
i
(b)
1
,Y

i
(b)
2
) Ĉor(Y

i′
(b)
1
,Y

i′
(b)
2
)|

(6)

where for b = 1, . . . , B, i
(b)
1 , i

(b)
2 ∈ Rj are such that |i(b)2 − i

(b)
1 | = δ ≥ p. In321

the same way, i′
(b)
1 , i′

(b)
2 ∈ Rj′ are such that |i′(b)2 − i′

(b)
1 | = δ ≥ p. Under equal322

variances and absence of global noise, r̂R
jj′ estimates 1/|ρδ| which is clearly323

independent of σ2
ε and may be expected to be close to one if δ is small.324
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2.5. Novel estimators: discarding the effect of global and/or local noise325

2.5.1. Use of a priori uncorrelated regions (method d based on differences)326

We now present an estimator which handles the problem of global noise.327

To achieve this task, we assume that among the regions where the signal is328

recorded there are at least two regions sayRk andRk′ which are uncorrelated329

between themselves and from all the other ones. With a slight abuse of330

notation, k, k′ will be used for the indices of these two regions, while j, j′ will331

be used when we are interested in the inter-correlation between regions Rj332

and Rj′ (hence rjk = rjk′ = rj′k = rj′k′ = 0). This assumption is realistic in333

the context of fMRI data where we are interested in the correlations between334

cortical regions. Indeed, the field of view is typically larger than the brain335

itself, and the definition of extra regions is possible, for instance using air336

voxels or muscle voxels. The estimator is illustrated in Figure 2.337

We propose the following strategy: for b = 1, . . . , B let i(b), i′(b), k(b) and338

k′(b) be voxels of Rj, Rj′ , Rk and Rk′ .339

r̂D
jj′ =

1

B

B∑
b=1

C̃or(Yi(b) ,Yi′(b) ;Yk(b) ,Yk′(b)), (7)

where for four vectors Y1, Y2, Y3 and Y4 (with same length)340

C̃or(Y1,Y2;Y3,Y4) =
Ĉov(Y1 −Y3,Y2 −Y4)

ŝ(Y1,Y3,Y4) ŝ(Y2,Y3,Y4)
(8)

and where for three vectors U, V and W with same length341

ŝ2(U,V,W) =
(
σ̂2(U−V) + σ̂2(U−W)− σ̂2(V −W)

)
/2.

The intuition of this estimator is quite simple. Assume that the local noise342

has zero variance. Since the noise e(·) is global, subtracting from Yi(b)(t) the343
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value Yk(b)(t) and from Yi′(b)(t) the value Yk′(b)(t) discards the global noise.344

And since the regions Rk and Rk′ are not correlated and not correlated to345

the other ones, the numerator (for each b) is an estimate of σjσj′rjj′ . Then,346

we just have to divide by estimates of σj (and σj′). We observe that this347

cannot be done using simply σ̂2(Yi(b) −Yk(b)) which estimates σ2
j +σ2

k +2σ2
ε .348

This justifies the introduction of ŝ2.349

Note that r̂D
jj′ is still biased with respect to local noise (see Table 1).350

An illustration of estimator d is provided in Figure 2, and a more formal351

proposition and proof for this estimator are provided in Appendix E.352

Rk

method D

Rk

Rj’Rj

Rk’

B=s(Yj,Yk,Yk’) 

(2) j variance computation

Rk

Rj’Rj

Rk’

B’

(3) j’ variance computation

B

rjj’ ∝ A/(BB’) 

(1) covariance computation

B’=s(Yj’,Yk,Yk’) 

Rj’Rj

Rk’

A

A=cov(Yj-Yk, Yj’-Yk’)

(4) final estimator

Figure 2: Main steps involved in computing the inter-regional correlation estimator d.

Dashed black lines represent brain regions of interest Rj and Rj′ . Dotted black lines

represent a priori uncorrelated region (e.g. air or muscle voxels) Rk and Rk′ . Colored

rectangles show the voxels involved in the computation. The final inter-regional correlation

estimator rjj′ is defined in terms of the intermediate quantities computed in these three

steps. See Figure 1 for more details and other estimators.
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2.5.2. Replicates and use of a priori disconnected regions: method rd353

Combining replicates and the idea based on differences motivates us to354

propose the following estimator (see Sections 2.4.3 and 2.5.1 for notation)355

r̂RD
jj′ =

1

B

B∑
b=1

1
4

∑2
α,β=1 C̃or(Yi

(b)
α
,Y

i′
(b)
β
;Yk(b) ,Yk′(b))√

|C̃or(Y
i
(b)
1
,Y

i
(b)
2
;Yk(b) ,Yk′(b)) C̃or(Yi′

(b)
1
,Y

i′
(b)
2
;Yk(b) ,Yk′(b))|

(9)

It is worth pointing out that rRD
jj′ is independent of σε and σe and equals the356

unknown rjj′ if ρδ is close to 1. A more formal proposition and proof for this357

estimator are provided in Appendix F.358

2.6. Localized versions of inter-correlation estimators359

As mentioned previously, when noisy signals are averaged, the signal to360

noise ratio increases. A very popular method in neuroimaging analyses is361

to apply a Gaussian smoothing on the fMRI volumes (Worsley et al., 1992,362

1996; Poline et al., 1997). However, applying a large kernel width may have363

dramatic effect on brain connectivity (Triana et al., 2020). Some earlier work364

on PET connectivity used a local neighbourhood centered around voxels of365

interest to smooth the signal in each region prior to connectivity estima-366

tion (Köhler et al., 1998). We introduce in this section estimators using local367

neighborhoods to control the smoothing effect on correlation estimations.368

2.6.1. Local correlation of averages (method ℓca)369

Motivated by the first two estimators, we propose to estimate rjj′ using370

an empirical average of local spatial averages. For b = 1, . . . , B, let V(b)
j (resp.371
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V(b)
j′ ) be a ν-neighborhood of Rj (resp. Rj′). We define372

r̂ ℓca
jj′ =

1

B

B∑
b=1

Ĉor(ȲV(b)
j
, ȲV(b)

j′
). (10)

2.6.2. Local average of replicates (method ℓr)373

This estimator consists in replacing single indices by neighborhoods in (6).374

For b = 1, . . . , B, let V(b)
j1

and V(b)
j2

(resp. V(b)

j′1
and V(b)

j′2
) be two ν-neighborhoods375

in Rj (resp. Rj′) such that for any i
(b)
1 ∈ V(b)

j1
, i

(b)
2 ∈ V(b)

j2
, |i(b)1 − i

(b)
2 | = δ ≥ p376

(resp. |i′(b)1 − i
′(b)
2 | = δ ≥ p for any i

′(b)
1 ∈ V(b)

j′1
, i

′(b)
2 ∈ V(b)

j′2
). The local average377

of replicates based estimator is defined by378

r̂ ℓR
jj′ =

1

B

B∑
b=1

1
4

∑2
α,β=1 Ĉor(ȲV(b)

jα

, ȲV(b)

j′
β

)√
|Ĉor(ȲV(b)

j1

, ȲV(b)
j2

) Ĉor(ȲV(b)

j′1

, ȲV(b)

j′2

)|
. (11)

2.6.3. Local averages and use of disconnected regions (method ℓd)379

We use in particular notation introduced in Sections 2.6.2 and 2.5.1 to380

propose the estimator r̂ ℓD
jj′ given by381

r̂ ℓD
jj′ =

1

B

B∑
b=1

C̃or(ȲV(b)
j
, ȲV(b)

j′
; ȲV(b)

k
, ȲV(b)

k′
). (12)

2.6.4. Replicates, local averages and use of a priori disconnected regions382

(method ℓrd)383

This estimator is a local version of r̂RD
jj′ and is defined by384

r̂ ℓRD
jj′ =

1

B

B∑
b=1

1
4

∑2
α,β=1 C̃or(ȲV(b)

jα

, ȲV(b)

j′
β

; ȲV(b)
k
, ȲV(b)

k′
)√

C̃or(ȲV(b)
j1

, ȲV(b)
j2

; ȲV(b)
k
, ȲV(b)

k′
) C̃or(ȲV(b)

j′1

, ȲV(b)

j′2
; ȲV(b)

k
, ȲV(b)

k′
)
.

(13)
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2.7. Summary of estimators385

We have formalised 9 estimators for inter-region correlation in fMRI, 6386

of which are novel to the best of our knowledge. They vary in terms of their387

theoretical sensitivity to three factors: differences in region sizes and region388

intra-correlations (ρ̄Rj
≪ 1), local noise (σε), and global noise (σe). Table 1389

summarises estimators properties qualitatively using − for estimators that390

are sensitive to these factors, + for estimators that are insensitive, and ±391

for those that are in-between. The ca, ℓca, ac, and r estimators are392

sketched in Figure 1 and the d estimator is illustrated in Figure 2.393

As an example, let us interpret the properties of ca shown in Table 1 in394

terms of these factors. First, we observe that the limit of r̂ ca
jj′ strongly depends395

on the region size. Indeed, even in absence of noise this limit is rjj′/
√

ρ̄Rj
ρ̄Rj′

,396

which can be quite far from rjj′ especially for very large regions (so the397

estimator is sensitive to local noise and denoted − in the corresponding398

column). Now imagine that ρ̄Rj
ρ̄Rj′

= 1 and that σ2
e = 0 then the limit399

becomes rjj′/
√

(1 + σ2
ε,j η̄Rj

)(1 + σ2
ε,j′ η̄R′

j
). Since it is expected that η̄E is400

small (see (C.3)), especially for large sets E, this limit should be quite close401

to rjj′ in this situation (+). Finally, if ρ̄Rj
ρ̄Rj′

= 1 and σ2
ε = 0, and assume402

for simplicity that σj = σj′ = 1, then r̂ ca
jj′ would converge towards (rjj′ +403

σ2
e)/(1 + σ2

e) which can significanlty deviate from rjj′ when the global noise404

is strong (−).405

This does not describe at all finite sample properties of the different esti-406

mators. Obviously, we could be tempted to always use the last two estimators407

(methods RD ad ℓRD) which seem to be the most robust to additional noises.408

However, these last estimators will be less robust to small sample size. We409
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propose to investigate these finite sample properties in a simulation study410

(Section 3.1) and real datasets (Sections 3.2 and 3.3 ).411

We note that evaluating asymptotic variances of the different estimators412

would add too much notation, assumptions and technicalities, and is left for413

future work.414
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3. Description of simulated and real datasets415

We employed three distinct datasets to assess the performance of our416

estimators. These datasets encompassed a simulated dataset, a dataset in-417

volving rats that comprised both deceased and living animals, and a dataset418

from a healthy human subject, which included test-retest data.419

3.1. Simulated data420

The paper being focused on pairwise spatial (auto)correlation estimation,421

it is sufficient to investigate the finite sample properties of our estimators for422

just two regions, say Rj and Rj′ (whose sizes are set here to 20 and 40423

voxels, respectively). Also, to save time and memory, we restrict ourselves,424

w.l.o.g., to one-dimensional regions (d = 1, regions are simply intervals so425

they are simply made of ’voxels’ along a line). For the estimators based on426

differences (methods D, ℓD, ℓRD), we consider two extra regions, say Rk and427

Rk′ , that are disconnected (i.e., rjk = rjk′ = rkk′ = rj′k = rj′k′ = 0). We428

consider two scenarios: the “relatively strong inter-correlation case” (rjj′ =429

0.6) and the “no inter-correlation case” (rjj′ = 0). The intra-correlation for430

any given region is modelled (alike within any region Rj,Rj′ ,Rk,Rk′) using431

the following spatial model432

ρii′ = 1− (1− ν)

(
1− |i− i′|

40

)
(14)

which only depends on the distance |i − i′| between two voxels, say i and433

i′, belonging to the same region. We selected either the value ν = 0.8 or434

ν = 0, and designated accordingly the region as strongly or weakly intra-435

correlated. Hence, when ν = 0, the two voxels furthest apart in the region436
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of size 40 are uncorrelated, i.e., ρii′ = 0 when |i − i′| = 40. When ν = 0.8,437

they are highly correlated with ρii′ = 0.8. Figure 3 represents the correlation438

structure of (14), as well as the quantity ρ̄E for sets of indices E ⊆ {1, . . . , 40}439

with increasing size #E, for both intra-correlation models. We generated440

independently 500 series of length T = 1000 according to model (1), and441

used 500 replicates for the method R and also 500 (Monte-Carlo or bootstrap)442

replications of choices of neighborhoods for methods ℓca, ℓR, ℓD, ℓRD (where443

we set the length of the neighborhood to 3). The local noises εi(t) and εi′(t)444

are assumed to be uncorrelated, so for some set of indices E, η̄E = σe/#E.445

This is also represented in Figure 3.446

Finally, we chose two values for the variance of the global noise, σ2
e = 0447

and σ2
e = 0.1, and two values for the variance of the local noise, σ2

ε = 0 and448

σ2
ε = 0.1. Results consist of 500 estimates for 9 methods, 2 intra-correlation449

models, 2 values for σ2
e and 2 values for σ2

ε , that is 16 different scenarii450

(involving each time the 9 methods). They are presented and discussed451

in Section 6.1.452
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Figure 3: Simulation setup and results. (A) The two simulated one-dimensional regions

(one with 40 “voxels”, the other with 20 “voxels”, shown as an inset) and their intra-

correlation structure. Intra-correlation ρii′ is given by (14) (with ν = 0.8 for the strong

intra-correlation and ν = 0 for the weak intra-correlation) and decays with distance. (B)

Intra-correlation (vertical axis) as a function of the size of region E (horizontal axis).

From top to bottom: ρ̄E (orange): average intra-correlation of signal in the strong case;

ρ̄E (blue): average intra-correlation of signal in the weak case; η̄E (black): average intra-

correlation of noise. Average noise intra-correlation decays sharply with region size.

3.2. Rats data453

Using a 9.4T machine (Paravision 6.0.1, Bruker, Ettlingen, Germany),454

fMRI data were acquired for both dead and alive rats in Pawela et al. (2008).455

Twenty-five rats were scanned and identified in 4 different groups: DEAD,456

ETO-L (Etomidate), ISO-W (Isoflurane) and MED-L(Medetomidine). The457

first group contains dead rats and the three last groups correspond to different458

anesthetics. In this paper, we show results with data from three rats, one459

dead and two alive with different anesthetics (ETO-L, ISO-W).460

The duration of the scanning was 30 minutes, using single-shot echo-461

planar imaging with TR / TE = 500 / 20 ms, so that 3600 time points were462
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available at the end of experiment. The resolution was 0.47 × 0.47 × 1.00463

mm, slice gap 0.1 mm, 9 slices. After preprocessing as explained in Becq464

et al. (2020b), 51 brain regions for each rat were extracted using an in-house465

atlas. Sufficiently large regions are needed to be able to use the r estimator.466

We hence discarded regions that contained fewer than 40 voxels, and were467

left with 18 brain regions: The anterior cingulate cortex (ACC), bilateral468

Insular cortex (Ins r and Ins l), bilateral primary motor cortex (M1 r and469

M1 l), bilateral somatosensory 1 (S1 r and S1 l), bilateral somatosensory 1470

barrel field (S1BF r and S1BF l), bilateral auditory cortex (AU r and AU l),471

bilateral caudate-putamen (striatum) (CPu r and CPu l), bilateral thalamus472

(Th r and Th l), bilateral basal forebrain region (BF r and BF l), bilateral473

hippocampus (HIP r and HIP l).474

Voxel time series were waveled-filtered using Daubechies orthonormal475

compactly supported wavelet of length 8.476

3.3. Human Connectome Project data477

We also evaluated our estimators on a subset of the Human Connectome478

Project (HCP) Young Adult 1200 Subjects release, WU-Minn Consortium479

pre-processed (Glasser et al., 2013) (connectome db data package Resting480

State fMRI 1/2 Preprocessed). We selected 100 subjects with two rs-fMRI481

acquisitions on different days. The TR was 720 ms and the duration of482

acquisition was 14 min and 24s.483

The preprocessed fMRI data was segmented into 89 regions with SPM484

New Segment using a modified AAL template: merging some of the regions,485

reducing the parcellation to 89 regions. Merged regions are: frontal medial486

orbital and rectus (one region for left and one for right hemisphere); oc-487
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cipital superior, middle and inferior (one region for left and one for right488

hemisphere); temporal pole superior and medial (one region for left and one489

for right hemisphere); the cerebral crus (one region for left and one for right490

hemisphere); areas III, IV, V and VI of cerebellum (one region for left and491

one for right hemisphere); areas VII, VIII, IX, X of cerebellum (one region for492

left and one for right hemisphere) and finally, the vermis (one single region493

for both hemispheres). Other details are available in Termenon et al. (2016).494

Voxel time series were wavelet filtered using Daubechies orthonormal com-495

pactly supported wavelet of length 8.496

4. Evaluation and metrics497

First, on simulated data, we qualitatively inspected the bias and variance498

of the distribution of correlation values with respect to known ground truth499

for various levels of global and local noise.500

Then, using rat data, we performed a face validity analysis of the estima-501

tors, with the premise that dead rats should show no functional connectivity502

(the correlation distribution should be centered at zero). In order to quantify503

the differences between correlation values obtained for dead and live rats, we504

computed the Wasserstein distance between the correlation distributions of505

each anesthetized rat in comparison to that of a dead rat. A low value of the506

Wasserstein distance indicates that correlations values of live and dead rats507

are comparable and counts negatively in the evaluation of an estimator.508

To evaluate the repeatability of the proposed estimators on the rat dataset,509

we split the time series in two equal parts. We computed the correlations510

on each part using the whole range of proposed estimators, and computed511
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the Concordance Correlation Coefficient (CCC) (Lin, 1989) between splits to512

provide a scaled measure of agreement, where 1 is perfect agreement and 0513

is no agreement. A preferable estimator should be more repeatable and have514

higher CCC.515

To quantify the similarity of connectivity graphs between estimators, we516

computed the number of common edges between graphs obtained from each517

estimator. To this end we used a sparsity threshold equal to 20% of the total518

number of edges (i.e., 27 edges in our case with 18 regions).519

For human data, we used rs-fMRI sessions from different days, in order to520

evaluate reproducibility of correlation coefficients. This was analysed using521

CCC, again with a preferable estimator being more reproducible and having522

higher CCC.523

We also evaluated the reproducibility of graph metrics between sessions.524

To this end we used a sparsity threshold equal to 20% of the total number525

of edges, keeping only edges with the highest correlation (i.e., 783 edges in526

our case with 89 regions), and binarized the edges. In order to compute527

graph metrics, we forced the graph to be connected by applying a minimum528

spanning tree (Alexander-Bloch et al., 2010). Then we computed classical529

graph metrics: betweenness centrality, transitivity, global and local efficencies530

using package iGraph. Reproducibility was evaluated using the CCC.531

We also summarized the differences of connectivity graphs between esti-532

mators, by computing the number of common edges between graphs obtained533

from ca and ℓca using thresholding at the 20th percentile (i.e., 783 edges534

with 89 regions), and visualized the difference qualitatively by taking abso-535

lute values of correlation values for each estimator, rank-transforming, and536
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computing median difference in ranks across all subjects,537

Additionally, we also evaluated discriminative power of the various es-538

timators via three metrics: inter vs intra-subject graph distance, a non-539

parametric test of the same, and identification rate using functional connec-540

tome fingerprinting (Finn et al., 2015). A desirable estimator should provide541

estimates that preserve inter-individual differences.542

We defined the intra-subject distance as the distance beween the graph543

representing the first rs-fMRI session and the graph representing the second544

rs-fMRI session. The inter-subject distance was computed between each sub-545

ject’s first session and all other subject’s first sessions. Separation between546

the intra-subject distances and the inter-subject distances was quantified by547

mean and standard deviation of the distributions, and by a Wilcoxon rank-548

sum test on multiple random splits of subject data, to avoid having multiple549

measurements of the same subjects. Here, we repeated 10 times the follow-550

ing procedure for each estimator of interest: first, split the subjects into two551

disjoint sets - one used to compute intra-distances (50 subjects), and one552

to compute inter-distances (50 subjects). Within the inter-distances set, 25553

subject pairs were formed randomly. We tested the null hypothesis of no dif-554

ference between inter- and intra-distances, against the alternative hypothesis555

that intra-subject distance < inter-subject distance, based on the assumption556

that subjects are more similar to themselves than to other subjects. Given557

the relatively narrow age range of our sample of HCP subjects (all 22-35558

except one 36+), and given that our goal was to compare estimators using559

fixed splits, we did not adjust for covariates or match samples across splits560

We used a one-sided Wilcoxon rank-sum test, yielding a W statistic and a p-561
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value for each of the 10 runs. We then computed the average W value across562

runs, as well as the harmonic mean p-value (Wilson, 2019) across runs, a pro-563

cedure with strong family-wise error rate (FWER) control even for positively564

dependent tests.565

To compute identification rate, functional connectome fingerprinting rep-566

resent each subject’s graph g as a vectorized version a of the upper-triangular567

(or lower-triangular) part of the full inter-region correlation matrix (whose568

entries are rii′), and computes the fingerprinting distance between graphs as569

d(g1, g2) = 1− Ĉor(a1, a2), where Cor denotes Pearson correlation. From the570

(intra, inter) fingerprinting distance distributions, the identification counts as571

correct if the intra-subject distance is lower than all inter-subject distances.572

This is equivalent to a top-1 recognition rate. We note there are many other573

possibilities to compute distances between such brain graphs (Richiardi et al.,574

2013; Ng et al., 2016; Dadi et al., 2019), including computing distances be-575

tween graph embeddings, which could substantially alter results.576

Finally, we evaluated the dependence on region size by computing Spear-577

man correlations between atlas region size and the average of correlations in578

which the region is involved (itself averaged across subjects). A preferable579

estimator should minimize dependence to region size, and show lower Spear-580

man correlation. We tested differences between estimators using a paired581

t-test between these Spearman correlations.582

5. Data and Code Availability583

R and Python code implementing all estimators, to generate simulated584

data, and to extract the time-series from the preprocessed HCP data is avail-585
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able at https://gitlab.inria.fr/q-func/ireco4fmri.586

The pre-extracted, wavelet-filtered time series for the rat data are avail-587

able at https://dx.doi.org/10.5281/zenodo.7254133. Human Connec-588

tome Project data is available at https://www.humanconnectome.org/589

6. Results590

6.1. Evaluation on simulated data591

Simulation setup is described in Section 3.1. Figure 4 shows boxplots of592

estimates of rjj′ = 0.6 for all methods and different intra-correlation models,593

and different levels of local and global noise. In terms of bias, overall, the594

method ℓRD is the best, but it is also the one with the highest variance. In the595

strong intra-correlation case, and when σϵ = 0, all methods are almost unbi-596

ased. When σϵ is increased to 0.1, the estimators ac, ℓca, D, and ℓD clearly597

lose this property. In the weak intra-correlation case, only the estimators ac,598

ℓR and ℓRD are unbiased, or close to, with ℓRD being the best overall for599

this criterion, while still being the more variable. Figure 5 shows boxplots of600

estimates of rjj′ = 0 for all methods and different intra-correlation models,601

and different levels of local and global noise. When σe = 0 all estimators are602

unbiased, both in the strong and weak intra-correlation case. This property603

remains true when σe is increased to 0.1 only for the estimators D, ℓD and604

RD. Here again, the estimator ℓRD is the more variable. We can also notice605

that when σϵ = 0.1, the estimator ac exhibits very good properties, while606

ℓRD is the worst.607
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Figure 4: Estimates of the inter-correlation parameter rjj′ = 0.6 between two regions,

based on 500 simulation runs of the general model (1). Situations for two intra-correlation

models and situations with no noise, local noise and/or global noise are considered. The

true inter-correlation is depicted by a red dashed line.
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Figure 5: Estimates of the inter-correlation parameter rjj′ = 0 between two regions,

based on 500 simulation runs of the general model (1). Situations for two intra-correlation

models and situations with no noise, local noise and/or global noise are considered. The

true inter-correlation is depicted by a red dashed line.

6.2. Evaluation on rat data608

Figure 6(A) shows the correlation values obtained on rats for all pairs of609

brain regions, 153 in our case. For this data set, we know that for the dead610

34



rat we are under the full null hypothesis as no legitimate functional activity611

should be detected. Thus the estimated correlations should be close to zero.612

This is the case for estimators ac, r, ℓca, d and ℓd. However, the other613

estimators showcase a clear bias towards positive values. The method ca614

namely yields unexpectedly high values of correlations. These correlations615

correspond to regions that are close together (Becq et al., 2020a). In order616

to validate these methods, we also apply our estimators to live rats. The617

results of two live rats is shown in Figure 6 (A, right). As expected, due to618

the local noise, the methods ac and d do not provide satisfactory results as619

the correlation values are very close to zero. One of the best method in this620

case is ℓca, where sufficient non-zero correlations are obtained. Wasserstein621

distance computations (Figure 6 (C)) show that ac, d, and rd have the low-622

est Wasserstein distance values, indicating that the correlation distribution623

of the live rats resemble that of a dead rat.624

Figure 6(B) shows Concordance Correlation Coefficient results. Consis-625

tent with the all-noise nature of the data, the dead rat exhibited very low626

repeatability, with ℓca providing the highest at 0.22. On the live Eto-L rat,627

estimators had approximately the same repeatability, with rd showing the628

lowest CCC at 0.62 and ac tied with ℓca for highest at 0.87. For the Iso-W629

rat, ℓr had the lowest CCC at 0.46, ca the second lowest at 0.54, and ℓd630

the highest at 0.73.631

Combining all of these results, ℓca, r and ℓd hence seem to be the most632

adequate correlation estimators. However, as shown in formula (G.4), the633

estimator ℓd is difficult to implement. Indeed, it requires the definition of634

two other regions uncorrelated with the main brain regions of the parcellation635
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Figure 6: Rat data results. A. Empirical distribution of the correlation estimators for all

pairs of brain regions for a dead and two anesthetized rats, for all proposed estimators.

In the dead rat, the correlation of averages (CA) estimator is providing high values where

null correlations should be observed. For the live rat the average of correlation estimator

(AC) is providing very low values where non null correlations should be observed. B. The

Concordance Correlation Coefficient (CCC) for the repeatability of the different estimators

for all rats, calculated between the first and second half of the BOLD time series. Higher

CCC corresponds to a more repeatable estimator. C. Wasserstein distances between the

correlation distribution of each anesthetized rat and that of the dead rat, for all estimators.

ac, D, RD have a very low distance, indicating that correlation values are similar between

dead and live rats for these estimators.
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and uncorrelated with themselves. Moreover, r cannot be estimated when636

regions are too small, which is often the case in rat data. From now on, we637

will hence focus on estimator ℓca.638

We then quantified the edges in common between the networks obtained639

via the two estimators ca (which is currently the most widely used estimator)640

and ℓca. For the dead rat, 67% of edges are in common between the two641

estimators. Additionally, 60% and 77% of edges are similar for the live rats.642

https://www.overleaf.com/project/619e15e123dc6c1b1e091576643

6.3. Evaluation on human data644

Based on our findings on the rats datasets, we evaluate the performances645

of the three estimators ca (most common estimator, highest dead-live rat646

distance), ac (low dead-live rat distance) and ℓca (high dead-live rat dis-647

tance) for 100 subjects of the HCP dataset.648

Figure 7(A) reports the correlation values among all pairs of regions for649

four randomly selected HCP subjects. Consistent with the rat results, the650

estimator ca yields the largest values of correlations, estimator ac yields651

very low values, while ℓca values are different from zero, but smaller that652

ca values.653

Reproducibility results for correlation estimates are shown in Figure 7654

(B,C). The Concordance Correlation Coefficient was similar between estima-655

tors (average (sd) across 100 subjects for ca: 0.64 (0.13), ac: 0.66 (0.20),656

ℓca: 0.62 (0.17), r: 0.56 (0.17), ℓr: 0.52 (0.14)), with variations in repro-657

ducibility reflecting inter-subject variability more than differences between658

estimators. For graph metrics reproducibility, we report only the results659

with betweenness in Figure 7 (D,E), since similar results are obtained with660
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Figure 7: Human data results. A. Empirical distribution of inter-regional correlations for

three selected estimators for all pairs of brain regions for four human subjects. Each subject

was scanned twice, on different days. B. and C. Concordance correlation Coefficient

(CCC) for the reproducibility of the inter-regional correlation values obtained by different

estimators for all human subjects, computed between the two examinations. Higher CCC

indicates a more repeatable estimator. All estimators have broadly similar reproducibility.

D. and E. reproducibility of a topological graph metric (betweeness). Again all estimators

give broadly similar results, with slightly higher reproducibility for ac38



other metrics. Here, the methods differed more, with average (sd) across661

100 subjects for ca: 0.29 (0.14), ac: 0.55 (0.17), ℓca: 0.4 (0.16), r: 0.37662

(0.14), ℓr: 0.26 (0.15). ℓca had significantly lower CCC than ac (T=-6.8,663

p = 1.6e−10), However, ℓca has significantly higher CCC than ca (T=5.1,664

p = 8e−07) and ℓr (T=6.3, p = 2e−9). Finally ℓca and r are not significantly665

different (T=1.35, p = 0.18). These differences are robust to the choice of666

threshold (cf, Appendix Appendix G.5).667

In the thresholded graphs, the percentage of edges in common between668

estimators ca and ℓca was on average equal to 70% for the one hundred669

subjects used in this analysis for both sessions. Figure 8 shows median670

differences between the estimators in brain space across the HCP subjects.671

L R
L R

Figure 8: Largest differences between the ca and ℓca estimators, median over 100 HCP

subjects. Only the top 20% differences are shown. Inter-regional correlations are taken

in absolute value and rank-transformed prior to computing differences (rank 1 for the

strongest correlation, rank 2 for the second-strongest, and so on). Red indicates absolute

correlations that are higher for the ℓca than the ca estimator, while blue indicates the

reverse. Node size is proportional to region size in the atlas. Estimator ca on average

shows hyperconnectivity in occipital and generally dorsal posterior regions, and hypocon-

nectivity in frontal, temporal, and general ventral anterior regions.

Looking at dependence on region size, the ca estimator showed signifi-672
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cantly more correlation with region size than the ℓca estimator (average (sd)673

across 100 subjects 0.55 (0.10) vs 0.40 (0.09), T=27.2, p = 1.1e−47.674

In terms of discriminative power between subjects, for connectome finger-675

printing, ca and ℓca achieved the same performance (72% correct identifica-676

tion), while ac had slightly lower performance (68% correct identification).677

Group differences were also similar between estimators. Table 2 provides678

details.679

estimator intra (sd) inter (sd) W (p-value) identification rate

ca 0.29 (0.10) 0.49 (0.10) -5.82 (phmp = 1.5e−10) 72%

ac 0.19 (0.10) 0.32 (0.10) -4.88 (phmp = 3.6e−9) 69%

ℓca 0.26 (0.10) 0.43 (0.10) -3.315.58 (phmp = 1.2e−9) 72%

Table 2: Discriminative power of estimators on the human dataset. intra: Within-subject

average and standard deviation of graph distances between first and second imaging session

across 100 subjects; inter: same for between-subjects, using only the first session. W:

average one-sided Wilcoxon rank-sum test value on 10 random splits, with corresponding

harmonic mean p-value

7. Discussion680

In this paper we illustrate the effect of averaged data on estimators of681

correlation when two types of noises are present, local and global noise. The682

use of the classical correlation of averages is hindered by the presence of683

these noises in addition to the presence of intra-correlations. We proposed684

alternative estimators including correction terms to compensate the intra-685

correlations, local and global noises. The performance of these estimators686

40



was evaluated on simulations, rats data, and human data, yielding several687

observations.688

7.1. The correlation of averages estimator is highly biased689

The CA estimator tends to be highly biased, as illustrated on synthetic690

data where the ground truth is known, but also compared to other estimators,691

as shown on live rats and human data, where the mode of the distribution of692

correlation values is systematically among the highest found. We hypothesise693

that this is driven by a combination of low intra-correlation and large region694

sizes, which further lowers intra-correlation. This can be seen from the es-695

timator definition in Eq. 4. We also note that the ℓca estimator effectively696

reduces this influence of region size.697

In addition, Figure 8 revealed a systematic spatial bias between the ca698

and ℓca estimator, exhibiting dorsal posterior hyper-connectivity for ca,699

and corresponding ventral anterior hypo-connectivity. The figure also sug-700

gests that the largest differences between the two estimators appear between701

regions that are the largest, further highlighting the reduced dependency to702

region size for the ℓca estimator. The spatial distribution of these differences703

suggests that caution is in order when examining large-scale resting-state net-704

works derived from the ca estimator, as some apparent topological properties705

of brain networks, such as modularity, could be driven in part by region size706

and region intra-correlation. Indeed, in our experiments, thresholded graphs707

differed in a large proportion of edges, both in rats (around 30%-50% edge708

differences) and humans (around 30% edge differences). Thus, it is probable709

that both edge-level and graph-level metrics obtained from the ca estima-710

tor are biased due to their over- or under-estimation of actual functional711
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connectivity, in a spatially-dependent manner. For clinical applications, this712

phenomenon could either emphasize or reduce differences between patients713

and controls. Since we have no ground truth available for in-vivo functional714

connectivity, in practical situations, we therefore recommend that results ob-715

tained with the ca estimator be re-run at least with the ℓca estimator as a716

sensitivity analysis. The computational cost is not excessive, and differences717

in results could indicate that estimator-induced bias was at play.718

7.2. local noise and intra-correlation link to long-range correlation719

In this paper, we explain the bias observed in ca estimator by introduc-720

ing hypotheses on both intra-correlation and noise. Indeed, previous studies721

on regional homogeneity (Zang et al., 2004) showed relevant results on clas-722

sification of pathologies based only on intra-regional properties. This was723

confirmed by a recent work on classification of intra-correlation (Petersen724

et al., 2016) using Wasserstein distances. Based on these findings, we hy-725

pothesize that bias observed on inter-correlation is driven by intra-correlation726

and noise. Our simple simulation model illustrates the effect of local noise727

and intra-correlation. This is clearly displayed in Figures 4-5, where the box-728

plots for the various estimators are plotted. However, it is important to note729

that under local noise, in this framework with controlled intra-correlation,730

estimator ca is relatively close to the exact value. This may be explained731

by a trade-off in the denominator of the limit as expressed in Table 1. In732

our simulation, we also observed that the ca estimators bias depends on733

the intra-correlation and local noise. Indeed, high values of ca tends to be734

observed when low values of intra-correlation are observed. These low values735

of intra-correlation have already been mentioned in the study of dynamics of736
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neural networks (Deco et al., 2014) where local decorrelation was reported in737

real datasets. In our paper, for the first time, we proved a statistical expla-738

nation of the link between local decorrelations and long-range correlations739

using aggregated time series.740

The model chosen in this paper for intra-correlation and local noise was741

driven by statistical motivations to be able to write explicit formulas for742

the limit of the estimators. However, as observed in Jiang and Zuo (2016);743

Deco et al. (2014), these hypotheses are realistic for resting-state fMRI data,744

where local decorrelations are observed. These local decorrelations can come745

from two factors: a low intra-correlation (as modeled by the choice of the746

intra-correlation coefficients of the matrix ), or a strong local noise. The747

stationarity assumption may be not adequate based on raw data. However,748

as mentioned in Section 2.1, it becomes very reasonable after performing a749

wavelet transform of each time series voxelwise. This preprocessing signifi-750

cantly reduces non stationary artefacts.751

7.3. Repeatability and reproducibility752

Repeatability of correlation values in dead rats was very low for all es-753

timators, consistent with the random nature of the data. For live rats, the754

CCC ranged from 0.46 to 0.87 depending on specimen and estimator. For755

humans, ca and ℓca showed approximately the same reproducibility (0.63756

average (0.2)), and ac was slightly superior (0.66 average (0.2)). But repro-757

ducibility differences between estimators were much less pronounced than758

reproducibility differences between individual subjects.759

As a representative for the reproducibility of graph metrics, we inves-760

tigated betweenness. Here, ac offered the highest reproducibility (average761
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(sd): 0.55 (0.17)) and ℓca improved markedly over ca (0.4 (0.16) vs 0.29762

(0.14)). This is contrast to another study that found no effect of aggregation763

method (region mean time series versus region median versus 1st eigenvariate764

of the region) on the reproducibility of graph metrics (Braun et al., 2012)765

(although in that study sessions were weeks apart).766

7.4. Discriminability767

Estimators ca,ac, ℓca showed similar values for discriminability, with768

slightly lower identification rate and intra-subject to inter-subject distribu-769

tion separation for ac than the two others, and slightly lower intra-inter770

separation for ℓca than ca. This suggests that the improved robustness to771

region size and intra-correlation effects of ℓca does not result in a sizeable772

impact on discriminative ability, although this warrants further evaluation.773

7.5. Limitations774

Our signal model, and therefore the derived estimators, is a trade-off be-775

tween model realism and tractability of the analysis of estimator properties.776

This comes with important limitations.777

First, assuming stationarity and additivity of the local noise fails to cap-778

ture effects like system instability due to B0 inhomogeneity, RF power vari-779

ations, or gradient fluctuations (Lazar, 2008; Greve et al., 2013; Liu, 2016).780

Independently of the model, note that effects such as drift are mitigated by781

using wavelet coefficient time series as we did in this study, and that such782

instabilities explain proportionally less of the noise variance than thermal783

noise at high field (Greve et al., 2011).784
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Second, motion effects, and in particular differential long-vs short-range785

effects on correlations (Van Dijk et al., 2010; Yan et al., 2013), were not786

studied, and their interplay with the spatial bias exhibited by estimator ca787

in Figure 8 was not examined.788

Third, our new estimators come with the added burden of choosing hyper-789

parameters such as neighbourhood size. These are currently selected empir-790

ically, and no systematic sensitivity analysis has been performed. However,791

our proposed approach may be used to redefine the brain regions by group-792

ing voxels with high intra-correlation. This would allow to define new brain793

regions using intra-correlation in addition to anatomical criterion.794

Despite these limitations, we believe our empirical tests served to bridge795

the gap towards applicability, since our model yielded at least an estimator,796

ℓca, with useful properties for use in neuroimaging - namely, reduced depen-797

dency to region size and low intra-correlation, and improved reproducibility798

of graph metrics.799
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Appendix A. Brain functional connectivity review1042

The literature review was conducted on PubMed using the keywords1043

”brain connectivity graph resting state ’human connectome project’” on1044

September 30, 2021. The search returned 32 papers written between 20141045

and 2021. Out of those papers, 5 were not open access and 2 papers were lit-1046

erature reviews, and were not considered further. 3 papers were either using1047

seed-based or voxel-to-voxel correlation. Out of the remaining 24 papers 71%1048

(17/24) first averaged voxels before computing the inter-regional correlations1049

and 88% (21/24) employed some kind of spatial aggregation method, includ-1050

ing but not limited to averaging over voxels, ICA or dictionary learning.1051
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Appendix B. Hypotheses for the spatio-temporal model1052

The assumptions on the model can be written as follows. For any i, i′ ∈ C

and s, t = 1, . . . , T ,

E[Xi(t)] = E[εi(t)] = E[e(t)] = 0,

E[Xi(s)Xi(t)] = E[εi(s)εi(t)] = E[e(s)e(t)] = 0,

E[Xi(s)εi′(t)] = E[Xi(s)e(t)] = E[εi(s)e(t)] = 0,

E[e(t)2] = σ2
e .

Let Σ be the covariance matrix of the vector (Yi(t))i∈C,t=1,...,T . In this1053

paper, we assume without referring specifically to this assumption that the1054

parameters σ2
j , σ

2
ε , σ

2
e , ρii′ , ηii′ , rjj′ are such that Σ is a positive definite1055

matrix.1056

We also assume that the random variables are independent in time. This1057

is not overly restrictive: in particular, if the random variables have long1058

memory, after a wavelet decomposition, the random variables can be approx-1059

imated to be decorrelated in time for large wavelet scales (Moulines et al.,1060

2007). In addition, assuming that the Xi’s are centered is coherent as it is1061

a well-known fact that a wavelet decomposition based on a wavelet mother1062

with K vanishing moments cancels out every polynomial trend with degree1063

K − 1.1064

Finally, to apply the law of large numbers, we also assume that all random1065

variables are absolutely integrable, that is E[|Zi(t)|] < ∞ for Z = X, ε, e,1066

i ∈ C and t = 1, . . . , T .1067
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Appendix C. Properties of the estimators of interest1068

For any set of indices E with cardinality #E, we let

ρ̄E =
1

(#E)2

∑
i,i′∈E

ρii′ and η̄E =
1

(#E)2

∑
i,i′∈E

ηii′ . (C.1)

The results of the paper are based on this proposition:1069

Proposition Appendix C.1. Consider the notation of Section 2.1 and1070

assumptions described in Appendix B. Let j, j′ ∈ {1, . . . , J}.1071

1072

(i) Let E ⊆ Rj, then for any t = 1, . . . , T

Var[X̄E(t)] = σ2
j ρ̄E (C.2)

Var[ε̄E(t)] = σ2
ε η̄E = O(1/(#E)) (C.3)

Var[ēE(t)] = Var(e(t)) = σ2
e (C.4)

Var[ȲE(t)] = σ2
j ρ̄E + σ2

ε η̄E + σ2
e . (C.5)

(ii) Let E ⊆ Rj and E ′ ⊆ Rj′, then1073

Cov[ȲE(t), ȲE′(t)] =

 σjσj′rjj′ + σ2
e if j ̸= j′

σ2
j ρ̄E,E′ + σ2

e if j = j′
(C.6)

where1074

ρ̄E,E′ =
1

(#E)(#E ′)

∑
i∈E,i′∈E′

ρ|i−i′|. (C.7)

(iii) Let i ∈ E ⊆ Rj and i′ ∈ E ′ ⊆ Rj′ and assume for any i ∈ E and i′ ∈ E ′

|i − i′| ≥ p (in the case j = j′). Then as T → ∞, the following statements
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hold almost surely.

σ̂2(Yi)
a.s.→ Var[Yi(1)] and Ĉov[Yi,Yi′ ]

a.s.→ Cov[Yi(1), Yi′(1)] (C.8)

σ̂2(ȲE)
a.s.→ Var[ȲE(1)] and Ĉov[ȲE, ȲE′ ]

a.s.→ Cov[ȲE(1), ȲE′(1)].

(C.9)

Proposition Appendix C.1 is given without proof. (i)-(ii) ensue from the1075

model (1) while (iii) is quite straightfoward since we have assumed indepen-1076

dence in time.1077

As seen from Proposition Appendix C.1, the quantity η̄E is related to1078

the correlation structure of the local noise. By assuming this noise to be1079

p-dependent (that is ηδ = 0 when δ ≥ p), it is clear that the larger #E the1080

smaller η̄E.1081

Appendix D. Consistency results for the existing estimators1082

Appendix D.1. Consistency of r̂ ca
jj′1083

Proposition Appendix C.1 shows r̂ ca
jj′ is a strongly consistent estimator1084

of r ca
jj′ as T → ∞ where1085

r ca
jj′ = rjj′

1 + σ2
e,jj′/rjj′√

(ρ̄Rj
+ σ2

ε,j η̄Rj
+ σ2

e,j)(ρ̄Rj′
+ σ2

ε,j′ η̄Rj′
+ σ2

e,j′)
. (D.1)

Another way to correct the size effect is to compensate the inter-correlation1086

by the intra-correlation. This would lead to the following estimator:1087

r̂ ãc
jj′ =

1

NjNj′

 ∑
i,i′∈Rj

Ĉor(Yi,Yi′)
∑

i,i′∈Rj′

Ĉor(Yi,Yi′)

1/2

r̂ ac. (D.2)

The two estimators (5) and (D.2) have the important property to remove the1088

size effect (since when σε = σe = 0, r ac
jj′ = rjj′). Note that both estimators1089

tend to the same limit.1090
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Appendix D.2. Consistency of r̂ ac
jj′1091

Proposition Appendix C.1 shows that r̂ ac
jj′ is a strongly consistent esti-1092

mator of r ac
jj′ given by1093

r ac
jj′ = rjj′

1 + σ2
e,jj′/rjj′√

(1 + σ2
ε,j + σ2

e,j)(1 + σ2
ε,j′ + σ2

e,j′)
. (D.3)

As revealed by (D.1) and (D.3), r̂ ca
jj′ and r̂ ac

jj′ do not converge toward1094

rjj′ when a local noise or global noise is present. We could ask why r̂ ca
jj′ is1095

interesting. Actually, a first spatial averaging tends to decrease the effect1096

of the local noise. Indeed, when σ2
e = 0 (and with equal unit variances to1097

simplify), we have1098

r ca
jj′ =

rjj′√
(ρ̄Rj

+ σ2
ε η̄Rj

)(ρ̄Rj′
+ σ2

ε η̄Rj′
)

and r ac
jj′ =

rjj′

1 + σ2
ε

.

Hence, if we expect that ρ̄Rj
≈ ρ̄Rj′

≈ 1, r̂ ca
jj′ will be a better estimator since1099

η̄Rj
= O(1/Nj). A natural compromise between r̂ ca

jj′ and r̂ ca
jj′ can be defined1100

using local neighborhood as defined by ℓca.1101

Appendix D.3. Consistency of r̂R
jj′1102

From Proposition Appendix C.1, as T → ∞1103

1

4

2∑
α,β=1

Ĉor(Y
i
(b)
α
,Y

i′
(b)
β
)
a.s.→ σjσj′rjj′ + σ2

e√(
σ2
j + σ2

ε + σ2
e

) (
σ2
j′ + σ2

ε + σ2
e

)
and1104

Ĉor(Y
i
(b)
1
,Y

i
(b)
2
)
a.s.→

σ2
jρδ + σ2

e

σ2
j + σ2

ε + σ2
e

,

whereby we deduce that r̂R is a strongly consistent estimator of1105

rR
jj′ = rjj′

1 + σ2
e,jj′/rjj′√

|(ρδ + σ2
e,j)(ρδ + σ2

e,j′)|
. (D.4)
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From (D.4), we observe that when σe = 0 then for any unknown value of σε,1106

r̂R
jj′ estimates consistently rjj′/|ρδ| which should be close to rjj′ if we take1107

δ = p and expect that ρp is close to 1. In other words, the estimator r̂R
jj′ is1108

robust to the size of the regions and robust to a possible local noise.1109

To reduce the assumption that ρp is close to 1, we can combine this idea1110

of replicates with local averaging. This is the topic of the next section.1111

Appendix E. Consistency of r̂D
jj′1112

The following result is the key ingredient:1113

Proposition Appendix E.1. Under the notation of this section, as T →

∞, the following statements hold almost surely.

(i)

Ĉov(Yi(b) −Yk(b) ,Yi′(b) −Yk′(b))
a.s.→ σjσj′rjj′ .

(ii)1114

2ŝ2(Yi(b) ,Yk(b) ,Yk′(b))
a.s.→ 2σ2

j + 2σ2
ε . (E.1)

Proof. (i) Using the independence in time, it is clear that the left-hand1115

side converges almost surely to Cov(Yi(b)(1) − Yk(b)(1), Yi′(b)(1) − Yk′(b)(1)) =1116

σjσj′rjj′ + σ2
e − 2σ2

e + σ2
e since the two regions Rk and Rk′ are disconnected,1117

which leads to the result.1118

(ii) In the same way, the left-hand side tends to Var(Yi(b)(1) − Yk(b)(1)) +1119

Var(Yi(b)(1)−Yk′(b)(1))−Var(Yk(b)(1)−Yk′(b)(1)) = σ2
j +σ2

k +σ2
k′ +4σ2

ε −σ2
k −1120

σ2
k′ − 2σ2

ε which yields the stated limit.1121

In other words, Proposition Appendix E.1 shows that r̂D
jj′ is a strongly1122
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consistent estimator of rD
jj′ given by1123

rD = rjj′
1√(

1 + σ2
ε,j

) (
1 + σ2

ε,j′

) (E.2)

which, in the situation where σε = 0, is nothing else than rjj′ .1124

Appendix F. Consistency of r̂ RD
jj′1125

The following result is a consequence of Propositions Appendix C.1-1126

Appendix G.1.1127

Proposition Appendix F.1. As T → ∞, the following statements hold1128

almost surely.1129

(i) For any i1, i2 ∈ Rj, i
′
1, i

′
2 ∈ Rj ik ∈ Rk and ik′ ∈ Rk′, such that |i2− i1| =1130

|i′2 − i′1| = δ ≥ p1131 √
|C̃or(Yi1 ,Yi2 ;Yik ,Yik′

)C̃or(Yi′1
,Yi′2

;Yik ,Yik′
)| a.s.→ σjσj′|ρδ|√

(σ2
j + σ2

ε)(σ
2
j′ + σ2

ε)

(F.1)

(ii) For any ν-neighborhoods Vj1 ,Vj2 ∈ Rj, Vj′1
,Vj′2

∈ Rj′ Vk ∈ Rk Vk′ ∈ Rk′,

such that for any i1 ∈ Vj1, i2 ∈ Vj2 , i
′
1 ∈ V ′

j1
, i′2 ∈ V ′

j2
, |i1 − i2| = |i′1 − i′2| =

δ ≥ p

|C̃or(ȲVj1
, ȲVj2

; ȲVk
, ȲVk′

)C̃or(ȲVj′1
,ȲVj′2

; ȲVk
, ȲVk′

)| a.s.→

σ2
jσ

2
j′ρ

2
V,V ′ , δ

(σ2
j ρ̄V + σ2

ε η̄V)(σ
2
j′ ρ̄V + σ2

ε η̄V)
(F.2)

where V, V ′ are two ν-neighborhoods at distance δ.1132

Propositions Appendix G.1-Appendix F.1 show that r̂RD
jj′ is a strongly1133

consistent estimator of rRD
jj′ given by1134

rRD
jj′ =

rjj′

|ρδ|
(F.3)
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Appendix G. Consistency of localized versions of estimators1135

Appendix G.1. Consistency of r̂ ℓca
jj′1136

We can apply Proposition Appendix C.1 to show that r ℓca
jj′ is a strongly1137

consistent estimator of1138

r ℓca
jj′ = rjj′

1 + σ2
e,jj′/rjj′√

(ρ̄V + σ2
ε,j η̄V + σ2

e,j)(ρ̄V + σ2
ε,j′ η̄V + σ2

e,j′)
(G.1)

where V is any ν-neighborhood. When there is no global noise (σe = 0) and1139

for moderate ν, it may be expected than the denominator of r ℓca
jj′ is closer to1140

1 than the ones of r ca
jj′ and r ac

jj′ .1141

Appendix G.2. Consistency of r̂ ℓR
jj′1142

Proposition Appendix C.1 shows that r̂ ℓR
jj′ is a strongly consistent esti-1143

mator of r ℓR
jj′ defined by1144

r ℓR
jj′ = rjj′

1 + σ2
e,jj′/rjj′√

|(ρ̄V,V ′,δ + σ2
e,j)(ρ̄V,V ′,δ + σ2

e,j′)|
(G.2)

where ρ̄V,V ′,δ is defined by (C.7) with V and V ′ two ν-neighborhoods at dis-1145

tance δ. Similarly to the estimator r̂R, when σe = 0, the previous expression1146

reduces to r ℓR
jj′ = rjj′/|ρ̄V,V ′,δ| and again it is not unreasonable to think that1147

ρ̄V,V ′,δ is close to 1.1148

Appendix G.3. Consistency of r̂ ℓD
jj′1149

The following result is an adaptation of Proposition Appendix E.1 to1150

local averages.1151
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Proposition Appendix G.1. As T → ∞, the following statements hold

almost surely.

(i)

Ĉov(ȲV(b)
j

− ȲV(b)
k
, ȲV(b)

j′
− ȲV(b)

k′
)
a.s.→ σjσj′rjj′ .

(ii)1152

2ŝ2(ȲV(b)
j
, ȲV(b)

k
, ȲV(b)

k′
)
a.s.→ 2σ2

j ρ̄V + 2σ2
ε η̄V . (G.3)

Using Proposition Appendix G.1 (for which proof follows along simi-1153

lar lines as Proposition Appendix E.1), we deduce that r̂ ℓD
jj′ is a strongly1154

consistent estimator of r ℓD
jj′ given by1155

r ℓD
jj′ = rjj′

1√
(ρ̄V + σ2

ε,j η̄V)(ρ̄V + σ2
ε,j′ η̄V)

(G.4)

where V is any ν-neighborhood.1156

Appendix G.4. Consistency of r̂ ℓRD
jj′1157

Propositions Appendix G.1-Appendix F.1 show that r̂ ℓRD
jj′ is a strongly1158

consistent estimator of r ℓRD
jj′ given by1159

r ℓRD
jj′ =

rjj′

|ρ̄V,V ′,δ|
(G.5)

where V and V ′ are two ν-neighborhoods at distance δ. Similarly to the1160

previous estimator, r̂ ℓRD
jj′ is robust to an additive global and local noise.1161

Appendix G.5. Robustness of CCC differences in terms of threshold1162

In the main text, we presented the difference of CCC for the different1163

estimators based on a single threshold corresponding to 20% of the edges of1164

the graph. Figure G.9 displays the variability of CCC according to different1165
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number of edges selected to construct the graph. This shows the robusteness1166

of our findings where ℓca has always higher CCC than ca for all possible1167

thresholds.1168
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Figure G.9: CCC of betweenness according to different choices of threshold and for the

different estimators.
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