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Abstract— Is risk awareness a factor that influences the risk of IT system usage? What role does 

cybersecurity training and security awareness play in the context of COVID-19 pandemic restrictions? 

In this contribution, the authors focus on prospect theory, as it addresses the concept of uncertainty in 

combination with risk perception in human decision-making. The concept of social engineering and the 

relevance of cybersecurity awareness are described in the following sections. The data collected in our 

study strongly confirm the increased dependency of users on their devices and Internet connectivity. The 

study also strongly confirms the role of the cybersecurity training and security awareness play in the 

context of COVID-19 pandemic restrictions. A confirmation of cognitive framing in man-machine 

interaction reduces the risks in social engineering situations. We find the three phases of the choice 

process (choice rule, framing and evaluation) which appear in Kahneman & Tversky (1986) and the 

results, are relevant for the decision. We confirm the evaluation phase, the user focuses on the decision, 

probably with caution and increased concentration and slow thinking. Although not very formal, 

framing theory focuses on the rules that govern the representation of acts, outcomes, and contingencies 

(Tversky & Kahneman, 1986). Social engineering offers a rich context of observation of computational 

social systems.   
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1.  INTRODUCTION  

During the COVID-19 pandemic, the number of cyberattacks in developed countries exploded (public 

hospitals, companies and administration). As a result, many companies turned to remote work models. 

This radical change in the way companies operate has often been rushed in order to respond to the 

government’s decision to lockdown employees. The result has been an increase in the use of new 

technologies, fostering the digitalization of documents and procedures. The Internet has enabled 

millions of people to access countless pieces of information over the last 25 years. Its development has 

also generated a new form of delinquency: cybercrime, and among its modus operandi social 

engineering. Even if the efficiency of security measures to protect sensitive information is increasing, 

users remain vulnerable to manipulation. Consequently, the human element remains a weak link in 

systems tending toward maximum security. For decades, uncertainty has been considered in economic 

theory. Prospect theory, as one major stream, has set theoretical ground to explain the perception of risks 

and the evaluation of dangerous situations. The interaction of humans and machines is of course included 

in the scope of this theory. Among these interactions are cyberattacks and social engineering. Early 

studies of decision-making under uncertainty focused on Bayesian learning (subjective expected utility; 

Savage, 1954), game theory (von Neumann and Morgenstern, 1944) and cognitive and behavioural 

science (e.g. prospect theory; Kahneman and Tversky, 1979). Arrow (1951, p. 404) describe this 

research landscape as comprising “a set of conceivable actions that an individual might take, each 

leading to certain consequences” — that is, decisions where the option and outcome sets are closed.  
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Cyberattacks and especially social engineering occur when users of individual or collective information 

systems are in a state of psychological weakness, fear, anxiety for loved ones, and sometimes distress. 

An attack targets this weakness by using various manipulation techniques to obtain sensitive 

information. The field of social engineering is still in its infancy with respect to formal definitions and 

attack models (Schneider et al., 2020; Disparte and Furlow, 2017; SANS Institute, 2018; Sawyer and 

Hancock, 2018; Blau, 2017; see the effectiveness of security awareness programs, e.g. Ki-Aries and 

Faily, 2017). Information security awareness among employees and, in particular, managerial 

information security awareness (MISA) are regarded as important for the development of an effective 

information security culture in organizations and for the success of security programs (Wilson and Hash, 

2003). Studies revealed that there is a lack of guidance explicitly aimed at senior management 

(Schneider et al., 2020). As an example, it would be interesting to investigate in factors that specifically 

build MISA, as the managerial aspect was found to be critical to the overall performance of an 

organization’s information systems security (Haeussinger & Kranz, 2017). In addition, the hierarchical 

level of the individual in a company would be one field for future research in the context of managers’ 

information security awareness (Jaeger, 2018).  

To contribute to the field of MISA, our article explores two research questions in the context of increased 

remote work models and related social engineering attacks:  

- Is risk awareness a factor that influences the risk of IT system usage?  

- What role does cybersecurity training and security awareness play in the context of COVID-19 

pandemic restrictions?  

There is a lack of literature concerning the effect of knowledge transfer on security awareness. In this 

article, our contributions are to relate social engineering to a theoretical framework (prospect theory). 

Second, we address the relationship of social engineering to cognitive human functions and especially 

an awareness of human data processing cognitive functions. Third, we analyse the role of the knowledge 

in facing risks and uncertainty exposition of the user. Fourth, we delimitate the impact of the COVID-

19 crisis on the mechanical correlation between uncertainty and cyberattacks. The remainder of this 

paper is structured as follows: In the following section, the theoretical background on human behavior 

under uncertainty is elaborated. In particular, the authors focus on prospect theory, as it addresses the 

concept of uncertainty in combination with risk perception in human decision-making. The concept of 

social engineering and the relevance of cybersecurity awareness are described in the following sections, 

and the research design is detailed. The results are discussed in the final section.   

2. THEORETICAL FRAMEWORK  

 

This part links an established theory in economics (prospect theory) with the impact of uncertainty on 

economic decisions to the cognitive biases exploited by “social engineers”.  

 

A. Prospect theory and decision paradigm The prospect theory and decision paradigm omit the 

important contexts in which the sets are open-ended, such as the COVID pandemic. In management 

research, attempts to classify and understand uncertainty have typically focused on the locus of 

uncertainty, i.e. missing information. For example, “behavioral uncertainty” refers to uncertainty about 

how individuals will act and also on the trust they place in the source Kahneman et al. (2011) referred 

to Ellsberg (1961). In making choices, our affect sometimes overrides our reason when we rely more on 

what is familiar to us than on an event with a perceivable exact probability distribution but which is 

foreign to us. (Heath & Tversky, 1991).   

On the cybercriminal side, the choice is made under constraints and utility functions (see further). The 

important mechanism is that losses are greater than gains (Kahneman and Tversky, 1984; Tversky and 

Kahneman, 1991). The asymmetry in behaviour between the user and cybercriminal can be explained 

by revenue maximization effects or by decreased risk aversion. The criminal is a “participant” of social 

engineering makes decision. The prospect theory describes how individuals assess their loss and gain 

perspectives in an asymmetric manner.This predatory behaviour results from a lower perceived risk 
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because the authorities are overwhelmed and from a maximum perceived gain since the market value 

resulting from the slowing down of the hospital’s functioning by blocking computer access to X-rays, 

scans, and medical examinations has a disastrous collective impact. The pandemic and remote work 

situation jointly changed the perceptual frameworks in place in the user and the cybercriminal (Azan & 

Gilg, 2021).  

  

B. Uncertainty categories and risks The uncertainty contained in prospect theory is segmented. A 

typology of uncertainties exists in the literature. We identified the set of options and the set of 

outcomes—whether open or closed—as key distinguishing features. We distinguish four general areas. 

Following conventional terminology as much as possible, we call these domains (1) ambiguous 

uncertainty, (2) creative uncertainty, (3) procedural uncertainty and (4) substantive uncertainty.  

While these approaches describe where uncertainty arises, we describe uncertainty in terms of why 

something is uncertain, i.e. why the probabilities are indeterminate. Milliken’s (1987) well-known 

distinction between state, effect, and response uncertainty can also be elucidated by our framework to 

explain how and why some environments are perceived as unpredictable. State uncertainty and effect 

uncertainty, for example, both correspond to what we call environmental uncertainty, derived from the 

complex and dynamic nature of the environment, which causes the set of outcomes to be perceived as 

open-ended.  

The uncertainty comes from an ambiguity connected with the answers to be proposed. “Ambiguity is 

uncertainty about probability, created by missing information that is relevant and could be known” 

(Snow, 2010; Dequech 2011; Dosi et Egidi 1991; Dequech 2000, see Table 1). The decision criterion 

cannot rely on probabilistic scenarios. The following criteria of decision that can be used are the 

Savage’s criterion, Wald,’s criterion, Maxmin and Hurwicz criterion. Response uncertainty, or the 

uncertainty that results from not knowing the responses of competitors to any chosen course of action, 

is the result of an open set of outcomes derived from a competitor’s open set of options. Since one cannot 

necessarily know how others will act, one cannot predict how those actions will affect a given outcome.  

Uncertainty can be procedural. The substantiveprocedural dimension reflects Simon’s (1979) distinction 

between substantive and procedural rationality: whether uncertainty arises from a lack of information 

(substantive) or a lack of computational ability (procedural). The weak-strong dimension reflects 

Knight’s (1921) distinction between probabilistic (weak) and no probabilistic (strong) scenarios. The 

ambiguous fundamental dimension distinguishes between stable, finite realities that are simply unknown 

(ambiguous) and realities that are subject to structural change. This is not predetermined due to the 

creative capacity of individuals. Because decisions are based on perceived uncertainty, the nature of 

options and outcome sets, and thus the type of uncertainty, are subjective and often tacit.  

Uncertainty can be creative. The dimensions distinguish between stable, finite realities that are simply 

unknown (ambiguous) and realities that are subject to undetermined structural change due to the creative 

capacity of individuals. Here, the distinction between actual and perceived uncertainty becomes 

important. Because decisions are based on perceived uncertainty, the nature of options and outcome 

sets, and thus the type of uncertainty, are subjective and often tacit.  

Users react differently to uncertainty. Some are terrorized by the urgency, the noise emitted by the site 

or an often-fictitious threat. Social engineering or social engineering attacks aim to obtain confidential 

information by manipulating the victim remotely, especially by telephone. The objective is to access 

confidential data, for example, by using and exploiting the human and psychological flaws of the 

victims. As a cybercrime, social engineering is much less significant than the major cyber espionage 

cases reported in the press because the decisive element is not technology. It is necessarily combined 

with the human factor, which is perceived by the criminal as the weak point of the information system. 

The victim is consenting and does not realize that he/she has been attacked.  

Table 1. Types of uncertainty 
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Uncertai 

nty  
Ambigu 

ous uncertai nty  

Creative uncertainty or 

fundamental uncertainty  
Procedural uncertainty  Substantive uncertai nty  

Questions  How does an 
individu al handle 
the open set of  

possible response 

s of other involved 

parties  

to any chosen 

course of action ? 

The uncertainty 

comes from an 

ambiguit y  

connected with 

the answers to 

propose  

What set of conceivable 

actions can an individual 

perform, each with 

certain consequences in 

the face of uncertainty 

(problem solving, 

scenarios) ?  

What procedure will 

circumvent the ambiguity of 

choices?  

How does an individual evaluate the 
options, and what are  the 
probabili ties associated with  

the scenario s? What are the 

outcomes  of a complex situation ?  

Definition “ambiguity is  

uncertai nty about 
probability,  

created by missing 
informat ion that  

is relevant and 

could be known’ 

(Snow, 2010)  

Fundamental 
uncertainty, by contrast, 
is characterized  

by  the possibility 
of creativity and 
nonpredeter 

mined  

structural change 
(Dequech,  

2011)  

“limitations on the computati 

onal and  

cognitive capabilities of the 
agents to  

pursue unambiguously their 
objectives,  

given the available informatio 

n” (Simon, 1983)  

“the lack of all the informat ion which 
would be necessar 

y to make decision 

s with certain outcome s’ (Dosi & 

Egidi, 1991)  

Exampl es :   Worst case 
scenario Savage 
criterion 

Wald  

criterion 

, Maxmin and 

Hurwicz  

criteria of 

decision, Savage 

axiom  

Improvisation 

bricolage  

(Ciborra,  

2000)  

Intelligenc e  

modelling Choice process  

Real options,  

game theory  
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1.3. Security awareness and social engineering  

The human factor is a major cause of cybersecurity incidents in organizations, whereas the senior 

management is a user group particularly exposed to cyber risks. Although managerial information 

security awareness (MISA) is of high relevance, there is a lack of support in the development of MISA 

programs from academia.  Research Proposal 1: Knowledge about cybersecurity increases security 

awareness.  

Information security awareness of employees and managers, as well as their compliance with security 

policies needs to be increased in order to reduce the risk of cyber incidents (Bauer et al., 2017). 

Information security awareness training aims to equip employees with knowledge and competences to 

be able to recognize threats and be familiar with effective countermeasure and appropriate behavior. 

Information security awareness is especially important for senior managers and in particular, for CIOs 

and CISOs, which have the responsibility to manage and oversee the cybersecurity strategy of 

organizations. The managerial aspects of cybersecurity along with organizational and strategic elements 

should hence not be neglected (Madnick and Mangelsdorf, 2017; Schneider et al., 2020).  

Research Proposal 2a: Increased knowledge about cybersecurity is correlated with perceived procedural 

uncertainty.  

Research Proposal 2b : Increased knowledge about cybersecurity is correlated with perceived creative 

uncertainty.  

Research Proposal 2c : Increased knowledge about cybersecurity is correlated with perceived ambiguous 

uncertainty.  

Research Proposal 2d : Increased knowledge about cybersecurity is correlated with perceived 

substantive uncertainty.  

  

Hancock prevalence effect, provides a simulation of form of cyberattack in human investigates -

automation teathe ming, rare signals are  a clerical email work in using an email task. The results 

demonstratedmediating role of  the more difficult to volving messages conta existence and power of 

prevalence effects in eISA. mail detect, even when ining sensitive personal cybersecurity. Attacks that 

delivered at a rate of 1%  considering their information. were significantly more likely to succeed, and 

the It is recommended to address MISA as priority and call proportionally low overall pattern of 

accuracy across managers to become active players in the cybdeclining SP ersecurity occurrence. 

exhibited logarithmic decay.arena (Choi et al., 2006). Managerial  cybersecurity  

Staub 1990 This study, based 1211 interviewed Many permit their installations to be either lightly 

awareness is a prerequisite for employees to have high on the managers protected or wholly unprotected, 

apparently willing to levels of information security awareness (Haeussinger criminological 1063 

managers of the risk major losses from computer abuse. and Kranz, 2017). Straub explored another 

aspect of theory of general DATA Processing  

deterrence, Management cyberattacks (Azan et al., 2019) with a focus on investigated Association 

computer crime, a concept that falls under the umbrella whether a of offense, crime, and disciplinary 

misconduct. management Executives must deal with organizations with illicit, decision to invest in 

abusive or criminal use of computers. Two important IS security results aspects are considered: the theft 

of data and the in more effective concealment by perpetrators of infractions or control of computer 

disciplinary breaches. A first study by Straub examined abuse.  

Choi et al. 2008 The purpose of this A model is developed, The results of the study provide empirical 

support that how IS managers deal with these two problems. Data for paper was to and the relationship 

MATIS is directly the study were collected from 1,063 randomland positively related to MISA.  The y 

selected empirically validate between MISA and paper suggests that intention to act and the risk‐cost 

members of the Data Processing Management the conjectural MATIS. The hypotheses tradeAssociation 

(DPMA). The originality of the -off of the MATIS are other possible constructs research, relationship 

of the research model that should be incorporated into future research. The published in 1990, is that it 
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characterizes illegal acts between are tested emprically conceptual model employed as a theoretical basis 

also independent of the law (e.g. unauthorized access to managerial sugcertain databases or modification 

of hardgests that other factors such as the environment in ware) by information, which an organization 

operates (e.g. industry) also associating them with behavioral patterns. If the law security awareness 

plays a major role in determining information security presents the offences abstractly, then the research 

has the (managerial actions MISA) and decisions independently of MISA.merit of characterizing in a 

more flexible way t he notion toward information of fault, consubstantially with the evolution of security 

(MATIS). technology. Blau 2017 Research points to  DecisionResearch proposal 4-makers must use 

their judgement to estimate : The COVID-19 crisis stimulated steps that security how much to invest in 

cybersecurity, but some computer-supported work and cyberattacks. executives and 

decisionCybercrimina-makers may rely on the wrong models when ls capitalize on the fact that 

cybersecurity other cybersecurity considering where and how much to invest.is in essence a case of 

human automa tion, with both the professionals can machine and the human as potentially vulnerable 

take to circumvent (Schneider et al., 2020; Sawyer and Hancock 2018). CEOs’ human Social 

engineering aims to obtain confidential biases and motivate decision-makers to information by 

manipulating the victim remotely, invest more in especially by telephone. The objective is to access 

cyber confidential data, for example, by using and exploiting infrastructure. the human and 

psychological flaws of the victims. As a Montanez et al. 2020  Expert speculating Openness: the 

willingness to experience new things, cybercrime, social engineering is much less significant advice 

conscientiousness: favoursthan the major cyberespionage cases report-norms, exhibiting selfed in the 

press because the decisive element is not technology. It is necessarily combined with the human factor, 

which is perceived by the criminal as the weak point of the information system. The victim is consenting 

and does not realize at the time that she or he has been attacked. Detecting human weaknesses in 

computer systems is often the result of psychological approaches. The underlying cognitive mechanisms 

in social engineering are well-known and are largely found in the work of Tversky and Kahneman 

(1986): on the one hand, actors, criminals who hope to maximize their gain, and on the other hand, users, 

victims who are concerned with limiting their risks. Kahneman (2011) focused his work on the speed of 

thought, as mentioned in the introduction. We have a mechanical way of thinking that allows us, for 

example, to quickly process two hundred emails in our mailbox without paying close attention to them. 

This thinking makes us vulnerable to attack because it relies on the plausible and does not pay attention 

to details. An ignorance of attacks based on approximation in a falsely reassuring work environment 

creates a danger for users and companies. In the application of the work of Kahneman et al. (2011), a 

user clicking on a message is a decision, which according to the theory depends on a choice, rule and 

frame. It is the latter perceptual frame that criminals act on in social engineering. When the user fixes 

his attention on the message, the stimuli linked to the context, coronavirus, pandemic and WHO will 

interfere and modify the attention mechanisms. The information is a source of difference for the user 

that can condition his survival. For the criminal, COVID-19 opens the way to maximizing gains. Some 

decisional determinants are identified by the cybercriminal.  

Research Proposal 5: Perceived social engineering attacks are correlated with security awareness.  

3. RESEARCH DESIGN AND RESULTS  

 

The guiding theory for our research was prospect theory and its following in the literature.   

A.  Knowledge and fifteen questions  

Fifteen questions were based on knowledge about cybersecurity (example: what is your definition of 

social engineering?). These questions were asked after a panel session about cybercriminality that aimed 

to make students more aware of cybersecurity. The 15 questions enable the calculation of a score. The 

score differentiates all the respondents. The Spearman matrix is determined. In statistics, the Spearman 

correlation or Spearman rho is a measure of nonparametric statistical dependence between two variables. 

The Spearman correlation is studied when two statistical variables seem to be correlated without the 

relationship between the two variables being of affine type. This consists of finding a correlation 

coefficient not between the values taken by the two variables but between the ranks of these values. It 
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estimates the extent to which the relationship between two variables can be described by a monotonic 

function. If there are no repeated data, then a perfect Spearman correlation of +1 or -1 is obtained when 

one variable is a perfect monotonic function of the other. Covariance is calculated on the rank of the 

variables at the Pearson difference.  

To conduct a first validation of our research, a cohort of 103 students was surveyed. They came from 

the fields of economics and management (undergraduate), business law (graduate) and network 

computing (undergraduate). Based on the research proposals derived in the previous section, the items 

were aggregated into three dimensions: knowledge, uncertainty, and awareness (see details below).  

A statistical analysis resulted in the figures listed in the following tables. In the principal component 

analysis, several dimensions determine the inertia of the scatterplot.  

B. Results and dimensions  

The most important dimension of the study (the knowledge in the PCA) is linked to the organization of 

the courses, the perception of their progression (Q33), the structuring of the teachings, and the 

knowledge delivered in a corpus. The knowledge content, animation and interactivity are correlated in 

dimension 1 with pedagogical support, feelings of security, and precautions to be taken in the use of the 

computer. Knowledge is a factor of considering uncertainty and is strongly correlated with security 

awareness. Through knowledge, we make the user aware of the risks linked to cyberattacks and 

particularly to social engineering.  

Dimension 2 in the PCA shows the nature of uncertainty and its treatment by security awareness. The 

latter is correlated with the uncertainty of creativity, the uncertainty of ambiguity of the choices and of 

the situations, in addition to the uncertainty due to COVID19, and the uncertainty linked to the curiosity 

and the approximate treatment of the situations.  

Table 2 - Results of the statistical analysis  

Table 4 - Results of the statistical analysis  

Constructs  Items  Coefficients 

factorials  
Explained 

Variance  %  
 Cronbach 

Alpha   

KNOWLEDGE  

CONC  0,899  

64,712  0,888  

MASTER  0,859  

ADVI  0,840  
EXPLOI  0,785  
ASSET  0,735  
PROG  0,688  

UNCERTAINTY  

AMBI  0,813  

55,312  0,724  
SUBUNCE   0,769  
PROCUNCE   0,707  
CREAAMBI   0,678  

AWARENESS  

SLOW   0,898  

60,448  0,829  

EXPLOI   0,854  
SLOWIT  0,838  
INVOL   0,693  
SLOWFISH   0,551  

    

 

The third dimension in the PCA shows solutions to perceived risks, perceived interest, empathy in the 

face of attack situations in case of erroneous instructions, and the calculation of risks in the face of 

exposure to cyberattacks for which security awareness provides a better representation. The use of a 

connection is more important if it allows for the transmission of critical information or the management 

of important parts of the budget. This dimension also associates perceptions of cyberattacks and reveals 

drivers of action such as empathy and the injustice of erroneous instructions. We can clearly see that the 
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variables of social interaction (Q22, Q35, 18b) and appropriation of the organization’s data are inversely 

related to the feeling of vulnerability to cyberattacks (Q53), particularly with regard to social 

engineering (Q53B). We did not indicate it in the matrix above, but a fourth dimension in the PCA could 

have been mentioned. The fourth dimension reveals the modus operandi of the attacks, social 

engineering, the role of voice attacks, and the role of urgency in the attacks (for some, more than four 

attacks during confinement). It is inversely related to training and especially strongly inversely 

correlated to awareness in the use of the computer in what we call slow-thinking security awareness. It 

is inversely related to Q15a, i.e. to the results obtained in the scoring. Urgency is an element that 

facilitates (Q56) attacks and the feeling of vulnerability (Q53).  

  

If we look in detail, as knowledge increases, so does the perceived uncertainty, and the awareness of 

risk levels increases. If we specify the issues related to attacks by mentioning social engineering, there 

is a slight correlation between awareness and scoring (test about cybercriminality). There is a very strong 

correlation between learning-in-progress facilitating the culture of awareness and the score obtained. 

The score obtained correlates well with the user’s feeling after taking the course. The better the latter is, 

the better the score.  

  

“I feel a sense of control over computer security thanks to the MSI course” correlates well with the score 

obtained. The course is seen as a way to cope with containment. “The computer security awareness of 

the Lyon II MSI course (TV5 monde case) will allow me to make the most of my internet connection 

(computer, smartphone) during lockdown” is a response that shows very good correlation with the 

scoring. This is corroborated by question 19. Security awareness training (e.g. TD on the TV5 monde 

case in the MSI course or other teaching) provides tips that help overcome cybersecurity-related 

difficulties.  

  

Collective mechanisms to fight cyberattacks are relatively effective. “I act to ensure respect for security 

rules in the organization (L2, MSI, University of Lyon 2)”. The TD on security (for example, the TV 5 

monde case or the Kaspersky case) increases my knowledge of computer security. I receive feedback 

(e.g. a message, reward point or good grade) on my progress. Scoring about the cybercriminality 

correlates negatively with the uncertainty of “during containment, my curiosity is exploited”, so this is 

the weapon to defeat cyberattacks. This is consistent with the work of Schneider et al. (2020). Q16 

correlates well with question Q30 on feedback. It reflects the need for guidance of younger users and 

the need to provide them with feedback in cyberattack experiences.Q18, the empathy variable, is 

interesting because it is linked to the awareness of the progressiveness of the course. In other words, it 

is not possible to feel empathy only after mastering the content delivered in the course. The feeling of 

change in learning methods for students is negatively related to question 25 and the variable with respect 

to safety rules. Q25 is “I act to ensure that safety rules are respected in the organization” (L2, MSI, 

University of Lyon 2). This way of functioning is positively correlated with the risks linked to the 

emergency. Change is positively correlated with the risk that hackers will take advantage of inattention 

and build on mistakes to increase their reach and attacks.  

Uncertainty is perceived in contrasting ways. If the uncertainty linked to the ambiguity of the choices to 

creativity is obvious, then the “procedural uncertainty” in Q60 is correlated with the scoring, and we 

know what to do when we obtain a good score. Last one allows us to evaluate the risks in order to make 

the right decisions. We observe that the dichotomy between the score of question 15, the level of 

knowledge, is inversely correlated with question 24 with regard to an intuitive experience that is 

immediate and characterized by rapid thinking. Q24 is “I become little aware of my environment while 

I am taking a computer security awareness course” (University of Lyon 2, L2, MSI course).  

The social engineering proposed here as voice phishing correlates well with the distributed course 

material and with the feeling of a lack of awareness while using the computer. This feeling is related to 

question 34 and a sense of safety in using a computer.  
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4. DISCUSSION  

It is possible to limit the risks by transferring knowledge to the actors, and the mechanisms at work are 

more individual than collective.  

1. Security awareness reduces the risks of social engineering thanks to cognitive framing. A 

confirmation of cognitive framing in man-machine interaction reduces the risks in social engineering 

situations. We find the three phases of the choice process (choice rule, framing and evaluation) which 

appear in Kahneman & Tversky (1986) and the results, are relevant for the decision. In the evaluation 

phase, the user focuses on the decision, probably with caution and increased concentration. Although 

not very formal, framing theory focuses on the rules that govern the representation of acts, outcomes, 

and contingencies (Tversky & Kahneman, 1986).  

As noted in and to reiterate the work of Kahneman et al. (2011), a user clicking on a message makes a 

decision which, according to the theory, depends on a choice, rule and frame. When the user fixes her 

or his attention on the message, the stimuli related to the context (the coronavirus pandemic) will 

interfere and modify the attention mechanisms. The simulated, feigned urgency forces the user to revise 

his or her probability calculations. As it appears in our study, this technique of necessary urgency, 

dictated by the events and the seriousness of the situation, makes it possible to turn to the mechanisms 

of security awareness. This confirms that slow thinking associated with data processing is a lens. As 

concluded in Montanez et al. (2020), we have presented a framework for systematizing human cognition 

through the lens of social-engineering cyberattacks, which exploit weaknesses in human cognition 

functions.  

As Montanez et al. (2020, p. 1) explained, “Adequate defence against social engineering cyberattacks 

requires a deeper understanding of what aspects of human cognition are exploited by these cyberattacks, 

why humans are susceptible to these cyberattacks, and how we can minimize or at least mitigate their 

damage.” “A course about social engineering is a factor of mitigation of damages caused by cyberattacks 

and liberates creative uncertainty, calculus uncertainty ambiguity uncertainty.  

It contains persuasion” (Wright, 2014). If it is possible to observe chains of causalities, then remote 

work leads to an increased use of the computer, increased use of the latter to carry out financial 

operations, and an increased perceived value. The study shows that a minimum base of knowledge is 

needed to face these increased risks. The study shows that by paying more attention to explicit risks, we 

can avoid fishing, identify attacks, and then mobilize collective measures based on mutual aid and the 

identification of criminogenic situations. Conversely, this absence allows panic to occur and does not 

allow one to come to the aid of others.  

 

A. Confirmation of categories of uncertainties in efficient programs 

 

In cybersecurity knowledge, the quantitative study confirms the first studies of Schneider et al. (2020). 

Topics most relevant to the organization’s ecosystem must be chosen to limit creative uncertainty. The 

security culture and the needs of the business should serve as the basis for creating collaterals for security 

awareness trainings (Schneider et al., 2020; Manke & Winkler, 2013, p. 24).  

  

To limit procedural uncertainty, organizations must develop program content specific to various user 

groups to enable role-based training. To limit uncertainty, the training material should be relevant to the 

job duties of the individuals participating in the training (Schneider et al., 2020; Horenbeeck, 2017; 

Osterman Research Inc., 2018; PCI Security Standards Council, 2014). To limit ambiguous uncertainty, 

effective messaging tailored to a desired outcome is required with a focus on behavioural change. 

ISACA (2019) highlighted that security awareness programs are often launched without the definition 

of a clear objective. Osterman Research, Inc. (2019, p. 13) stated that the ultimate goal, the desired 

outcome of security awareness programs, is behaviour modification. Security awareness training is 

about improving the behaviour of employees who have the potential of undermining the security 

provided by the organization’s security infrastructure (Schneider et al., 2020).  
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Substantive uncertainty is also a major concern for social engineering and cyberattacks. Organizations 

must deliver trainings sufficiently often to avoid the limited capacity of the human mind. The load of 

information delivered to employees should be considered. To achieve this goal, the training content 

should be broken down into ‘consumable’ units. In addition, a modular structure is a suitable measure 

to avoid information overload (ISACA (2019).  

Awareness materials are multimodal: It is important to deliver awareness materials across multiple 

channels. To ensure that employees remember the information disseminated during awareness training 

programs, it is recommended to use multiple channels for communication to ensure that employees are 

exposed to the same information repeatedly. This will help them to better retain information (PCI 

Security Standards Council, 2014). It is important to build upon high-quality content, which is simple 

to understand and presented in a form that is easy to digest, enjoyable and frictionless.   

 

B. Centrality of knowledge  

Our study puts forward a knowledge base as it first incorporates the factor of uncertainty and second,as 

the data collection accounts for the particularities of human perception during COVID-19 restrictions. 

Sawyer and Hancock focused on a specific effect (the prevalence effect) in email-based attacks. Our 

study has a different methodological approach: we used a questionnaire and used a broader perspective 

on social engineering. In addition, we investigated the correlations between risk perception, 

cybersecurity awareness and education. Contrary to Straub, our study incorporates recent data. While 

Straub was more dedicated to investigating management investment decisions, our study has its origin 

in risk perception, which is regarded to be the root cause of further security-related behaviour and 

decisions. Choi’s study suggested that awareness plays a crucial role in managerial actions toward 

cybersecurity; however, that study concluded that more factors need to be incorporated. With our study, 

we take this identified gap further and, e.g. incorporate the factor of uncertainty into account. Blau et al. 

(2017) focused on cybersecurity-related investment decisions of senior management. Our study is not 

dedicated to capturing factors for investment decisions. However, our study suggests that 

computersupported work increased in importance and that business-critical tasks have increasingly 

shifted into cyberspace.  

Montanez et al.(2020) proposed a framework of human cognitive functions to accommodate social 

engineering cyberattacks. Our study proposes an alternative, taking into account the factor of 

uncertainty, which is explicitly prevalent in times of a pandemic, and tests the correlations with 

empirical data. Wright investigated the response to social engineering messages, while our study more 

broadly investigated social-engineering cyberattacks.  

  

4. CONCLUSION  

 

Our data analysis supported the proposal of risk awareness as a positive factor in more secure IT system 

usage. The study also revealed a correlation between perceived risk in IT system usage and knowledge. 

An increased level of cybersecurityrelated knowledge arrives with a higher perception of uncertainty. 

The authors’ previous qualitative research with senior managers (Schneider et al., 2020) also revealed 

this paradox. While the interviewed senior manager regarded his or her own cybersecurity maturity as 

being very high initially, his or her own perception changed throughout the interview as the senior 

manager increasingly perceived threats in cyberspace behaviour.  

What role does cybersecurity training and security awareness play in the context of COVID-19? The 

data collected in our study strongly confirm the increased dependency of users on their devices and 

Internet connectivity. Participants reported conducting multiple critical transactions via online 

connections within a single business day. Technology plays an essential role in administering both work 

and private life. The data collected in our study strongly confirm the increased dependency of users on 

their devices and Internet connectivity. Participants reported conducting multiple critical transactions 
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via online connections within a single business day. Technology plays an essential role in administering 

both work and private life.  The rising number of cyberattacks in times of the  

COVID-19 crisis enforces the importance of cybersecurity training and awareness programs at all levels 

including business students who might become future managers as well as today’s senior management. 

The study strongly confirm the role of the cybersecurity  training and security awareness play in the 

box.context  of COVID-19 pandemic restrictions A confirmation of cognitive framing in man-machine 

interaction reduces the risks in social engineering situations. We find the three phases of the choice 

process (choice rule, framing and evaluation) which appear in Kahneman & Tversky (1986) and the 

results, are relevant for the decision. We confirm the evaluation phase, the user focuses on the decision, 

probably with caution and increased concentration and slow thinking. Although not very formal, framing 

theory focuses on the rules that govern the representation of acts, outcomes, and contingencies (Tversky 

& Kahneman, 1986).  

  

As plans for future research, we intend to overcome two limitations of the current study. First, empirical 

data were collected from students. Even though the students were based in relevant fields of management 

and business, we need to validate our findings with a target group of managers in future research. 

Second, using a questionnaire as a main data source allowed us to collect the reported behavior of the 

study participants but did not reveal real behavior in cybersecurity-related situations. It is desirable to 

triangulate the data collection method. As an example, the authors developed a virtual cybersecurity 

escape room where players need to find relief from a serious successful cybersecurity attacks in a 

company scenario. This game includes a social engineering attack by phishing. Game executions with 

(senior) managers could provide enhanced insights into cybersecurity behavior in a time-constrained 

security challenge. Social engineering offers a rich context of observation of computational social 

systems.  
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