# Hypergraphs with Polynomial Representation: Introducing r-splits 

François Pitois, Mohammed Haddad, Hamida Seba, Olivier Togni

## To cite this version:

François Pitois, Mohammed Haddad, Hamida Seba, Olivier Togni. Hypergraphs with Polynomial Representation: Introducing r-splits. Discrete Mathematics and Theoretical Computer Science, In press, special issue ICGT'22, 25:3. hal-04240302

HAL Id: hal-04240302

## https://hal.science/hal-04240302

Submitted on 13 Oct 2023

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L'archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d'enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.

# Hypergraphs with Polynomial Representation: Introducing $r$-splits 

Mohammed Haddad, François Pitois, Hamida Seba, Olivier Togni


#### Abstract

Inspired by the split decomposition of graphs and rank-width, we introduce the notion of $r$-splits. We focus on the family of $r$-splits of a graph of order $n$, and we prove that it forms a hypergraph with several properties. We prove that such hypergraphs can be represented using only $\mathcal{O}\left(n^{r+1}\right)$ of its hyperedges, despite its potentially exponential number of hyperedges. We also prove that there exist hypergraphs that need at least $\Omega\left(n^{r}\right)$ hyperedges to be represented, using a generalization of set orthogonality.


## 1 Introduction

Graph decomposition is a major aspect of graph theory, it is mainly used to run efficient algorithms and solve combinatorial problems on graphs that can be well decomposed. A decomposition of a graph is an alternative way to represent a graph, usually to highlight some structure in the graph. One large family of decompositions is that of width decomposition, which aims at decomposing a graph while minimizing a parameter, and such that this decomposition can be used to run efficient algorithms under this parameterization [12]. For example, tree-width decomposes a graph into a tree structure that minimizes the size of some bags [16]; rank-width decomposes a graph into an unrooted binary tree structure such that each edge represents a cut of bounded rank over $\mathbb{F}_{2}[13,15]$; clique-width decomposes a graph using some allowed operations between a bounded number of classes of vertices [5]; and more recently, twin-width decomposes a graph by mimicking cograph decomposition and minimizing the number of errors through the decomposition [1]. Some other decompositions include modular decomposition [11] and split decomposition [7, 6]. Here, we focus on split decomposition. Informally, a split is a cut (or 2-partition) of a graph that looks like a complete bipartite graph plus one stable set on each side of the cut.


Figure 1: An example of a split

It was improved in [10] to give birth to a decomposition that both represents all the edges of a graph together with all its splits. The split decomposition of a graph is a powerful tool. For example, it is used to recognize distance-hereditary graphs [9]. However, there is a family of graphs, called prime graphs, that have no splits besides trivial ones. A trivial split is a split with one part of size 0 or 1 . It is called trivial because a 2 -partition with one part of size 0 or 1 is always a split by definition. This means that these techniques cannot be used on prime graphs. The goal of this paper is to extend this kind of decompositions to prime graphs by generalizing the definition of a split as well as related concepts such as symmetric crossing families [7] and orthogonality [4]. We take inspiration from the rank-width decomposition to generalize splits into $r$-splits. The family of all splits of a graph has the property of being a symmetric crossing family. Hence, our approach consists in proving some properties about the family of $r$-splits of a graph. We also generalize orthogonality. Usually, orthogonality is defined on partitive families and modular decomposition [11, 4]. Since these notions are very close to symmetric crossing families and split decomposition [2], we allow ourselves to extend this notion and the associated vocabulary. In [4], two sets of vertices are orthogonal (or non-overlapping) if one is included in the other or if their intersection is empty. Orthogonality can be used to compute the split decomposition in linear time [4]. In [8], two sets of vertices are non-crossing if they are non-overlapping or if their union is the set of all vertices of the graph. This notion was used to define and prove properties of split decompositions in the first place [7]. In this paper, we generalize the notion of being non-crossing, and give it the name $r$-orthogonality. We use it to prove lower bounds, and we hope it could be used to define a general $r$-split decomposition.

### 1.1 General definitions

A split can be defined as a cut of rank at most 1. In a natural way, we introduce an $r$-split as a cut of rank at most $r$.

Definition 1. Let $G=(V, E)$ be a graph. Let $(X, \bar{X})$ be a cut (i.e., a 2-partition of $V)$. The rank of this cut, noted $\rho(X)$, is equal to the rank of the adjacency matrix of $G$ where the rows are restricted to $X$, and the columns are restricted to $\bar{X}$. This matrix is called the $[X, \bar{X}]$-adjacency matrix of $G$, and is noted $A(G)[X, \bar{X}]$. The rank is computed over the finite field of two elements $\mathbb{F}_{2}$. The cut $(X, \bar{X})$ is an $r$-split if $\rho(X) \leq r$. For convenience, we identify the cut $(X, \bar{X})$ with the set of vertices $X$.

Since the rank of a matrix is always less than or equal to the number of its rows and less than or equal to the number of its columns, we know that $\rho(X) \leq \min (|X|,|\bar{X}|)$. This motivates us to focus on the case where this inequality becomes an equality.

Definition 2. A cut $(X, \bar{X})$ is said to be trivial if $\rho(X)=\min (|X|,|\bar{X}|)$.
In other words, the cut $(X, \bar{X})$ is trivial if the $[X, \bar{X}]$-adjacency matrix of $G$ has full-rank in $\mathbb{F}_{2}$.
Example 1. In the graph of Figure 2, the set of vertices $\{a, b, c, d, e\}$ is a 2 -split, as the rank of the matrix given in Figure 3 is 2. Note that the rank is computed over $\mathbb{F}_{2}$. This means that additions and multiplications are done modulo 2 . For example, the first three
 $1+1=0 \bmod 2$.


Figure 2: A graph and its adjacency matrix

$$
\left.A(G)[\{a, b, c, d, e\},\{f, g, h, i\})]=\begin{array}{c} 
\\
a \\
b \\
c \\
d \\
e
\end{array} \begin{array}{cccc}
f & g & h & i \\
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

Figure 3: The cut $(\{a, b, c, d, e\},\{f, g, h, i\})$ is a 2 -split

We focus on the set of $r$-splits of a graph for a fixed $r$. Function $\rho$ has several properties [15] which carry over to $r$-splits. The first one is a very well-known property that comes directly from properties of the rank.

Lemma 1. For all $X \subseteq V$, we have $\rho(X) \leq|X|$ and $\rho(X)=\rho(V \backslash X)$.
Another useful property of $\rho$ is submodularity, which is stated as follows:
Lemma $2([15])$. For all $X, Y \subseteq V$, we have $\rho(X \cup Y)+\rho(X \cap Y) \leq \rho(X)+\rho(Y)$.
Furthermore, we need the notion of r-rank connectivity, which is defined as follows:
Definition 3 ([14]). A graph $G$ is $r$-rank connected if each $k$-split for $k<r$ is trivial.
This definition allows to fully characterize the trivial $r$-splits of a graph. As a consequence of the definition of trivial $r$-split and $r$-rank connectivity, we get the following lemma:

Lemma 3. Let $G$ be a graph. If a set of vertices $X$ is a trivial $r$-split, then $|X| \leq r$ or $|\bar{X}| \leq r$. If $G$ is $r$-rank connected, this implication is an equivalence.

An another direct consequence of $r$-rank connectivity is this lemma:
Lemma 4. Let $G$ be an r-rank connected graph. Let $X$ be a set of vertices such that $r \leq|X| \leq|V|-r$. Then $\rho(X) \geq r$.

Proof. Suppose for a contradiction that $\rho(X)<r$. This means that $X$ is a $(r-1)$-split. By $r$-rank connectivity, $X$ is trivial. By definition of being trivial, $\rho(X)=\min (|X|,|\bar{X}|)$. Hence, $\min (|X|,|\bar{X}|)<r$, which contradicts the fact that $r \leq|X| \leq|V|-r$.

Combined with submodularity, we get the following lemma:
Lemma 5. If $X$ and $Y$ are two $r$-splits of an $r$-rank connected graph $G$ and if $|X \cap Y| \geq r$, then $X \cup Y$ is also an $r$-split.

Proof. First, if $|X \cup Y| \leq r$ or $|\overline{X \cup Y}| \leq r$, then $\rho(X \cup Y) \leq \min (|X \cup Y|,|\overline{X \cup Y}|) \leq r$, meaning that $X \cup Y$ is an $r$-split.

Then, if $|\overline{X \cap Y}| \leq r$, it means that $|\overline{X \cup Y}| \leq|\overline{X \cap Y}| \leq r$, so we are in the same case as previously, and $X \cup Y$ is an $r$-split.

Otherwise, the number of vertices of $X \cup Y$ and $X \cap Y$ is both between $r$ and $|V|-r$. Hence, by $r$-rank connectivity of $G, \rho(X \cup Y) \geq r$ and $\rho(X \cap Y) \geq r$. Since $X$ and $Y$ are $r$-splits, we know that $\rho(X) \leq r$ and $\rho(Y) \leq r$. By submodularity, we deduce that $\rho(X \cup Y)+\rho(X \cap Y) \leq 2 r$. All in all, $\rho(X \cup Y)=\rho(X \cap Y)=r$, which concludes the proof.

This property is powerful as it organizes the set of all $r$-splits of a graph. In fact, we show in Section 2 that given an $r$-rank connected graph $G$ with $n$ vertices, there exists a subset of $r$-splits of size $\mathcal{O}\left(n^{r+1}\right)$ that fully characterizes the whole set of $r$-splits.

### 1.2 Hypergraph of $r$-splits

Let $G=(V, E)$ be an $r$-rank connected graph with vertex set $V=[n]$. Let us denote by $H_{r}(G)$ the hypergraph whose set of vertices is the same as $G$, namely $V\left(H_{r}(G)\right)=[n]$, and whose set of hyperedges $\mathcal{E}$ is the set of all $r$-splits of $G$. From Lemmas 1 and 2 , we know that $H_{r}(G)$ satisfies the following properties: (1) if $A \in \mathcal{E}$, then $V \backslash A \in \mathcal{E}$; (2) for every set of vertices $X \subseteq V$, if $|X| \leq r$, then $X \in \mathcal{E}$; (3) if $A, B \in \mathcal{E}$ and $|A \cap B| \geq r$, then $A \cup B \in \mathcal{E}$. Therefore, we consider hypergraphs that satisfy these properties.

Please note that in this paper, since every hypergraph has $V=[n]$ as set of vertices, we identify a hypergraph $H=(V, \mathcal{E})$ with its set of hyperedges $\mathcal{E}$. This means, for example, that we write $A \in \mathcal{E}$ or $A \in H$ to denote a hyperedge $A$ of $H$, and we can denote by $\{A, B\}$ the hypergraph with set of vertices $V=[n]$ and set of hyperedges $\{A, B\}$.

Definition 4. Let $\mathbb{K}_{r}(n)$ be the class of hypergraphs with set of vertices $V=[n]$ and set of hyperedges $\mathcal{E}$ that satisfies:
$\boldsymbol{R}_{\leq}$: For every set of vertices $X \subseteq V$, if $|X| \leq r$, then $X \in \mathcal{E}$.
$\boldsymbol{R}_{\neg}$ : If $A \in \mathcal{E}$, then $V \backslash A \in \mathcal{E}$.
$\boldsymbol{R}_{\cup}:$ If $A, B \in \mathcal{E}$ and $|A \cap B| \geq r$, then $A \cup B \in \mathcal{E}$.
By combining the three above rules, we can deduce other similar properties.
Lemma 6. Let $H \in \mathbb{K}_{r}(n)$ be a hypergraph with set of vertices $V=[n]$ and set of hyperedges $\mathcal{E}$. Then $H$ satisfies:
$\boldsymbol{P}_{\geq}$: For every set of vertices $X \subseteq V$, if $|X| \geq n-r$, then $X \in \mathcal{E}$.
$\boldsymbol{P}_{\cap}:$ If $A, B \in \mathcal{E}$ and $|\overline{A \cup B}| \geq r$, then $A \cap B \in \mathcal{E}$.
$\boldsymbol{P}_{\backslash}:$ If $A, B \in \mathcal{E}$ and $|A \backslash B| \geq r$, then $B \backslash A \in \mathcal{E}$.
Proof. Property $\boldsymbol{P}_{\geq}$is obtained by combining rules $\boldsymbol{R}_{\leq}$and $\boldsymbol{R}_{\neg}$, while properties $\boldsymbol{P}_{\cap}$ and $\boldsymbol{P}_{\backslash}$ are obtained by combining rule $\boldsymbol{R}_{\cup}$ and rule $\boldsymbol{R}_{\neg}$ multiple times.

First, let us prove property $\boldsymbol{P}_{\cap}$ : Let $A, B \in \mathcal{E}$ such that $|\overline{A \cup B}| \geq r$. By rule $\boldsymbol{R}_{\neg}$, $\bar{A} \in \mathcal{E}$ and $\bar{B} \in \mathcal{E}$. We know that $|\bar{A} \cap \bar{B}|=|\overline{A \cup B}| \geq r$, so by rule $\boldsymbol{R}_{\cup}, \bar{A} \cup \bar{B}=\overline{A \cap B} \in$ $\mathcal{E}$. Finally, by applying rule $\boldsymbol{R}_{\neg}$ again to $\overline{A \cap B} \in \mathcal{E}$, we get that $A \cap B \in \mathcal{E}$.

In a similar way, we prove property $\boldsymbol{P} \backslash$ Let $A, B \in \mathcal{E}$ such that $|A \backslash B| \geq r$. By rule $\boldsymbol{R}_{\neg}, \bar{B} \in \mathcal{E}$. We know that $|A \cap \bar{B}|=|A \backslash B| \geq r$, so by rule $\boldsymbol{R}_{\cup}, A \cup \bar{B}=\overline{B \backslash A} \in \mathcal{E}$. Finally, by applying rule $\boldsymbol{R}_{\neg}$ again to $\overline{B \backslash A} \in \mathcal{E}$, we get that $B \backslash A \in \mathcal{E}$.

We note that for each $r$-rank connected graph $G$ of order $n$, the hypergraph $H_{r}(G)$ made of all $r$-splits of $G$ belongs to the class $\mathbb{K}_{r}(n)$.

The class $\mathbb{K}_{r}(n)$ has the property of being a closure system. This means that: (1) the hypergraph with every possible hyperedge belongs to $\mathbb{K}_{r}(n) ;(2)$ if we take two hypergraphs $H_{1}, H_{2} \in \mathbb{K}_{r}(n)$, then the intersection of $H_{1}$ and $H_{2}$ is also in $\mathbb{K}_{r}(n)$. We recall that the intersection of two hypergraphs $H_{1}$ and $H_{2}$ is the hypergraph whose vertex set is the same as $H_{1}$ and $H_{2}$ (namely, [n]), and whose hyperedge set is the intersection of the set of hyperedges of $H_{1}$ and $H_{2}$.

Lemma 7. The class $\mathbb{K}_{r}(n)$ is a closure system.
Proof. First, it is trivial that the hypergraph with all possible hyperedges satisfies Definition 4, meaning that this hypergraph belongs to $\mathbb{K}_{r}(n)$. Secondly, let $H_{1}, H_{2} \in \mathbb{K}_{r}(n)$ and let us prove that $H_{1} \cap H_{2} \in \mathbb{K}_{r}(n)$. To this purpose, let $A, B$ be hyperedges of $H_{1} \cap H_{2}$ and let $X$ be a subset of vertices of $V$, and let us prove that they satisfy rules $\boldsymbol{R}_{\leq}, \boldsymbol{R}_{\neg}, \boldsymbol{R}_{\cup}$ of Definition 4:

- For $\boldsymbol{R}_{\leq}$: If $|X| \leq r$, then $X$ is a hyperedge of $H_{1}$ as $H_{1} \in \mathbb{K}_{r}(n)$, and $X$ is a hyperedge of $H_{2}$ as $H_{2} \in \mathbb{K}_{r}(n)$. Hence, $X$ is a hyperedge of $H_{1} \cap H_{2}$.
- For $\boldsymbol{R}_{\neg}$ : As $A$ is a hyperedge of $H_{1} \cap H_{2}, A$ is a hyperedge of $H_{1}$, and $V \backslash A$ is also a hyperedge of $H_{1}$ as $H_{1} \in \mathbb{K}_{r}(n)$. For the same reason, $V \backslash A$ is a hyperedge of $H_{2}$. Hence, $V \backslash A$ is a hyperedge of $H_{1} \cap H_{2}$.
- For $\boldsymbol{R}_{\cup}$ : If $|A \cap B| \geq r$, then $A \cup B$ is a hyperedge of $H_{1}$ as $H_{1} \in \mathbb{K}_{r}(n)$. With the same argument, $A \cup B$ is a hyperedge of $H_{2}$. Hence, $A \cup B$ is a hyperedge of $H_{1} \cap H_{2}$.

In conclusion, $H_{1} \cap H_{2}$ fully satisfies Definition 4, proving that $H_{1} \cap H_{2} \in \mathbb{K}_{r}(n)$.
Having a closure system is convenient, as it induces a closure operator [3]. In our case, the closure operator is defined as follows:

Definition 5. Let $H$ be a hypergraph with vertex set $V=[n]$. The closure of $H$ in $\mathbb{K}_{r}(n)$, denoted $\langle H\rangle_{r}$, is the hypergraph defined as the intersection of all hypergraphs that contain $H$ and that belong to $\mathbb{K}_{r}(n)$. A hypergraph $H$ satisfying $\langle H\rangle_{r}=H$ is called a closed hypergraph for $\langle\cdot\rangle_{r}$, an $r$-closed hypergraph, or simply a closed hypergraph when there is no ambiguity.

In other words, a set of vertices $A$ is a hyperedge of $\langle H\rangle_{r}$ if and only if $A$ is a hyperedge of every hypergraph of $\mathbb{K}_{r}(n)$ that has $H$ as a sub-hypergraph. To better understand the closure operator $\langle\cdot\rangle_{r}$, let us see an example.
Example 2. Let $n=8$ and $r=2$. Let $H$ be the hypergraph with vertex set $V=[n]$ and hyperedge set $\mathcal{E}=\{\{1,2,3\},\{2,3,4,5\}\}$. Then, the hypergraph $\langle H\rangle_{r}$ is made of the following hyperedges:

- all sets made of 0,1 or 2 vertices, according to $\boldsymbol{R}_{\leq}$,
- all sets made of 6,7 or 8 vertices, according to $\boldsymbol{P}_{\geq}$,
- $\{1,2,3\}$ and $\{2,3,4,5\}$, because $H$ must be a sub-hypergraph of $\langle H\rangle_{r}$,
- $\{4,5,6,7,8\}$ and $\{1,6,7,8\}$, according to $\boldsymbol{R}_{\neg}$,
- $\{1,2,3,4,5\}$ according to $\boldsymbol{R}_{\cup}$,
- $\{6,7,8\}$ according to $\boldsymbol{R}_{\neg}$ applied to $\{1,2,3,4,5\}$.

This list proves that $\langle H\rangle_{r}$ must contain all these hyperedges. To prove that $\langle H\rangle_{r}$ is indeed equal to this set of hyperedges, one must prove that this whole set of hyperedges satisfies rules $\boldsymbol{R}_{\leq}, \boldsymbol{R}_{\neg}$ and $\boldsymbol{R}_{\cup}$.

Just like any closure operator, $\langle\cdot\rangle_{r}$ is extensive (for any hypergraph $H, H \subseteq<H>_{r}$ ), monotone (for any hypergraphs $H, H^{\prime}$, if $H \subseteq H^{\prime}$, then $\langle H\rangle_{r} \subseteq\left\langle H^{\prime}>_{r}\right.$ ), and idempotent (for any $H \in \mathbb{K}_{r}(n)$, we have $\left\langle H>_{r}=H\right.$ ) [3]. We can now use $<\cdot>_{r}$ to formalize one of the main theorems of this paper.

Theorem 1. Given an r-rank connected graph $G$ with $n$ vertices, there exists a hypergraph $H$ with $\mathcal{O}\left(n^{r+1}\right)$ hyperedges such that $\langle H\rangle_{r}=H_{r}(G)$.

Section 2 is dedicated to the proof of this theorem.

### 1.3 Complementary results

The closure operator $\langle\cdot\rangle_{r}$ is the main tool used to represent hypergraphs through this paper. In this subsection, we study it in more detail. To do so, we first introduce a related closure operator, which in turn defines a relation between the hyperedges of a hypergraph.

Definition 6. Let $\mathbb{K}_{r}^{\circ}(n)$ be the class of hypergraphs with set of vertices $V=[n]$ and set of hyperedges $\mathcal{E}$ that satisfies:
$\boldsymbol{R}_{\leq}$: For every set of vertices $X \subseteq V$, if $|X| \leq r$, then $X \in \mathcal{E}$.
$\boldsymbol{R}_{\neg}$ : If $A \in \mathcal{E}$, then $V \backslash A \in \mathcal{E}$.
The definition of $\mathbb{K}_{r}^{\circ}(n)$ is similar to the definition of $\mathbb{K}_{r}(n)$. The only difference is that the rule $\boldsymbol{R}_{\cup}$ is removed. In a very similar way, we can prove that $\mathbb{K}_{r}^{\circ}(n)$ is a closure system, and thus we can define the corresponding closure operator $\langle\cdot\rangle_{r}^{\circ}$. Now, we define $r$-orthogonal hyperedges as follows:

Definition 7. Let $A$ and $B$ be two hyperedges of a hypergraph $H$. Hyperedges $A$ and $B$ are $r$-orthogonal if $<\{A, B\}>_{r}=\langle\{A, B\}\rangle_{r}^{\circ}$. Here, recall that $\{A, B\}$ denotes the hypergraph with vertex set $[n]$ and hyperedge set $\{A, B\}$.

Section 3 is dedicated to the study of $r$-orthogonality. This relation introduces a class of hypergraphs called $r$-cross-free hypergraphs, defined as follows:

Definition 8. A hypergraph is $r$-cross-free if each pair of hyperedges of $H$ are $r$-orthogonal.
Such hypergraphs are interesting as they have a few number of hyperedges, but each of them is important regarding the closure operator $\langle\cdot\rangle_{r}$.

Theorem 2. Let $H$ be a r-cross-free hypergraph with $n$ vertices. Then the number of hyperedges of $H$ is at most $\mathcal{O}\left(n^{r+1}\right)$.

Theorem 3. There exists a hypergraph $H$ with $n$ vertices that is both r-cross-free and $r$-closed such that for all sub-hypergraph $H^{\prime}$ of $H$ satisfying $\left\langle H^{\prime}>_{r}=H\right.$, the number of hyperedges of $H^{\prime}$ is at least $\Omega\left(n^{r}\right)$.

Section 4 is dedicated to proving these two theorems.
Theorems 1 and 3 together prove that some $r$-closed hypergraphs need at least $\Omega\left(n^{r}\right)$ hyperedges to be represented, while each $r$-closed hypergraph needs at most $\mathcal{O}\left(n^{r+1}\right)$ hyperedges to be represented.

## 2 Essential hyperedges and polynomial representation

The sketch of the proof of Theorem 2 is as follows: Given a hypergraph $H \in \mathbb{K}_{r}$, we define a notion of essential hyperedge of $H$, such that the sub-hypergraph $H^{\prime}$ made of all essential hyperedges has a closure equal to $H$. By being careful with the definition of essential hyperedges, we ensure that there is no more than $\mathcal{O}\left(n^{r+1}\right)$ essential hyperedges. This allows us to conclude.

This is done in three steps: First, we define what an essential hyperedge is. To do so, we need some lemmas that ensure that this notion is well-defined. Then, we prove that each hyperedge of the original hypergraph $H$ can be obtained using essential hyperedges. Formally, this means that for each hyperedge $A$ of $H$, there exists a hypergraph $H^{\prime}$ made of some essential hyperedges such that $A$ is a hyperedge of $\left\langle H^{\prime}\right\rangle_{r}$. Finally, this allows us to prove that the hypergraph $H^{\prime}$ made of all essential hyperedges satisfies $H \subseteq<H^{\prime}>_{r}$. Besides, since $H^{\prime}$ is a subgraph of $H$, we have an equality. Hence, we have a result for every hypergraph in $\mathbb{K}_{r}$. Since $H_{r}(G) \in \mathbb{K}_{r}$, we can conclude.

### 2.1 Definition of essential hyperedges

We want to define essential hyperedges of a hypergraph $H \in \mathbb{K}_{r}$ such that, using them together with rules $\boldsymbol{R}_{\leq}, \boldsymbol{R}_{\neg}$, and $\boldsymbol{R}_{\cup}$, we can deduce every other hyperedge of $H$. Rule $\boldsymbol{R}_{\neg}$ states that if a hyperedge $A$ is in $H$, then its complement $\bar{A}$ is also in $H$. This means that only half of the hyperedges are useful and that the other half can be obtained using rule $\boldsymbol{R}_{\neg}$. For instance, it motivates the fact that only hyperedges $A$ with a number of edges satisfying $|A| \leq n / 2$ should be essential.

Our idea is to define a function $\varphi_{H}$ as follows. We pick a set $X$ of $r+1$ vertices. If there exists a hyperedge $A$ of $H$ that contains $X$ such that $|A| \leq n / 2$, then we map $X$ to the smallest such hyperedge (for instance, either $A$ or a subset of $A$ ). Otherwise, it means that every hyperedge of $H$ that contains $X$ has more than $n / 2$ vertices. We decide to map $X$ to nothing in this case and to remove $X$ from the domain of $\varphi_{H}$.

First, we need to prove that, under some conditions, the intersection of two hyperedges $A$ and $B$ of a hypergraph $H \in \mathbb{K}_{r}(n)$ is also in $H$. In $\mathbb{K}_{r}(n)$, we have property $\boldsymbol{P}_{\cap}$ that states that if $A$ and $B$ are two hyperedges of $H$ such that $|\overline{A \cup B}| \geq r$, then $A \cap B$ is also a hyperedge of $H$. We show that we can remove the condition $|\overline{A \cup B}| \geq r$ if we consider only hyperedges with less than $n / 2$ vertices.

Lemma 8. Let $H \in \mathbb{K}_{r}(n)$. Let $A$ and $B$ be two hyperedges of $H$ such that $|A| \leq n / 2$ and $|B| \leq n / 2$. Then $A \cap B$ is a hyperedge of $H$.
Proof. If $|A \cap B| \leq r$, then $A \cap B$ is a hyperedge of $H$ by rule $\boldsymbol{R}_{\leq}$. Otherwise, we have $|A \cap B|>r$. Hence, $|A \cup B|=|A|+|B|-|A \cap B| \leq n / 2+n / 2-r \leq n-r$. This means that $|\overline{A \cup B}| \geq r$. By property $\boldsymbol{P}_{\cap}, A \cap B$ is a hyperedge of $H$.

We extend this lemma to more than two hyperedges by induction:

Corollary 1. Let $H \in \mathbb{K}_{r}(n)$. Let $X \subseteq V$ be a set of vertices. Let $\mathcal{A}$ be the set of all hyperedges $A$ of $H$ satisfying $X \subseteq A$ and $|A| \leq n / 2$. Then, if $\mathcal{A}$ is nonempty, the intersection of all hyperedges of $\mathcal{A}$ is also a hyperedge of $\mathcal{A}$.

We are now ready to define the notion of essential hyperedge.
Definition 9. Let $H \in \mathbb{K}_{r}(n)$. An essential hyperedge is a hyperedge of the form $\varphi_{H}(X)$ for some set of vertices $X \subseteq V$, where the function $\varphi_{H}$ is defined as follows. It is a function that takes as input a set of vertices $X \subseteq V$ of size $|X|=r+1$ and that returns either:

- A hyperedge $A$ of $H$ such that $X \subseteq A,|A| \leq n / 2$, and such that $A$ is the smallest such hyperedge.
- A guaranty that each hyperedge $A$ of $H$ that contains $X$ has size $|A|>n / 2$. In this case, $\varphi_{H}(X)$ is undefined, and $X$ is not in the input space of $\varphi_{H}$.

This function is well-defined, as the notion of "smallest such hyperedge" exists thanks to Corollary 1.

### 2.2 Each hyperedge is the union of some essential hyperedges

In this section, we prove that if $A$ is a hyperedge of $H$, then there exists a hypergraph $H^{\prime}$ made of some essential hyperedges such that $A$ is a hyperedge of $\left\langle H^{\prime}\right\rangle_{r}$. To prove this, we discuss the number of vertices of the hyperedge $A$. The main case is the case where $r+1 \leq|A| \leq n / 2$. Informally, the fact the $|A| \geq r+1$ guarantees that we can pick a set of vertices $X \subseteq A$ of size $|X|=r+1$ to apply $\varphi_{H}$ to; and the fact that $|A| \leq n / 2$ guarantees that $\varphi_{H}(X)$ is defined, meaning that we have at least one essential hyperedge $\varphi_{H}(X)$ contained in $A$. The other cases (namely when $|A| \leq r$ and when $|A|>n / 2$ ) are treated easily afterward.

First, we need a lemma that states that the union of some essential hyperedges of $H$ is a hyperedge (not necessarily essential) of $H$, providing some conditions. To keep it as general as possible, we do not ask for the hyperedges to be essential, but rather we just ask them to belong to a common set of size at most $n / 2$ vertices.

Lemma 9. Let $H \in \mathbb{K}_{r}(n)$ and let $A_{1}, \ldots, A_{k}$ be $k$ hyperedges of $H$. If for every $1 \leq i<k$, we have $\left|A_{i} \cap A_{i+1}\right| \geq r$, then $\bigcup_{i=1}^{k} A_{i}$ is a hyperedge of $H$.

Proof. We prove it by induction. For $k=1$, the lemma is trivial, and for $k=2$, it corresponds to $\boldsymbol{R}_{\cup}$. Suppose the lemma is true for $k$ hyperedges, and let us prove it for $k+1$. Let $A^{\prime}=A_{1} \cup \ldots \cup A_{k}$. $A^{\prime}$ is a hyperedge of $H$ by induction. It remains to prove that $A^{\prime} \cup A_{k+1}$ is a hyperedge of $H$. Since $A_{k} \subseteq A^{\prime}$, we have $A_{k} \cap A_{k+1} \subseteq A^{\prime} \cap A_{k+1}$, meaning that $\left|A^{\prime} \cap A_{k+1}\right| \geq\left|A_{k} \cap A_{k+1}\right| \geq r$. Finally, by rule $\boldsymbol{R}_{\cup}, A^{\prime} \cup A_{k+1}$ is a hyperedge of $H$.

With this lemma, we can prove the first case of this section, namely that each hyperedge $A$ with a size satisfying $r+1 \leq|A| \leq n / 2$ can be written as a union of essential hyperedges.

Corollary 2. Let $H \in \mathbb{K}_{r}(n)$. Let $A$ be a hyperedge of $H$ such that $r+1 \leq|A| \leq n / 2$. Then there exists a list of sets of vertices $X_{1}, \ldots, X_{k}$ and a hypergraph $H^{\prime}$ such that the hyperedges of $H^{\prime}$ are exactly $\varphi_{H}\left(X_{1}\right), \ldots, \varphi_{H}\left(X_{k}\right)$ and such that $A \in\left\langle H^{\prime}\right\rangle_{r}$.

Proof. Let us write $A$ as $A=\left\{u_{1}, \ldots, u_{|A|}\right\}$. For $1 \leq i \leq|A|-r$, let $X_{i}=\left\{u_{i}, \ldots, u_{i+r}\right\}$. For each $X_{i}$, we have $\left|X_{i}\right|=r+1$. Furthermore, $\varphi_{H}\left(X_{i}\right)$ is not undefined, as there exists a hyperedge in $H$ that contains $X_{i}$ and that has at most $n / 2$ vertices, namely $A$.

Let us prove that $A \in\left\langle H^{\prime}\right\rangle_{r}$ by applying Lemma 9 with hypergraph $\left\langle H^{\prime}\right\rangle_{r}$ and the $k$ hyperedges $\varphi_{H}\left(X_{1}\right), \ldots, \varphi_{H}\left(X_{k}\right)$. To be allowed to apply this lemma, we have to check that for all $i,\left|\varphi_{H}\left(X_{i}\right) \cap \varphi_{H}\left(X_{i+1}\right)\right| \geq r$. This is true as $X_{i} \subseteq \varphi_{H}\left(X_{i}\right)$ and as $X_{i} \cap X_{i+1}=$ $\left\{u_{i+1}, \ldots u_{i+r}\right\}$, which is a set of $r$ vertices. Hence, $\left|\varphi_{H}\left(X_{i}\right) \cap \varphi_{H}\left(X_{i+1}\right)\right| \geq\left|X_{i} \cap X_{i+1}\right|=r$.

Therefore, $A \in\left\langle H^{\prime}>_{r}\right.$.
As a consequence, using the rule $\boldsymbol{R}_{\neg}$, we can deal with the case $n / 2 \leq|A| \leq n-r-1$ :
Corollary 3. Let $H \in \mathbb{K}_{r}(n)$. Let $A$ be a hyperedge of $H$ such that $n / 2 \leq|A| \leq n-r-1$. Then there exists a list of sets of vertices $X_{1}, \ldots, X_{k}$ and a hypergraph $H^{\prime}$ such that the hyperedges of $H^{\prime}$ are exactly $\varphi_{H}\left(X_{1}\right), \ldots, \varphi_{H}\left(X_{k}\right)$ and such that $A \in\left\langle H^{\prime}\right\rangle_{r}$.

Proof. Let $B=\bar{A}$. Then $r+1 \leq|B| \leq n / 2$. By Corollary 2, there exists a list of sets of vertices $X_{1}, \ldots, X_{k}$ and a hypergraph $H^{\prime}$ such that the hyperedges of $H^{\prime}$ are exactly $\varphi_{H}\left(X_{1}\right), \ldots, \varphi_{H}\left(X_{k}\right)$ and such that $B \in\left\langle H^{\prime}>_{r}\right.$. By rule $\boldsymbol{R}_{\neg}, \bar{B} \in\left\langle H^{\prime}\right\rangle_{r}$.

Finally, it remains the cases where $|A| \leq r$ or $|A| \geq n-r$ :
Lemma 10. Let $H \in \mathbb{K}_{r}(n)$. Let $A$ be a hyperedge of $H$ such that $|A| \leq r$ or $|A| \geq n-r$. Then $A \in\langle\emptyset\rangle_{r}$, where $\emptyset$ represents the hypergraph with no hyperedge.

Proof. If $|A| \leq r$, by applying rule $\boldsymbol{R}_{\leq}$to the empty hypergraph $\emptyset$, we have that $A \in$ $<\emptyset\rangle_{r}$. If $|A| \geq n-r$, we apply property $\boldsymbol{P}_{\geq}$to the empty hypergraph $\emptyset$ to obtain that $A \in\langle\emptyset\rangle_{r}$.

All in all, given a hypergraph $H \in \mathbb{K}_{r}(n)$ and a hyperedge $A$ of $H$, there exists a list (that may be empty) of sets of vertices $X_{1}, \ldots, X_{k}$ and a hypergraph $H^{\prime}$ such that hyperedges of $H^{\prime}$ are exactly $\varphi_{H}\left(X_{1}\right), \ldots, \varphi_{H}\left(X_{k}\right)$ and such that $A \in\left\langle H^{\prime}\right\rangle_{r}$.

### 2.3 Polynomial representation

To finally prove Theorem 1 , it remains to apply the results of Section 2.2 to each hyperedge of the hypergraph $H$.

Lemma 11. Given a hypergraph $H \in \mathbb{K}_{r}(n)$, there exists a list of sets of vertices $X_{1}, \ldots, X_{k}$ and a hypergraph $H^{\prime}$ such that the hyperedges of $H^{\prime}$ are exactly $\varphi_{H}\left(X_{1}\right), \ldots, \varphi_{H}\left(X_{k}\right)$ and such that $H=\left\langle H^{\prime}\right\rangle_{r}$.

Proof. For each hyperedge $A_{i}$ of $H$, we know that there exists a hypergraph $H_{i}$ such that hyperedges of $H_{i}$ are of the form $\varphi_{H}\left(X_{i_{1}}\right), \ldots, \varphi_{H}\left(X_{i_{k}}\right)$ and such that $A_{i} \in<H_{i}>_{r}$. Let $H^{\prime}$ be the union of all $H_{i}$, and let us prove that $H=\left\langle H^{\prime}\right\rangle_{r}$.

First, we have:

$$
H=\bigcup_{i}\left\{A_{i}\right\} \subseteq \bigcup_{i}<H_{i}>_{r} \subseteq<H^{\prime}>_{r}
$$

Inclusion (1) is due to the monotone property of the closure operator $\langle\cdot\rangle_{r}$ applied to $H_{i}$ and $H^{\prime}$ for all $i$. This proves that for every $i,\left\langle H_{i}\right\rangle_{r} \subseteq\left\langle H^{\prime}\right\rangle_{r}$. Hence, the union of $\left.<H_{i}\right\rangle_{r}$ is included in $\left\langle H^{\prime}\right\rangle_{r}$.

Furthermore,

$$
H^{\prime}=\bigcup_{i} H_{i} \subseteq \bigcup_{(2)} H=H
$$

Inclusion (2) is due to the extensive property of the closure operator $\langle\cdot\rangle_{r}$.
Hence, by the monotone property of the closure operator $\langle\cdot\rangle_{r},\left\langle H^{\prime}\right\rangle_{r} \subseteq\langle H\rangle_{r}$, and $<H^{\prime}>_{r} \subseteq H$ since $H \in \mathbb{K}_{r}(n)$.

All in all, by double inclusion, $H=\left\langle H^{\prime}\right\rangle_{r}$.
Corollary 4. Given a hypergraph $H \in \mathbb{K}_{r}(n)$, there exists a hypergraph $H^{\prime}$ such that the number of hyperedges of $H^{\prime}$ is $\mathcal{O}\left(n^{r+1}\right)$ and such that $H=\left\langle H^{\prime}\right\rangle_{r}$.

Proof. By applying Lemma 11, there exists $H^{\prime}$ made of hyperedges of the form $\varphi_{H}\left(X_{i}\right)$. The number of such hyperedges is $\mathcal{O}\left(n^{r+1}\right)$ as every $X_{i}$ is made of $r+1$ vertices.

Now, we can prove Theorem 1. Let us recall it.
Theorem 1. Given an r-rank connected graph $G$ with $n$ vertices, there exists a hypergraph $H$ with $\mathcal{O}\left(n^{r+1}\right)$ hyperedges such that $\langle H\rangle_{r}=H_{r}(G)$.

Proof. Let $G$ be an $r$-rank connected graph $G$ with $n$ vertices. Then, $H_{r}(G) \in \mathbb{K}_{r}(n)$. By Corollary 4, there exists a hypergraph $H^{\prime}$ such that the number of hyperedges of $H^{\prime}$ is $\mathcal{O}\left(n^{r+1}\right)$ and such that $H_{r}(G)=\left\langle H^{\prime}\right\rangle_{r}$.

## 3 Orthogonal hyperedges

In this section, we generalize the notion of $r$-orthogonal hyperedges. This notion was introduced in the case $r=1$ under the name "non-crossing hyperedges" [7]. We prefer to use the term "orthogonal hyperedges", as it is more common, notably in modular decomposition $[11,4]$. Informally, two hyperedges are orthogonal when they do not contribute to the existence of a lot of new hyperedges in a hypergraph. The idea is that, given two hyperedges of a hypergraph in $\mathbb{K}_{r}(n)$, because of rules $\boldsymbol{R}_{\leq}, \boldsymbol{R}_{\neg}$ and $\boldsymbol{R}_{\cup}$, they can imply the existence of a lot of other hyperedges. Namely, rules $\boldsymbol{R}_{\checkmark}$ and $\boldsymbol{R}_{\cup}$ can imply up to eight new hyperedges $(A \cup B, A \backslash B, B \backslash A, A \cap B$, and all their complement). In turn, these new hyperedges can imply the existence of a lot of new hyperedges, which implies at the end an explosion of the number of hyperedges in the whole hypergraph. Without $\boldsymbol{R}_{\cup}$, the number of new hyperedges is reduced by far, as one hyperedge implies only the existence of another hyperedge (its complement).

Thus, the idea is to control how rule $\boldsymbol{R}_{\cup}$ applies to hyperedges $A$ and $B$, so that the produced hyperedge $A \cup B$ could also be obtained by using other rules, i.e., $\boldsymbol{R}_{\leq}$and/or $\boldsymbol{R}_{\neg}$. This notion depends only on the hyperedges $A$ and $B$ : either $A \cup B$ can be obtained using only $\boldsymbol{R}_{\leq}$and/or $\boldsymbol{R}_{\neg}$; or $\boldsymbol{R}_{\cup}$ is needed as well to obtain $A \cup B$. In the first case, hyperedges $A$ and $B$ are said to be orthogonal. In the latter case, they are said to cross. To formalize this, we introduce a new class of hypergraphs and a new closure operator that uses only rules $\boldsymbol{R}_{\leq}$and $\boldsymbol{R}_{\neg}$, as announced in Section 1.3:

Definition 10. Let $\mathbb{K}_{r}^{\circ}(n)$ be the class of hypergraphs with set of vertices $V=[n]$ and set of hyperedges $\mathcal{E}$ that satisfies:
$\boldsymbol{R}_{\leq}$: For every set of vertices $X \subseteq V$, if $|X| \leq r$, then $X \in \mathcal{E}$.
$\boldsymbol{R}_{\neg}$ : If $A \in \mathcal{E}$, then $V \backslash A \in \mathcal{E}$.
Lemma 12. The class $\mathbb{K}_{r}^{\circ}(n)$ is a closure system.
Proof. The proof is the same as the proof of Lemma 7, except we do not need to prove the last point.

This induces the following closure operator.
Definition 11. Let $H$ be a hypergraph with vertex set $V=[n]$. The $\mathbb{K}_{r}^{\circ}$-closure of $H$, denoted $\left\langle H>_{r}^{\circ}\right.$, is the hypergraph defined as the intersection of all hypergraphs that contain $H$ and that belong to $\mathbb{K}_{r}^{\circ}(n)$. A hypergraph $H$ satisfying $\left\langle H>_{r}^{\circ}=H\right.$ is called a closed hypergraph for $<\cdot>_{r}^{\circ}$.

We can now define the notion of $r$-orthogonality:
Definition 12. Let $V=[n]$ be a set of vertices and let $A, B \subseteq V$ be two sets of vertices. Hyperedges $A$ and $B$ are said to be $r$-orthogonal if $\left\langle\{A, B\}>_{r}=\left\langle\{A, B\}>_{r}^{\circ}\right.\right.$. This is noted $A \perp_{r} B$. Recall that $\{A, B\}$ denotes the hypergraph with vertex set $[n]$ and hyperedge set $\{A, B\}$.

In other words, two sets of vertices $A$ and $B$ are $r$-orthogonal if the smallest hypergraph containing them as hyperedge and satisfying rules $\boldsymbol{R}_{\leq}$and $\boldsymbol{R}_{\neg}$ is the same as the smallest hypergraph containing them as hyperedge and satisfying rules $\boldsymbol{R}_{\leq}, \boldsymbol{R}_{\neg}$ and $\boldsymbol{R}_{\cup}$. This is a way of guaranteeing that $\boldsymbol{R}_{\cup}$ is useless with regard to $A$ and $B$.
Example 3. Let $V=[n]$ with $n=12$, and let $r=3$. Let $A=\{1,2,3\}, B=\{2,3,4,5,6\}$, $C=\{1,2,3,4,5,6\}$ and $D=\{4,5,6,7,8,9\}$. One can prove that $A \perp_{r} B$ and $C \perp_{r} D$ using Definition 11. However, this can be a bit tedious. Hence, we develop the following lemmas to prove some simple equivalences of the relation $\perp_{r}$.

First, let us state some lemmas about the closure operator $<\cdot\rangle_{r}^{\circ}$. A direct application of the definitions of $\langle\cdot\rangle_{r}^{\circ}$ gives the following lemma:

Lemma 13. Let $V=[n]$ and let $\emptyset$ be the empty hypergraph with vertex set $V$. Then $\left\langle\emptyset>_{r}^{\circ}=\left\langle\emptyset>_{r}=\{A \subseteq V| | A \mid \leq r\right.\right.$ or $|\bar{A}| \leq r\}$.

Lemma 14. Let $V=[n]$ and let $A \subseteq V$ and $B \subseteq V$ be two sets. Then we have $<\{A, B\}>_{r}^{\circ}=<\emptyset>_{r} \cup\{A, B, \bar{A}, \bar{B}\}$.

Proof. Let $H=\{A, B\}$ and $H^{\prime}=\left\langle\emptyset>_{r} \cup\{A, B, \bar{A}, \bar{B}\}\right.$. First, let us prove that $\left\langle H>_{r}^{\circ} \subseteq\right.$ $H^{\prime}$. Since $\left\langle H>_{r}^{\circ}\right.$ is the smallest hypergraph that has $H$ as a sub-hypergraph and that satisfies rules $\boldsymbol{R}_{\leq}$and $\boldsymbol{R}_{\neg}$, it suffices to prove that $H^{\prime}$ has $H$ as a sub-hypergraph and that $H^{\prime}$ satisfies rules $\boldsymbol{R}_{\leq}$and $\boldsymbol{R}_{\neg}$ :

- $H^{\prime}$ has hyperedges $A$ and $B$, meaning that $H^{\prime}$ has $H$ as a sub-hypergraph.
- $H^{\prime}$ satisfies rule $\boldsymbol{R}_{\leq}$since $\langle\emptyset\rangle_{r} \subseteq H^{\prime}$ and $\langle\emptyset\rangle_{r}$ satisfies $\boldsymbol{R}_{\leq}$by definition.
- $H^{\prime}$ satisfies rule $\boldsymbol{R}_{\neg}$ since $\langle\emptyset\rangle_{r}$ satisfies $\boldsymbol{R}_{\neg}$ by definition, and $\{A, B, \bar{A}, \bar{B}\}$ satisfies $\boldsymbol{R}_{\neg}$ by construction.
Now, let us prove that $\left.H^{\prime} \subseteq<H\right\rangle_{r}^{\circ}$. First, $A$ and $B$ are hyperedges of $\langle H\rangle_{r}^{\circ}$ since $<H\rangle_{r}^{\circ}$ has $H$ as a sub-hypergraph. Then, $\bar{A}$ and $\bar{B}$ are hyperedges of $\langle H\rangle_{r}^{\circ}$ since $\left.<H\right\rangle_{r}^{\circ}$ satisfies rule $\boldsymbol{R}_{\neg}$. Finally, $\langle\emptyset\rangle_{r}=\langle\emptyset\rangle_{r}^{\circ} \subseteq\langle H\rangle_{r}^{\circ}$.

Observation 1. Let $H$ be a hypergraph. Then $\left.\langle H\rangle_{r}^{\circ} \subseteq<H\right\rangle_{r}$.

Now, let us understand what it means for two hyperedges to be $r$-orthogonal.
Lemma 15. Let $r \geq 0$ and $V=[n]$. Let $A \subseteq V$ and $B \subseteq V$ be two sets. We have the following equivalence.

$$
\begin{aligned}
A \perp_{r} B \Longleftrightarrow & (|A \cap B| \geq r \Longrightarrow A \cup B=A \vee A \cup B=B \vee|\bar{A} \cap \bar{B}| \leq r) \wedge \\
& (|\bar{A} \cap \bar{B}| \geq r \Longrightarrow \bar{A} \cup \bar{B}=\bar{A} \vee \bar{A} \cup \bar{B}=\bar{B} \vee|A \cap B| \leq r) \wedge \\
& (|\bar{A} \cap B| \geq r \Longrightarrow \bar{A} \cup B=\bar{A} \vee \bar{A} \cup B=B \vee|A \cap \bar{B}| \leq r) \wedge \\
& (|A \cap \bar{B}| \geq r \Longrightarrow A \cup \bar{B}=A \vee A \cup \bar{B}=\bar{B} \vee|\bar{A} \cap B| \leq r) .
\end{aligned}
$$

Proof. ( $\Longrightarrow$ ) We have $A \perp_{r} B$. This means that $<\{A, B\}>_{r}^{\circ}=<\{A, B\}>_{r}$. Let $H=\{A, B\}$. Thus, $\langle H\rangle_{r}=\langle\emptyset\rangle_{r} \cup\{A, B, \bar{A}, \bar{B}\}$ by Lemma 14. This equality is useful, as only the closure operator $\langle\cdot\rangle_{r}$ appears in it. Now, we have to do the four cases by hand. We will do the first one in detail and give a sketch for the other three as it is exactly the same proof:

- If $|A \cap B| \geq r$, by rule $\boldsymbol{R}_{\cup}, A \cup B \in\left\langle H>_{r}\right.$. Let us discuss the possible values of $A \cup B$ among hyperedges of $\langle H\rangle_{r}=\langle\emptyset\rangle_{r} \cup\{A, B, \bar{A}, \bar{B}\}$. If $A \cup B \in\langle\emptyset\rangle_{r}$, then $|A \cup B| \leq r$ or $|\overline{A \cup B}| \leq r$ by Lemma 13. If $A \cup B=\bar{A}$, then $A=\emptyset$ and $B=V$, meaning that $A \cup B=B$. If $A \cup B=\bar{B}$, then $A=V$ and $B=\emptyset$, meaning that $A \cup B=A$. Otherwise, $A \cup B=A$ or $A \cup B=B$. Hence we have that:

$$
\begin{aligned}
|A \cap B| \geq r & \Longrightarrow|A \cup B| \leq r \vee|\overline{A \cup B}| \leq r \vee A \cup B=A \vee A \cup B=B \\
& \Longrightarrow|\bar{A} \cap \bar{B}| \leq r \vee A \cup B=A \vee A \cup B=B
\end{aligned}
$$

In the last implication, we have replaced $|\overline{A \cup B}| \leq r$ by $|\bar{A} \cap \bar{B}| \leq r$, and we have removed $|A \cup B| \leq r$ because if $|A \cap B| \geq r$ and $|A \cup B| \leq r$, then $A=B$, which implies $A \cup B=A$.

- If $|\bar{A} \cap \bar{B}| \geq r$, then we have $|\overline{A \cup B}| \geq r$. By property $\boldsymbol{P}_{\cap}$, we have $A \cap B \in<H>_{r}$, and by rule $\boldsymbol{R}_{\neg}$, we have $\overline{A \cap B}=\bar{A} \cup \bar{B} \in\left\langle H>_{r}\right.$. With the exact same reasoning as the previous item, by replacing $A$ by $\bar{A}, B$ by $\bar{B}$, and vice versa, we conclude that $(|\bar{A} \cap \bar{B}| \geq r \Longrightarrow \bar{A} \cup \bar{B}=\bar{A} \vee \bar{A} \cup \bar{B}=\bar{B} \vee|A \cap B| \leq r)$.
- If $|\bar{A} \cap B| \geq r$, then we have $|B \backslash A| \geq r$. By property $\boldsymbol{P} \backslash$, we have $A \backslash B \in<H>_{r}$, and by rule $\boldsymbol{R}_{\neg}$, we have $\overline{A \backslash B}=\bar{A} \cup B \in\left\langle H>_{r}\right.$. With the exact same reasoning as the first item, by replacing $A$ by $\bar{A}$ and vice versa, we conclude that $(|\bar{A} \cap B| \geq$ $r \Longrightarrow \bar{A} \cup B=\bar{A} \vee \bar{A} \cup B=B \vee|A \cap \bar{B}| \leq r)$.
- If $|A \cap \bar{B}| \geq r$, then we have $|A \backslash B| \geq r$. By property $\boldsymbol{P} \backslash$, we have $B \backslash A \in<H>_{r}$, and by rule $\boldsymbol{R}_{\neg}$, we have $\overline{B \backslash A}=A \cup \bar{B} \in\left\langle H>_{r}\right.$. With the exact same reasoning as the first item, by replacing $B$ by $\bar{B}$ and vice versa, we conclude that $(|A \cap \bar{B}| \geq$ $r \Longrightarrow A \cup \bar{B}=A \vee A \cup \bar{B}=\bar{B} \vee|\bar{A} \cap B| \leq r)$.
$(\Longleftarrow)$ We have to prove that $A \perp_{r} B$. Recall that $H=\{A, B\}$, and define $H^{\prime}:=$ $\langle H\rangle_{r}^{\circ}=\langle\emptyset\rangle_{r} \cup\{A, B, \bar{A}, \bar{B}\}$. By Lemma 1, we know that $\langle H\rangle_{r}^{\circ} \subseteq\langle H\rangle_{r}$. It remains to prove that $\langle H\rangle_{r} \subseteq H^{\prime}$. In order to do so, it suffices to prove that $H^{\prime}$ has $H$ as a sub-hypergraph, and that $H^{\prime}$ satisfies rules $\boldsymbol{R}_{\leq}, \boldsymbol{R}_{\checkmark}$ and $\boldsymbol{R}_{\cup}$. We know that $H^{\prime}$ has $H$ as a sub-hypergraph by definition of $H$ and $H^{\prime}$. We already know that $H^{\prime}$ satisfies rules $\boldsymbol{R}_{\leq}$and $\boldsymbol{R}_{\square}$ because $H^{\prime}=\langle H\rangle_{r}^{\circ}$. It remains to prove that $H^{\prime}$ satisfies $\boldsymbol{R}_{\cup}$.

Let $C$ and $D$ be two distinct hyperedges of $H^{\prime}$ such that $|C \cap D| \geq r$, and let us prove that $C \cup D$ is also a hyperedge of $H^{\prime}$.

First, note that if $C$ is a hyperedge such that $|C| \leq r$, then $|C \cap D| \leq|C| \leq r$, meaning that $|C \cap D|=r$ and $|C|=r$, and thus $C \subseteq D$. Hence, $C \cup D=D$, which is a hyperedge
of $H^{\prime}$. Secondly, if $|C| \geq n-r$, then $|C \cup D| \geq n-r$, and $C \cup D$ is a hyperedge of $<\emptyset>_{r}$, and thus a hyperedge of $H^{\prime}$. Hence, if $C \in\langle\emptyset\rangle_{r}$, then $C \cup D \in H^{\prime}$. By symmetry, if $D \in\langle\emptyset\rangle_{r}$, then $C \cup D \in H^{\prime}$. Now, it remains the cases where $\{C, D\} \subseteq\{A, B, \bar{A}, \bar{B}\}$. Taking into account the symmetry between $C$ and $D$, we have six cases. If $C=\bar{D}$, it means that $\{C, D\}=\{A, \bar{A}\}$ or $\{C, D\}=\{B, \bar{B}\}$. In both cases, $C \cup D=V \in H^{\prime}$. We are now left with four cases. Note that they are proved exactly the same way:

- If $C=A$ and $D=B$, since $|C \cap D| \geq r$, then $|A \cap B| \geq r$. By hypothesis, $(|A \cap B| \geq r \Longrightarrow A \cup B=A \vee A \cup B=B \vee|\bar{A} \cap \bar{B}| \leq r)$. If $A \cup B=A$, then $C \cup D=A \cup B=A \in H^{\prime}$. If $A \cup B=B$, then $C \cup D=A \cup B=B \in H^{\prime}$. If $|\bar{A} \cap \bar{B}| \leq r$, then $|\overline{A \cup B}| \leq r$, and $\overline{A \cup B} \in H^{\prime}$ by rule $\boldsymbol{R}_{\leq}$, and $A \cup B \in H^{\prime}$ by rule $\boldsymbol{R}_{\neg}$, i.e. $C \cup D \in H^{\prime}$.
- If $C=\bar{A}$ and $D=\bar{B}$, since $|C \cap D| \geq r$, then $|\bar{A} \cap \bar{B}| \geq r$. By hypothesis, $(|\bar{A} \cap \bar{B}| \geq r \Longrightarrow \bar{A} \cup \bar{B}=\bar{A} \vee \bar{A} \cup \bar{B}=\bar{B} \vee|A \cap B| \leq r)$. We do the same analysis by replacing $A$ by $\bar{A}, B$ by $\bar{B}$, and vice versa, and we obtain that $C \cup D \in H^{\prime}$.
- If $C=\bar{A}$ and $D=B$, since $|C \cap D| \geq r$, then $|\bar{A} \cap B| \geq r$. By hypothesis, $(|\bar{A} \cap B| \geq r \Longrightarrow \bar{A} \cup B=\bar{A} \vee \bar{A} \cup B=B \vee|A \cap \bar{B}| \leq r)$. We do the same analysis as the first case by replacing $A$ by $\bar{A}$ and vice versa, and we obtain that $C \cup D \in H^{\prime}$.
- If $C=A$ and $D=\bar{B}$, since $|C \cap D| \geq r$, then $|A \cap \bar{B}| \geq r$. By hypothesis, $(|A \cap \bar{B}| \geq r \Longrightarrow A \cup \bar{B}=A \vee A \cup \bar{B}=\bar{B} \vee|\bar{A} \cap B| \leq r)$. We do the same analysis as the first case by replacing $B$ by $\bar{B}$ and vice versa, and we obtain that $C \cup D \in H^{\prime}$.
This concludes the proof.
From Lemma 15, we derive some other equivalences of the relation $A \perp_{r} B$.
Corollary 5. Let $V=[n]$ and let $A \subseteq V$ and $B \subseteq V$. We have the following equivalence.

$$
\begin{aligned}
& A \perp_{r} B \\
& \stackrel{\Longleftrightarrow}{(|A \cap B|<r \vee A \subseteq B \vee B \subseteq A \vee|\overline{A \cup B}|<r \vee|A \cap B|=|\overline{A \cup B}|=r) \wedge} \\
& (|A \backslash B|<r \vee A \cap B=\emptyset \vee \overline{A \cup B}=\emptyset \vee|B \backslash A|<r \vee|A \backslash B|=|B \backslash A|=r)
\end{aligned}
$$

Proof. We start from the equivalence of Lemma 15 and we use De Morgan's law as well as basic set equivalences such as $A \cup B=A \Longleftrightarrow B \subseteq A$ and $\bar{A} \cup B=\bar{A} \Longleftrightarrow A \cap B=\emptyset$. Then, let $R_{1} \equiv(|A \cap B|<r \vee A \subseteq B \vee B \subseteq A \vee|\overline{A \cup B}|<r)$ and let $R_{2} \equiv(|A \backslash B|<$ $r \vee A \cap B=\emptyset \vee \overline{A \cup B}=\emptyset \vee|B \backslash A|<r)$. Recall that for all propositions $X, Y$, we have $(X \Longrightarrow Y) \Longleftrightarrow(\neg X \vee Y)$. Furthermore, for all propositions $X, Y, Z$, we have
$(Z \vee X) \wedge(Z \vee Y) \Longleftrightarrow Z \vee(X \wedge Y)$. Hence:

$$
\begin{aligned}
& A \perp_{r} B \\
& \Longleftrightarrow \\
& (|A \cap B|<r \vee A \subseteq B \vee B \subseteq A \vee|\overline{A \cup B}| \leq r) \wedge \\
& (|\overline{A \cup B}|<r \vee A \subseteq B \vee B \subseteq A \vee|A \cap B| \leq r) \wedge \\
& (|A \backslash B|<r \vee A \cap B=\emptyset \vee \overline{A \cup B}=\emptyset \vee|B \backslash A| \leq r) \wedge \\
& (|B \backslash A|<r \vee A \cap B=\emptyset \vee \overline{A \cup B}=\emptyset \vee|A \backslash B| \leq r) \\
& \Longleftrightarrow \\
& \left(R_{1} \vee|\overline{A \cup B}|=r\right) \wedge\left(R_{1} \vee|A \cap B|=r\right) \wedge\left(R_{2} \vee|B \backslash A|=r\right) \wedge\left(R_{2} \vee|A \backslash B|=r\right) \\
& \Longleftrightarrow \\
& \left(R_{1} \vee|A \cap B|=|\overline{A \cup B}|=r\right) \wedge\left(R_{2} \vee|A \backslash B|=|B \backslash A|=r\right),
\end{aligned}
$$

which concludes the proof.
When $r=1$, Corollary 5 simplifies to $A \perp_{1} B \Longleftrightarrow(A \subseteq B \vee B \subseteq A \vee A \cap B=$ $\emptyset \vee \overline{A \cup B}=\emptyset$ ), providing that $n>4$. Indeed, in that case, relations $R_{1}$ and $R_{2}$ from the proof become equal and we can factorize by it. We need $n>4$ to remove $|A \cap B|=|\overline{A \cup B}|=|A \backslash B|=|B \backslash A|=r$ from the factorized equivalence. Hence, this generalizes the notion of non-crossing hyperedges, as introduced in [7].

The definition of $r$-cross-free hypergraph translates the idea that applying $\boldsymbol{R}_{\cup}$ does not provide any new hyperedge. Let us go back to Example 3 that shows some non-trivial orthogonal hyperedges. Using Corollary 5 , we can now prove easily what we said in that example :
Example 4. Let $V=[n]$ with $n=12$, and let $r=3$. Let $A=\{1,2,3\}$ and $B=$ $\{2,3,4,5,6\}$. By using Corollary 5, since $|A \cap B|=|\{2,3\}|<r$ and $|A \backslash B|=|\{1\}|<r$, we have that $A \perp_{r} B$. Let $C=\{1,2,3,4,5,6\}$ and $D=\{4,5,6,7,8,9\}$. By using Corollary 5, since $|C \cap D|=|\overline{C \cup D}|=r$ and $|C \backslash D|=|D \backslash C|=r$, we have $C \perp_{r} D$.

Before moving on to the next section, we complete this section by listing some properties regarding $r$-orthogonal hyperedges.

Lemma 16. We have the following properties for all hyperedges $A$ and $B$ and $r \geq 0$ :

1. If $|A| \leq r$, then $A \perp_{r} B$.
2. $A \perp_{r} A$.
3. $A \perp_{r} \bar{A}$.
4. If $A \perp_{r} B$, then $B \perp_{r} A$.
5. If $A \perp_{r} B$, then $A \perp_{r} \bar{B}$.
6. If $A \perp_{r} B$, then $A^{\prime} \perp_{r} B^{\prime}$ for $A^{\prime} \in\{A, \bar{A}\}$ and $B^{\prime} \in\{B, \bar{B}\}$.
7. If $A \perp_{r} B$, then $A \perp_{r+1} B$.

Proof. Let us prove each point using Corollary 5, which states $A \perp_{r} B \Longleftrightarrow(|A \cap B|<$ $r \vee A \subseteq B \vee B \subseteq A \vee|\overline{A \cup B}|<r \vee|A \cap B|=|\overline{A \cup B}|=r) \wedge(|A \backslash B|<r \vee A \cap B=$ $\emptyset \vee \overline{A \cup B}=\emptyset \vee|B \backslash A|<r \vee|A \backslash B|=|B \backslash A|=r)$.

1. There are three cases. If $|A \cap B|=r$, then $A \backslash B=\emptyset$, which means that $A \perp_{r} B$. If $|A \backslash B|=r$, then $A \cap B=\emptyset$, which means that $A \perp_{r} B$. Otherwise, $|A \cap B|<r$ and $|A \backslash B|<r$, which means that $A \perp_{r} B$.
2. If $r>0$, then $A \subseteq A$ and $|A \backslash A|<r$. For the case $r=0$, we have $A \subseteq A$ and $|A \backslash A|=|A \backslash A|=r$.
3. $|A \cap \bar{A}|<r$ and $A \cap \bar{A}=\emptyset$.
4. Definition 12 is symmetrical in $A$ and $B$.
5. Corollary 5 is stable by replacing $B$ by $\bar{B}$.

6 . This is a consequence of points 4 and 5 .
7. If a set has size at most $r$, it has also size at most $r+1$.

Hence, every point is proven.

## 4 Cross-free hypergraphs and lower bound

In this section, we introduce $r$-cross-free hypergraphs as a tool to prove a lower bound on the number of hyperedges needed to represent a $r$-closed hypergraph. We also prove that $r$-cross-free hypergraphs are, in a sense, not compressible, as they have roughly the same number of hyperedges as any of their representation.

Definition 13. A hypergraph $H$ is said to be $r$-cross-free if for every pair of hyperedges $(A, B), A \perp_{r} B$, i.e. $A$ and $B$ are $r$-orthogonal.

If an $r$-cross-free hypergraph $H$ is closed, we know it can be generated by a hypergraph with $\mathcal{O}\left(n^{r+1}\right)$ hyperedges. In this section, we show that the number of hyperedges of $H$ is also $\mathcal{O}\left(n^{r+1}\right)$.

The goal of the proof is to go deep inside the structure of a $r$-cross-free closed hypergraph. By definition, when we take the closure of a $r$-cross-free hypergraph, we do not need to apply $\boldsymbol{R}_{\cup}$ to do so. Hence, since we apply only rules $\boldsymbol{R}_{\leq}$and $\boldsymbol{R}_{\neg}$, we will add $\mathcal{O}\left(n^{r}\right)$ hyperedges and then double the number of hyperedges. Thus, intuitively, a $r$-crossfree hypergraph and its closure have roughly the same number of hyperedges. However, we already know that a closed hypergraph $H$ can be generated by a sub-hypergraph $H^{\prime}$ with $\mathcal{O}\left(n^{r+1}\right)$ hyperedges. In the case of $r$-cross-free closed hypergraph $H$, since $H$ and $H^{\prime}$ have roughly the same number of hyperedges, $H$ should also have $\mathcal{O}\left(n^{r+1}\right)$ hyperedges, showing that $r$-cross-free closed hypergraphs have a small number of hyperedges.

### 4.1 Tools

Lemma 17. Let $H$ be a r-cross-free hypergraph with vertex set $V=[n]$, let $A$ be a hyperedge of $H$. Let $\{A\}$ be the hypergraph with vertex set $V$ that has only $A$ as hyperedge. Then: $\left\langle\{A\}>_{r}=\langle\emptyset\rangle_{r} \cup\{A, \bar{A}\}\right.$.

Proof. $\langle\emptyset\rangle_{r} \cup\{A, \bar{A}\}$ is a hypergraph that contains $\{A\}$ as a sub-hypergraph and that satisfies rules $\boldsymbol{R}_{\leq}, \boldsymbol{R}_{\neg}$ and $\boldsymbol{R}_{\cup}$. Since $<\{A\}>_{r}$ is the smallest such hypergraph, we have $<\{A\}>_{r} \subseteq<\emptyset>_{r} \cup\{A, \bar{A}\}$.

Since $\emptyset \subseteq\{A\}$, then $\langle\emptyset\rangle_{r} \subseteq<\{A\}>_{r}$ by monotony. Furthermore, $A$ is a hyperedge of $<\{A\}>_{r}$ since $<\{A\}>_{r}$ must contains $\{A\}$ as a sub-hypergraph. Then, since $<\{A\}>_{r}$ must satisfy rule $\boldsymbol{R}_{\neg}$, then $\bar{A}$ must be a hyperedge of $\left\langle\{A\}>_{r}\right.$, meaning that $\left\langle\emptyset>_{r} \cup\{A, \bar{A}\} \subseteq\right.$ $<\{A\}>_{r}$, which concludes the proof.

Lemma 18. Let $H$ be a hypergraph with vertex set $V=[n]$, let $A$ and $B$ be two hyperedges of $H$. Then: $A \perp_{r} B \Longleftrightarrow<\{A, B\}>_{r}=<\{A\}>_{r} \cup<\{B\}>_{r}$.

Proof. By Definition 7, $A \perp_{r} B \Longleftrightarrow<\{A, B\}>_{r}=<\{A, B\}>_{r}^{\circ}$. By Lemmas 14 and 17, we have the following equalities:

$$
\begin{aligned}
<\{A, B\}>_{r}^{\circ} & =<\emptyset>_{r} \cup\{A, B, \bar{A}, \bar{B}\} \\
& =\left(<\emptyset>_{r} \cup\{A, \bar{A}\}\right) \cup\left(<\emptyset>_{r} \cup\{B, \bar{B}\}\right) \\
& =<\{A\}>_{r} \cup<\{B\}>_{r} .
\end{aligned}
$$

Hence the result.
Lemma 19. Let $H$ be a r-cross-free hypergraph with vertex set $V=[n]$ and at least one hyperedge. For every hyperedge $A$ of $H$, let $\{A\}$ be the hypergraph with vertex set $V$ that has only $A$ as hyperedge. Then:

$$
<H>_{r}=\bigcup_{A \in H}<\{A\}>_{r}
$$

Proof. One inclusion is easy: for any hyperedge $A$, we have $\{A\} \subseteq H$. Hence $<\{A\}>_{r} \subseteq$ $<H>_{r}$, meaning that $\bigcup_{A \in H}<\{A\}>_{r} \subseteq<H>_{r}$.

Now, let us prove that $\left\langle H>_{r}\right.$ is included in the union $U:=\bigcup_{A \in H}<\{A\}>_{r}$. To do so, let us prove that $U$ satisfies rules $\boldsymbol{R}_{\leq}, \boldsymbol{R}_{\neg}$ and $\boldsymbol{R}_{\cup}$. The first two rules trivially hold. For rule $\boldsymbol{R}_{\cup}$, let $A, B$ be two hyperedges of $U$ such that $|A \cap B| \geq r$. Hence, there exists $A^{\prime} \in H$ and $B^{\prime} \in H$ such that $A \in<\left\{A^{\prime}\right\}>_{r}$ and $B \in<\left\{B^{\prime}\right\}>_{r}$. By Lemma 17, $<\left\{A^{\prime}\right\}>_{r}=<\emptyset>_{r} \cup\left\{A^{\prime}, \overline{A^{\prime}}\right\}$. If $A \in\left\langle\emptyset>_{r}\right.$, by Lemma 13, either $| A \mid \leq r$ or $|A| \geq n-r$. If $|A| \leq r$, since $|A \cap B| \geq r$, we have $|A|=|A \cap B|=r$, and $A \subseteq B$, meaning that $A \cup B=B \in U$. If $|A| \geq n-r,|A \cup B| \geq n-r$ and $A \cup B \in\langle\emptyset\rangle_{r} \subseteq U$. It remains to consider the case where $A \subseteq\left\{A^{\prime}, \overline{A^{\prime}}\right\}$. With the same analysis, we can consider that $B \subseteq\left\{B^{\prime}, \overline{B^{\prime}}\right\}$

Since $H$ is $r$-cross-free, $A \perp_{r} B$. By Lemma 16, $A^{\prime} \perp_{r} B^{\prime}$. Then, by Lemma 18, $<\left\{A^{\prime}\right\}>_{r} \cup<\left\{B^{\prime}\right\}>_{r}=<\left\{A^{\prime}, B^{\prime}\right\}>_{r}$. Hence, $A, B \in<\left\{A^{\prime}, B^{\prime}\right\}>_{r}$, and since $|A \cap B| \geq r$, by rule $\boldsymbol{R}_{\cup}$, we have $A \cup B \in<\left\{A^{\prime}, B^{\prime}\right\}>_{r}$. Then, since $<\left\{A^{\prime}, B^{\prime}\right\}>_{r}=<\left\{A^{\prime}\right\}>_{r} \cup<\left\{B^{\prime}\right\}>_{r}$, $A \cup B \in<\left\{A^{\prime}\right\}>_{r} \cup<\left\{B^{\prime}\right\}>_{r} \subseteq U$. Since $U$ contains $H$, and since $\left\langle H>_{r}\right.$ is the smallest such hypergraph, we have $\langle H\rangle_{r} \subseteq U$.

With the three previous lemmas, we can understand the structure of an $r$-cross-free hypergraph.

Lemma 20. Let $H$ be an r-cross-free hypergraph with $n$ vertices. Then we have that:

$$
<H>_{r}=\langle\emptyset\rangle_{r} \cup \bigcup_{A \in H}\{A, \bar{A}\} .
$$

As a consequence, $\left|<H>_{r}\right| \leq 2(r+1) n^{r}+2|H|$.
Proof. By applying Lemmas 19 and 17 to $H$ which is $r$-cross-free, we have:

$$
<H>_{r}=\bigcup_{A \in H}<H_{A}>_{r}=\bigcup_{A \in H}\left(<\emptyset>_{r} \cup\{A, \bar{A}\}\right)=<\emptyset>_{r} \cup \bigcup_{A \in H}\{A, \bar{A}\} .
$$

Then, since $\langle\emptyset\rangle_{r}=\{A \subseteq V| | A \mid \leq r$ or $|\bar{A}| \leq r\}$, we have that:

$$
\left|<H>_{r}\right| \leq \sum_{i=0}^{r}\binom{n}{i}+\sum_{i=0}^{r}\binom{n}{n-i}+2|H| \leq 2(r+1) n^{r}+2|H|
$$

which concludes the proof.

As a consequence, when $H$ is $r$-cross-free, $H$ and $\langle H\rangle_{r}$ have roughly the same number of hyperedges. We know that $H \subseteq<H>_{r}$, meaning that $|H| \leq|<H\rangle_{r} \mid$. With Lemma 20, we have the following bounds: $|H| \leq\left|<H>_{r}\right| \leq 2(r+1) n^{r}+2|H|$. These bounds can be improved by removing $\langle\emptyset\rangle_{r}$ from $H$.

Lemma 21. Let $H$ be a r-cross-free hypergraph with $n$ vertices. Then:

$$
\left|H \backslash<\emptyset>_{r}\right| \leq\left|<H>_{r} \backslash<\emptyset>_{r}\right| \leq 2\left|H \backslash<\emptyset>_{r}\right| .
$$

Proof. Let $\left.H^{\prime}=H \backslash<\emptyset\right\rangle_{r}$, Let $\left.J=H \cap<\emptyset\right\rangle_{r}$, let $U=\bigcup_{A \in H}\{A, \bar{A}\}$ and let $U^{\prime}=$ $\bigcup_{A \in H^{\prime}}\{A, \bar{A}\}$. We have:

$$
U=\bigcup_{A \in H}\{A, \bar{A}\}=\bigcup_{A \in J}\{A, \bar{A}\} \cup \bigcup_{A \in H^{\prime}}\{A, \bar{A}\}=\bigcup_{A \in J}\{A, \bar{A}\} \cup U^{\prime} \subseteq<\emptyset>_{r} \cup U^{\prime} .
$$

By Lemma 20, $\langle H\rangle_{r}=\langle\emptyset\rangle_{r} \cup U$. Hence, $\langle H\rangle_{r} \subseteq\langle\emptyset\rangle_{r} \cup U^{\prime}$. Since $U^{\prime} \subseteq U$, we also have $\langle\emptyset\rangle_{r} \cup U^{\prime} \subseteq\langle\emptyset\rangle_{r} \cup U=\langle H\rangle_{r}$. All in all, $\langle H\rangle_{r}=\langle\emptyset\rangle_{r} \cup U^{\prime}$.

According to Lemma 13, we know that $\langle\emptyset\rangle_{r}=\{A \subseteq V| | A \mid \leq r$ or $|A| \geq n-r\}$. Since $H^{\prime}=H \backslash<\emptyset>_{r}$, every hyperedge of $H^{\prime}$ satisfies $r<|A|<n-r$. Since $U^{\prime}$ is made only of hyperedges $A$ such that $A \in H^{\prime}$ or $\bar{A} \in H^{\prime}$, every hyperedges $A$ of $U^{\prime}$ satisfies $r<|A|<n-r$. Hence, $U^{\prime}$ and $\left.<\emptyset\right\rangle_{r}$ are disjoint. Therefore, the equality $<H\rangle_{r}=\langle\emptyset\rangle_{r} \cup U^{\prime}$ can be rewritten as $\langle H\rangle_{r} \backslash\langle\emptyset\rangle_{r}=U^{\prime}$. From the definition of $U^{\prime}$, we have $\left|H^{\prime}\right| \leq\left|U^{\prime}\right| \leq 2\left|H^{\prime}\right|$, which we rewrite as $\left|H \backslash<\emptyset>_{r}\right| \leq\left|<H>_{r} \backslash<\emptyset>_{r}\right| \leq 2\left|H \backslash<\emptyset>_{r}\right|$, hence the result.

Now, let us see that the property of being $r$-cross-free is inherited when going back and forth through the closure operator $<\cdot\rangle_{r}$.

Lemma 22. Let $H$ be a hypergraph with $n$ vertices. $H$ is $r$-cross-free if and only if $\langle H\rangle_{r}$ is $r$-cross-free.

Proof. If $H$ is a $r$-cross-free hypergraph, by Lemma 20, it satisfies:

$$
\begin{equation*}
<H>_{r}=\langle\emptyset\rangle_{r} \cup \bigcup_{A \in H}\{A, \bar{A}\} . \tag{*}
\end{equation*}
$$

We have to show that every pair of hyperedges $A, B$ of $\langle H\rangle_{r}$ is orthogonal. Let $A, B$ be two hyperedges of $\langle H\rangle_{r}$. If $A \in\langle\emptyset\rangle_{r}$, then by Lemma 13, we have $|A| \leq r$ or $|\bar{A}| \leq r$. Hence, with the first point of Lemma 16, $A \perp_{r} B$. The same is true if $B \in\langle\emptyset\rangle_{r}$. Thus, we can consider that $A \notin\langle\emptyset\rangle_{r}$ and $B \notin\langle\emptyset\rangle_{r}$. Hence, using relation (*), it means that there exists $A^{\prime} \in H$ such that $A=A^{\prime}$ or $\overline{A^{\prime}}$ and there exists $B^{\prime} \in H$ such that $B=B^{\prime}$ or $\overline{B^{\prime}}$. Since $H$ is $r$-cross-free, $A^{\prime} \perp_{r} B^{\prime}$. Using the sixth point of Lemma $16, A \perp_{r} B$.

If $\langle H\rangle_{r}$ is $r$-cross-free, then every pair of hyperedge of $\langle H\rangle_{r}$ is $r$-orthogonal. Since $H \subseteq\langle H\rangle_{r}$, every pair of hyperedge of $H$ is also $r$-orthogonal, and $H$ is $r$-cross-free.

### 4.2 Bounds

Using the lemmas stated in the previous section, we can easily prove the following theorem:
Theorem 2. Let $H$ be a hypergraph in $\mathbb{K}_{r}(n)$ that is also r-cross-free, and let $f$ be a bound on the number of hyperedges needed to represent a hypergraph of order $n$. If $f(n)=\Omega\left(n^{r}\right)$, then $|H|=\mathcal{O}(f(n))$.

Proof. By Theorem 1, there exists $H^{\prime}$ with $\mathcal{O}\left(n^{r+1}\right)$ hyperedges such that $H=\left\langle H^{\prime}\right\rangle_{r}$. By Lemma 22, $H^{\prime}$ is $r$-cross-free. Hence, by Lemma 20, $|H|=\left|<H^{\prime}>_{r}\right| \leq 2(r+1) n^{r}+2\left|H^{\prime}\right|=$ $\mathcal{O}\left(n^{r}\right)+\mathcal{O}(f(n))=\mathcal{O}(f(n))$.

By Theorem 1, there exists such a function $f$ with $f(n)=\Theta\left(n^{r+1}\right)$. This means that the number of hyperedges of a $r$-cross-free hypergraph is $\mathcal{O}\left(n^{r+1}\right)$.

The remainder of this section is dedicated to proving a lower bound on the number of hyperedges needed to represent a closed hypergraph.

Lemma 23. For all $r>0$, there exists an infinite family of $r$-cross-free hypergraphs $\left\{H_{n}\right\}$, each with $n$ vertices and a number of hyperedges equal to $\Omega\left(n^{r}\right)$ as $n$ goes to infinity.

Proof. Let $r>0$. Let $n$ be a multiple of $r+1$, i.e. $n=k(r+1)$ for some $k \in \mathbb{Z}$. We will construct a hypergraph with $n$ vertices such that every pair of hyperedge is $r$-orthogonal. To do so, let us consider the vertex set $V:=\mathbb{Z} / k \mathbb{Z} \times[r+1]$, where $\mathbb{Z} / k \mathbb{Z}$ denotes the set of integers modulo $k$. One can interpret this set as follows: every vertex is assigned a value between 0 and $k-1$ and a color from the set $[r+1]$. The value is used modulo $k$ through computation, which is why it is taken from $\mathbb{Z} / k \mathbb{Z}$ rather than from $\{0, \ldots, k-1\}$. The edge set is defined as follows:

$$
\mathcal{E}:=\left\{\left.A=\left\{\left(v_{i}, c_{i}\right)\right\}_{i=1}^{r+1} \in\binom{V}{r+1} \right\rvert\,\left\{c_{i}\right\}_{i=1}^{r+1}=[r+1] \text { and } \sum_{i=1}^{r+1} v_{i} \equiv 0 \quad \bmod k\right\}
$$

In other words, $\mathcal{E}$ is the family of all sets made of $r+1$ vertices from $V$ such that:

- vertices have pairwise distinct colors, and
- the sum of the value of each vertex equals 0 modulo $k$.

As there are $r+1$ colors and $r+1$ vertices in a hyperedge, each hyperedge contains exactly one vertex of each color. We consider the hypergraph $H_{n}=(V, \mathcal{E})$.

First, remark that if one picks $r$ vertices with pairwise distinct colors, then there is only one hyperedge that contains these $r$ vertices. Indeed, let $\left(v_{i}, c_{i}\right)$ with $1 \leq i \leq r$ be these $r$ vertices. Let $\left(v_{r+1}, c_{r+1}\right)$ be a vertex. For $\left\{\left(v_{i}, c_{i}\right)\right\}_{i=1}^{r+1}$ to be a hyperedge, $c_{r+1}$ must be the missing color from $\left\{\left(v_{i}, c_{i}\right)\right\}_{i=1}^{r}$, and $v_{r+1}$ must be equal to $-\sum_{i=1}^{r} v_{i} \bmod k$. Hence, if $A, B \in \mathcal{E}$ are two hyperedges of $H$ such that $|A \cap B|=r$, then $A=B$. As a consequence, for every pair $(A, B)$ of distinct hyperedges, $A \perp_{r} B$. Indeed, we know that $|A \cap B|<r$ since $A \neq B$. Then, either $|A \backslash B|<r$, which mean that $A \perp_{r} B$, or $|A \backslash B|=r$, which implies that $|A \cap B|=1$ and that $|B \backslash A|=r$, meaning that $A \perp_{r} B$. As a consequence, $H_{n}$ is $r$-cross-free.

Now, let us compute the cardinality of $\mathcal{E}$. Without loss of generality, we can set $c_{i}=i$. Hence, there is no choice to take regarding colors. For $1 \leq i \leq r, v_{k}$ can be picked freely among $k$ different vertices. For $v_{r+1}$, there is only one choice available. Hence, $|\mathcal{E}|=k^{r}$. As $n=k(r+1)$, we have: $|\mathcal{E}|=k^{r}=(r+1)^{-r} n^{r}=\Omega\left(n^{r}\right)$, as $r$ is fixed and $n$ goes to infinity.

Theorem 3. For a fixed $r>0$, there exists an infinite family of $r$-cross-free hypergraphs $\left\{H_{n}\right\}$, each with $n$ vertices, such that for any hypergraph $H_{n}$ and for any hypergraph $H^{\prime}$, if $\left\langle H^{\prime}\right\rangle_{r}=\left\langle H_{n}\right\rangle_{r}$, then $H^{\prime}$ has at least $\Omega\left(n^{r}\right)$ hyperedges, with respect to $n$ going to infinity.

Proof. Let $\left\{H_{n}\right\}$ be the family defined in Lemma 23. Let $H^{\prime}$ be such that $\left\langle H^{\prime}\right\rangle_{r}=$ $\left.<H_{n}\right\rangle_{r}$. Hypergraph $H_{n}$ is $r$-cross-free, so $\left\langle H_{n}>_{r}\right.$ and $H^{\prime}$ are also $r$-cross-free by Lemma
22. Therefore, we can apply Lemma 21: $2\left|H^{\prime} \backslash\langle\emptyset\rangle_{r}\right| \geq\left|\left\langle H^{\prime}\right\rangle_{r} \backslash\langle\emptyset\rangle_{r}\right|$, meaning in particular that $2\left|H^{\prime}\right| \geq\left|<H^{\prime}>_{r} \backslash\langle\emptyset\rangle_{r}\right|$. Thus, $2\left|H^{\prime}\right| \geq\left|<H_{n}\right\rangle_{r} \backslash\langle\emptyset\rangle_{r} \mid$. Furthermore, $H_{n} \subseteq\left\langle H_{n}\right\rangle_{r} \backslash\langle\emptyset\rangle_{r}$ because $H_{n} \subset\left\langle H_{n}\right\rangle_{r}$ and because every hyperedge $A$ of $H_{n}$ have a size satisfying $r<|A|<n-r$, meaning that $H_{n} \cap<\emptyset>_{r}=\emptyset$. Hence, $\mid<H_{n}>_{r} \backslash$ $\langle\emptyset\rangle_{r}\left|\geq\left|H_{n}\right|\right.$. Recall that the number of hyperedges of $| H_{n} \mid$ satisfies $\Omega\left(n^{r}\right)$. Hence, since $2\left|H^{\prime}\right| \geq\left|H_{n}\right|$, the number of hyperedges of $H^{\prime}$ is $\Omega\left(n^{r}\right)$.

In summary, some $r$-closed hypergraphs need at least $\Omega\left(n^{r}\right)$ hyperedges to be represented, and our method guarantees at most $\mathcal{O}\left(n^{r+1}\right)$ hyperedges.

## 5 Concluding remarks

In this paper, we prove that $r$-closed hypergraphs need at least $\Omega\left(n^{r}\right)$ hyperedges to be represented, and we give a method that guarantees at most $\mathcal{O}\left(n^{r+1}\right)$ hyperedges to represent such a hypergraph. The natural question is to reduce the gap between the lower and upper bound: Does there exists a better method that gives at most $\mathcal{O}\left(n^{r}\right)$ hyperedges, or are there some $r$-closed hypergraphs that need at least $\Omega\left(n^{r+1}\right)$ hyperedges to be represented? Or maybe the correct space complexity stands between $n^{r}$ and $n^{r+1}$ ?
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