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## Landscape of Transfer Learning (TL)

## Basic definitions

$$
\begin{aligned}
& \text { domain } \mathscr{D}=\{\mathscr{} \\
&\text { task }, P(X)\} \text { where } X=\left\{x_{1}, \ldots, x_{n}\right\} \in \mathscr{C}^{n} \\
&=\{Y, f(\cdot)\}
\end{aligned}
$$

. Pan, S.J., \& Yang, Q. (2010). A Survey on Transfer Learning. IEEE Transactions on Knowledge and Data Engineering, 22, 1345-1359.
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## 3 main research issues

what, how and when to transfer?

## settings

inductive, transductive \& unsupervised TL
approaches instance, feature, parameter, RK
. Pan, S.J., \& Yang, Q. (2010). A Survey on Transfer Learning. IEEE Transactions on Knowledge and Data Engineering, 22, 1345-1359.

## The linear regression (LR) setting
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## Linear model ( $f(x)=x^{\top} \beta$, fixed design)

Data : $\left(X_{v, i}, Y_{v, i}\right), i=1, \ldots, N_{v}$ with $v \in\{S, T\}$ and $N_{T} \ll N_{S}$ $Y_{v}=X_{v} \beta_{v}+\epsilon_{v}, \quad \mathbb{E} \epsilon_{v}=0, \mathbb{E}\left\|\epsilon_{v}\right\|^{2}=\sigma_{v}^{2}, \quad \hat{\beta}_{v}=\left(X_{v}^{\top} X_{v}\right)^{-1} X_{v}^{\top} Y_{v}, \quad v \in S, T$
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In general $H$ will be indefinite and its spectral components difficult to estimate

## A test of positive gain : $\left.\mathscr{F}_{o}\right) \Delta \mathscr{R}(x) \leq 0$ vs $\left.\mathscr{F}_{a}\right) \Delta \mathscr{R}(x)>0$

## Result

Let $\hat{\sigma}_{v}^{2}=\left\|Y_{v}-X_{v} \hat{\beta}_{v}\right\|^{2} /\left(N_{v}-D\right)$ be the estimator of noise variances $\sigma_{v}^{2}$. Consider $\hat{\rho}$ an estimator of the the quantity $\rho \geq\left\|\beta_{T}-\beta_{S}\right\| / \sigma_{T}$. Then, the following test is of approximate level a to test $\mathscr{C}_{o}$ ) against $\mathscr{F}_{a}$ )

$$
\mathbb{1}\left(\psi(x):=\frac{\hat{o}_{T}^{2}}{\hat{\sigma}_{S}^{2}} \frac{x^{\top}\left(X_{T}^{\top} X_{T}-\hat{\rho}\right)^{-1} x}{x^{\top}\left(X_{S}^{\top} X_{S}\right)^{-1} x}>q^{1-a}\right)
$$

where $q^{1-a}$ is the quantile of order $1-a$ of r.v. $F \sim \mathcal{F}_{N_{T}-D, N_{S}-D}$. The associated p-value is

$$
p(x)=\mathbb{P}(F>\psi(x))
$$

## Ex. 2) Transfer by fine-tuning : $\hat{f}_{\square}(x)=\Lambda\left(\hat{f}_{S}(x)\right)$

- We use batch gradient descent (GD) of step size $\alpha$ on the $\left\{\mathscr{D}_{T}, \mathscr{T}_{t}\right\}$ and $L_{2}$ error
- At iteration $k$, the estimator of $\beta$ can be written as (compare to Chen et al.))

$$
\hat{\beta}_{k}=A^{k} \hat{\beta}_{S}+\left(I-A^{k}\right) \hat{\beta}_{T}, \quad A=\left(I-\alpha \Sigma_{T}\right), \text { with } \Sigma_{T}=X_{T}^{T} X_{T}
$$

- Define $\Omega_{k}=\alpha^{-1} \Sigma_{T}^{-1}\left(I_{D}-A^{k}\right)$ and $B=\left(\beta_{T}-\beta_{S}\right)\left(\beta_{T}-\beta_{S}\right)^{\top}$, then the gain is

$$
\Delta \mathscr{R}(x)=x^{\top}\left(\sigma_{T}^{2}\left(\Sigma_{T}^{-1}-\alpha^{2} \Omega_{k} \Sigma_{T} \Omega_{k}\right)-\sigma_{S}^{2} A^{k} \Sigma_{S}^{-1} A^{k}-A^{k} B A^{k}\right) x:=x^{\top} H_{\alpha, k} x
$$

with a corresponding expression for the test.

[^1]
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Generalized Linear model $\left(f(x)=\Psi\left(x^{\top} \beta\right)\right.$, fixed design)
Estimation : use IWLS on source and GD (neg binary entropy) on target

## Simulated dataset





## Conclusion

- The framework for testing transferability is adaptable to generalized linear regression models.
- Strong use of the connection between Exponential Family and Bernstein divergences.
- Further work : gain insight on the gain to obtain a test.
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