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ABSTRACT

Context. Wolf–Rayet (WR) stars of the WNh category contain a significant fraction of hydrogen at their surface. They can be
hydrogen-burning, very massive stars or stars in a post-main sequence phase of evolution. Also, WNh stars are sometimes not in-
cluded in population synthesis models.
Aims. We aim to better characterise the properties of single WNh stars in the Galaxy and the Magellanic Clouds. In particular, we
want to constrain their surface chemistry beyond the hydrogen content by determining the helium, carbon, and nitrogen surface abun-
dances.
Methods. We perform a spectroscopic analysis of 22 single WNh stars. We fit their ultraviolet and/or optical spectra using synthetic
spectra computed with the code CMFGEN. We determine the main stellar parameters (temperature, luminosity, mass-loss rates) and
the surface H, He, C, and N mass fractions. We investigate the ability of current evolutionary models to reproduce all parameters at
the same time.
Results. We find that all WNh stars show the signatures of CNO-cycle material at their surface: they are carbon-depleted and nitrogen-
rich. A clear trend of higher nitrogen content at higher metallicity is observed, as expected. The amount of hydrogen (X) varies
significantly from one star to another, independently of luminosity. Values of X larger than 0.4 are not exceptional. The majority of
Galactic WNh stars can be explained by evolutionary models, provided sufficient fine-tuning of the input parameters of evolutionary
calculations. At lower metallicity, most stars escape predictions from evolutionary models. This has been noted in the literature but
constraints on the surface nitrogen content exacerbate this severe issue.
Conclusions. Our study highlights the need to refine the treatment of WR stars in both stellar evolution and population synthesis
models.

Key words. stars: massive – stars: Wolf–Rayet – stars: evolution – stars: abundances – stars: fundamental parameters –
stars: atmospheres

1. Introduction

Wolf–Rayet stars (WR) are the descendants of stars born as O
and early B stars on the zero-age main sequence (ZAMS; see
Crowther 2007 for a review). They are characterised primarily by
their spectroscopic appearance. WR stars show numerous emis-
sion lines from the ultraviolet (UV) to the optical and the infrared
(IR) wavelength range. Their strong stellar winds are responsible
for these emissions. Radiative acceleration is the primary mech-
anism driving these winds but a complex physics is at work,
involving the proximity to the Eddington limit, multiple scatter-
ing, opacity variations across the atmosphere, and the presence
of inhomogeneities (clumping); see Gräfener & Hamann (2005,
2008), Gräfener et al. (2011), Sander & Vink (2020), and Sander
(2022).

WR stars are classified in three different spectroscopic cat-
egories, referred to as WN, WC, and WO. These are distin-
guished by the dominant emission lines in their spectra: mostly
helium and nitrogen for WN stars, helium and carbon for WC
stars, and finally strong oxygen lines in WO stars (Beals 1938;
Hiltner & Schild 1966; Smith 1968; Smith et al. 1990, 1996).
The general understanding of these sequences is that they cor-
respond to different degrees of chemical processing appearing
at the surface of the star. WN stars show mostly the products
of hydrogen burning through the CNO cycle, and are there-
fore nitrogen rich, while WC stars display helium-burning prod-

ucts at their surface. WO stars may correspond to an even more
advanced phase (Aadland et al. 2022) but their very hot temper-
atures also play a role in their appearance (Tramper et al. 2013).

The exposure of nucleosynthesis products at the surface of
WR stars is caused by two main processes. First, WR stars
are in an advanced evolutionary state compared to OB stars
and therefore products of nucleosynthesis in the core have been
transported outward by internal mixing, such as that induced
by stellar rotation (e.g. Meynet & Maeder 2005). Second, their
external layers have been removed, meaning that the stellar sur-
face and photosphere are pushed inward to more chemically
processed layers. Strong stellar winds can be the cause, and
this evolution is referred to as the Conti scenario (Conti 1976;
Maeder & Conti 1994). Alternatively, stripping of the external
layers by a close companion in binary systems can lead to the
same outcome (Vanbeveren et al. 1998). Both effects can be
at work in advanced phases of binary evolution (Shenar et al.
2019).

In addition to these general properties, some WR stars of
the WN category display hydrogen lines in their spectra. A
WNh spectral type is used to identify them (Smith et al. 1996;
Smith & Conti 2008). No WC or WO stars show hydrogen.
Given our understanding of WR star physics, this is consis-
tent with WNh stars being objects showing the products of
CNO cycle nucleosynthesis. Depending on the formation pro-
cess (stellar winds, binary stripping, or both) and the extent to

Open Access article, published by EDP Sciences, under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0),
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This article is published in open access under the Subscribe to Open model. Subscribe to A&A to support open access publication.

A22, page 1 of 23

https://doi.org/10.1051/0004-6361/202347909
https://www.aanda.org
mailto:fabrice.martins@umontpellier.fr
https://www.edpsciences.org
https://creativecommons.org/licenses/by/4.0
https://www.aanda.org/subscribe-to-open-faqs
mailto:subscribers@edpsciences.org


Martins, F., et al.: A&A 680, A22 (2023)

which the external layers have been removed, different degrees
of chemical processing can be exposed to the surface. WNh
stars can therefore be classical WR stars in a relatively early
phase of evolution (Hamann et al. 2006; Hainich et al. 2014).
However, another category of WNh objects is observed in very
luminous and massive stars. These latter are found in young
massive clusters such as R136 in the Large Magellanic Cloud
(LMC) or the Arches in the Galactic center (Massey & Hunter
1998; Figer et al. 2002). Spectroscopic analysis of some of these
objects indicates that they are very likely main sequence objects,
that is, they are hydrogen-burning, with strong stellar winds
(Martins et al. 2008; Bestenlehner et al. 2020). The proximity
to the Eddington limit increases their mass-loss rates so that
they develop spectra dominated by emission lines typical of WR
stars (Gräfener & Hamann 2008; Vink et al. 2011; Bestenlehner
2020; Gräfener 2021). However, in terms of evolution, they
remain similar to lower-mass main sequence OB stars. The most
massive stars known, whether single or in binary systems, are
all classified as WNh (Schnurr et al. 2008, 2009; Crowther et al.
2010; Bestenlehner et al. 2011). The rare class of WN3/O3
objects discovered by Neugent et al. (2012) and Massey et al.
(2017) and analysed by Neugent et al. (2017) also show rela-
tively high hydrogen mass fractions.

Stellar evolution models deal with WR stars mostly by
applying different mass-loss rates when calculations enter this
phase of evolution. The switch between normal OB-type winds
(usually from Vink et al. 2001) and WR-type winds relies on
the criteria defining the WR phases. A major criterion is the
amount of hydrogen at the surface. The vast majority of evo-
lutionary models consider a maximum hydrogen mass fraction
of 0.3 or 0.4 for WR stars (Chen et al. 2015; Choi et al. 2016;
Limongi & Chieffi 2018; Martinet et al. 2023). Hainich et al.
(2014, 2015) showed that, in the Magellanic Clouds, a signifi-
cant fraction of WN stars have more hydrogen than this limit.
This raises the question of the treatment of WR phases by
stellar evolution codes. Hainich et al. also showed that evolution-
ary models faced serious problems in accounting for the posi-
tion of WN stars in the Hertzsprung–Russell diagram (HRD).
At low metallicity, models usually do not account for the posi-
tion in the HRD and the surface hydrogen content. A related
issue is encountered in population synthesis models. WR spec-
tra are only assigned to stars that have relatively low hydro-
gen mass fractions (Leitherer et al. 2014; Eldridge et al. 2017).
H-rich WN stars are therefore left out, which can lead to severe
limitations, especially when very massive stars (VMSs) are
present. Martins & Palacios (2022) showed that such stars must
be properly taken into account in order to reproduce key features
of young massive clusters, especially He ii 1640.

Understanding WNh stars is therefore important for stellar
evolution and population studies. Their surface chemistry tells
us about their nature and past history. If the hydrogen content
has been determined for relatively large samples (Hamann et al.
2006; Hainich et al. 2014, 2015; Shenar et al. 2019), constraints
on other elements are rather limited. Martins et al. (2008) pro-
vided helium, carbon, and nitrogen abundances for stars in the
Arches cluster and showed that they are objects in the H-burning
phase. Brands et al. (2022) found similar results for the WNh
stars in R136. Shenar et al. (2016, 2019) studied the surface
chemistry of binary stars in the Magellanic Clouds. In the present
study, we extend the determination of surface abundances to a
larger sample of single WNh stars in the Galaxy and the Mag-
ellanic Clouds. We aim to better understand their nature and the
ability of current stellar evolution models to account for them.
We focus on single stars. Our sample and the observational data

are presented in Sect. 2. We explain our analysis method in
Sect. 3 and present our results in Sect. 4. We discuss our find-
ings in Sect. 5 and outline our conclusions in Sect. 6.

2. Sample and observational data

In this study, we focused on (presumably) single WNh stars.
We selected objects in the Galaxy, the LMC, and the SMC.
For the former we relied on the work of Hamann et al. (2006,
2019) to identify WNh stars that lack evidence for the presence
of a companion. In the LMC, the single WN stars have been
studied by Hainich et al. (2014) and binarity has been inves-
tigated by Foellmi et al. (2003a) and Shenar et al. (2019). We
cross-checked both studies to select our single LMC sources.
Finally, for the SMC, we relied on the analysis of Hainich et al.
(2015), Foellmi et al. (2003b), and Shenar et al. (2016) to select
single WNh stars. We did not include the three stars analysed
by Martins et al. (2009), because these authors used the same
method as the one used in the present study. We simply include
the findings of these latter authors when discussing our results.
In total, our sample is made up of 8 Galactic stars, 11 LMC stars,
and 3 SMC stars.

Spectroscopic data all came from science archives or private
communication for those not publicly available. The UV spectra
were extracted from the IUE database hosted at MAST1. Low-
(6 Å) or high-resolution (2 Å) spectra exist, depending on the tar-
get. We favoured the latter when possible. SWP (1150–2000 Å)
and LWP (1850–3000 Å) spectroscopy was used for spectral
energy distribution (SED) fitting. SWP spectra were also used
for spectroscopic analysis and parameter determination. Optical
spectra came from various sources. The ESO database provided
several FEROS and GIRAFFE spectra with a spectral resolution
of about 0.1 Å. FEROS data cover the whole optical range, while
GIRAFFE data cover portions of it. We also relied on the data
published by Foellmi et al. (2003a,b), which are fully described
in those papers. The spectral resolution is lower, typically 6 Å.
We stress that such a low resolution is not an issue for our anal-
ysis because the lines of the WNh stars are mostly formed in the
stellar wind and are broad. All spectroscopic data were manually
normalised to the continuum. The details of the spectroscopic
data are given in Table A.1.

The spectroscopic data are complemented by optical and
IR photometry for SED fitting. The data are taken from the
SIMBAD astronomical database2 (Wenger et al. 2000).

3. Spectroscopic analysis

We performed our spectroscopic analysis with the code
CMFGEN (Hillier & Miller 1998), which solves the radiative
transfer under non-Local Thermodynamical Equilibrium (non-
LTE) conditions in a spherical geometry, and takes stellar winds
into account. The calculations are done in two main steps. First
the atmospheric structure is modelled. Line profiles are assumed
to be Gaussian and have a width that is independent of the posi-
tion in the atmosphere. In addition to the natural width, a micro-
turbulent velocity of 20 km s−1 is assumed for all lines. Reso-
lution of the statistical equilibrium and radiative transfer equa-
tions lead to the radiation field and the level populations. Radia-
tive acceleration is calculated and used to solve the equation of
motion in the inner atmosphere, below the critical point. The

1 https://archive.stsci.edu/iue/search.php
2 http://simbad.u-strasbg.fr/simbad/
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velocity structure in that part of the atmosphere results from the
equation of mass conservation. It is connected to a β-velocity
law3 in the outer atmosphere. We adopt β = 1 for the analysis
of all stars (see Lefever et al. 2023 for a discussion on the effect
of β). In a second step, a formal solution of the radiative trans-
fer is performed with the level populations fixed. This provides
the emergent spectrum. More realistic line profiles are used and
a depth-dependent microturbulent velocity is used, which varies
from 10 km s−1 at the stellar radius to 10% of v∞ at the top of the
atmosphere. Stark broadening is taken into account. In all com-
putations, we used solar abundances from Asplund et al. (2009)
for Galactic stars, or solar-scaled abundances for LMC and SMC
stars. This is mainly relevant for elements with atomic numbers
larger than that of oxygen, because for lighter elements we vary
the abundances to find the best-fit values (see below).

The final synthetic spectrum is convoluted with a Gaussian
profile to take into account the finite spectral resolution of the
observations. We also convolute the spectrum by a rotational
profile of 40 km s−1 but stress that this does not affect the shape
of the spectrum because (1) spectral resolution is low for most
data and (2) spectral lines are mostly formed in the wind and are
consequently broadened up to higher velocities than the rota-
tional velocity.

To determine the main stellar parameters, we proceeded as
follows:

– Effective temperature: Teff was constrained by the ioni-
sation balance method; that is, the relative strength of lines of
successive ions of the same element. When both He i and He ii
lines were present, we used them as the primary diagnostic. For
the hottest stars with Teff above about 45 000 K, He i lines dis-
appear and we switched to nitrogen lines. Nitrogen lines were
also used as secondary indicators when He i lines are detected. In
practice, we relied on He i 4026, He i 4471, He i 4713, He i 4920,
He ii 4200, He ii 4542, He ii 5412, N iii 4634-40-42, N iv 4058,
and Nv 4604-20. He ii 4686 was not considered for Teff determi-
nation, because in addition to temperature, its strength is widely
driven by the wind density and the helium content (see below).
Uncertainties on Teff depend on Teff itself. In the low temper-
ature range, where several indicators are present, 2000 K is a
typical error determination. In the high Teff range, especially for
the SMC targets, only He ii and Nv are available and the range
of acceptable Teff is much wider before these lines become too
weak or lower ionisation lines appear. In that range, an error of
20 000 K is possible.

– Luminosity: the SED of models was compared to flux-
calibrated UV spectra and optical-infrared photometry to pro-
vide the stellar luminosity. In the process, an extinction had
to be applied to the synthetic SEDs. The law of Cardelli et al.
(1989) is used for all stars, with RV set to 3.1 and E(B − V) as
a free parameter. The extinction of LMC and SMC stars is low
and mostly due to foreground Galactic extinction. The choice of
a different law would barely affect the final luminosity, which
depends mostly on effective temperature. For stars in the Large
and Small Magellanic Cloud, we used distance moduli of 18.48
and 18.98, respectively (Pietrzyński et al. 2019; Graczyk et al.
2020). For Galactic stars, we relied on the parallaxes from
Gaia DR3 (Gaia Collaboration 2020). The uncertainty on log L

L�
is mainly driven by that on Teff , meaning that an error of
0.05–0.15 dex was estimated for low and high temperatures,
respectively.

3 v = v∞×(1−R/r)β with R the stellar radius, r the distance to the centre
of the star, and v∞ the maximum velocity at the top of the atmosphere.

– Mass-loss rate and terminal velocity: v∞ was determined
from the blueward extent of UV P-Cygni profiles, when avail-
able. If not, the width of the main optical emission lines (Hα
and He ii 4686) was used instead. In that case, v∞ was less accu-
rately constrained than with the blueward extension of P-Cygni
profiles. Mass-loss rate affects the intensity of emission lines;
we therefore used their strength – measured by peak intensity –
as the primary diagnostic for Ṁ. Optical lines from hydrogen
and helium are also sensitive to the He/H abundance ratio (see
below), meaning that the determination of Ṁ was made together
with the abundance analysis. Ṁ was adjusted so that the syn-
thetic spectrum reproduced the intensity of the largest number of
emission lines. In practice, the strongest lines, that is, He ii 4686
and Hα, dominated our determination of the mass-loss rate.

– Clumping factor: we considered optically thin clumping
using a volume-filling-factor formalism: f = f∞ + (1 − f∞)e−

v
vcl ,

with f∞ the filling factor at the top of the atmosphere (the ter-
minal clumping factor), v the velocity in the atmosphere, and vcl
a velocity characterising the region in which clumping becomes
significant (there is no clumping at the photosphere at low veloc-
ities). We adopted vcl = 100 km s−1. The terminal clumping fac-
tor f∞ is initially set to 0.1. The shape of the strongest optical
emission lines, especially He ii 4686 and Hα, was used to refine
this parameter. As demonstrated by Hillier (1991), the electron
scattering red wing of these lines is sensitive to the degree of
inhomogeneity (see also Martins et al. 2009 for practical appli-
cations). For clarity, we stress that f∞ is a lower limit on the
clumping factor at the formation depth of most lines, because
they form over an extended region of the atmosphere where f
varies.

To determine the hydrogen and helium mass fractions, we
proceeded as in Martins et al. (2009). The method is illustrated
in Fig. 1. We adopted the stellar and wind parameters deter-
mined as described above, and ran new models with various
He/H ratios. We focused on the lines shown in the left panel
of Fig. 1: He ii 4686, Hγ, Hβ, and Hα. These are the strongest
H and He lines of the optical spectrum. When possible, we used
the four lines. In some cases, Hγ and Hβ are weak and their nor-
malisation to the continuum is uncertain, especially in case of
low-signal-to-noise-ratio (S/N) data. In those circumstances, the
two lines were left out and only He ii 4686 and Hα were used for
the abundance determination. We see how the lines behave under
variations of the He/H ratio. We performed a χ2 analysis of these
features. The χ2 function was renormalised to its minimum value
χ2

min and the error bars were taken at the mass fractions for which
χ2 = χ2

min + 1. The results are shown in the right panel of Fig. 1.
We proceeded in a similar way for the determination of the

carbon and nitrogen contents. We ran additional models with the
best-fit stellar parameters and the hydrogen and helium mass
fractions determined as above. In these models, we varied the
C/H and N/H ratios. We then inspected the behaviour of the fol-
lowing nitrogen lines: N iv 4058, N iii 4511-15-18, N iv 4512,
Nv 4604-20, N iii 4634-40-42, N iv 5200-05, N iv 5736, and
N iv 7103-10-22. Depending on the quality of the spectra and
the normalisation, we selected all or a subset of these lines for
a χ2 analysis. As for H and He, the best-fit N/H value and the
associated error bar were determined from the renormalised χ2

function and the values corresponding to χ2
min+1. For carbon, the

only lines strong enough to be analysed in a quantitative way are
C iv 5801-12. When present, we used them as a diagnostic for
the C/H ratio; otherwise the carbon content was not determined.

The final stellar parameters and surface abundances are gath-
ered in Table 1. We give two sets of values for the temperature
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Fig. 1. Determination of the hydrogen and helium mass fractions in star WR24. Left panel: the black line is the observed spectrum. The coloured
lines are models in which the amounts of H and He are varied: the ratio He/H (by number) is 0.1 (0.2, 0.4) in the blue (red, green) model. Right
panel: χ2 function renormalised to the minimum value for hydrogen (red) and helium (blue), as a function of mass fraction. The vertical dashed
lines indicate the best-fit values, while the dotted lines mark the error bars.

Table 1. Stellar parameters determined in the present study.

Star ST Teff T ∗ Reff R∗ E(B − V) log L
L�

log Ṁ v∞ f∞ X Y X(C) X(N)
[kK] [kK] [R�] [R�] [M� yr−1] [km s−1]

WR16 WN8h 42.0 42.3 13.5 13.2 0.67 5.7 –5.3 800 0.01 0.28± 0.03 0.71± 0.03 5.0± 3.0 × 10−5 11.2± 3.0 × 10−3

WR24 WN6ha 42.0 43.1 21.3 20.2 0.28 6.1 –5.3 2100 0.01 0.53± 0.09 0.46± 0.08 4.6± 2 × 10−5 11.5± 4 × 10−3

WR40 WN8h 36.2 41.7 18.1 13.6 0.45 5.7 –4.6 800 0.1 0.19± 0.03 0.80± 0.03 7.0± 5.0 × 10−5 5.1± 1.1 × 10−3

WR78 WN7h 41.0 41.5 20.0 19.5 0.60 6.0 –4.7 1600 0.05 0.17± 0.05 0.82± 0.05 4.7± 3.0 × 10−5 7.4± 2.0 × 10−3

WR89 WN8h+abs 35.0 35.1 34.4 34.3 1.85 6.2 –4.5 1500 0.1 0.26± 0.04 0.73± 0.04 1.0± 0.7 × 10−4 12.3± 10.0 × 10−3

WR108 WN9ha 35.0 35.2 21.7 21.5 1.15 5.8 –5.0 900 0.1 0.17± 0.04 0.82± 0.03 5.9± 5.4 × 10−4 9.3± 4.3 × 10−3

WR124 WN8h 34.0 41.5 20.5 13.8 1.20 5.7 –4.5 800 0.1 0.19± 0.08 0.80± 0.03 – 2.5± 1.0 × 10−3

WR128 WN4(h) 65.0 65.4 4.0 3.9 0.40 5.4 –5.5 1800 0.1 0.23± 0.18 0.75± 0.19 6.2± 2.5 × 10−5 21.6± 6 × 10−3

BAT99-35 WN3(h) 74.0 77.3 3.9 3.5 0.13 5.6 –5.15 1600 0.1 0.11± 0.10 0.88± 0.10 3.7± 0.4 × 10−5 10.0± 2.6 × 10−3

BAT99-44 WN8ha 38.9 39.7 11.1 10.6 0.10 5.4 –5.2 600 0.1 0.31± 0.05 0.69± 0.04 – 4.2± 1.7 × 10−3

BAT99-50 WN5h 53.0 56.1 6.7 6.0 0.0 5.5 –5.6 1600 0.1 0.39± 0.16 0.60± 0.16 5.4± 3.0 × 10−5 9.0± 5.0 × 10−3

BAT99-63 WN4ha 64.0 64.5 5.5 5.4 0.15 5.65 –5.35 2000 0.1 0.31± 0.02 0.68± 0.03 1.3± 0.2 × 10−4 10.6± 9.0 × 10−3

BAT99-66 WN3(h) 85.0 85.6 3.3 3.2 0.10 5.7 –5.6 1600 0.1 0.27± 0.10 0.72± 0.11 <3.0 × 10−4 7.8± 1.0 × 10−3

BAT99-67 WN5ha 42.0 51.7 16.9 11.1 0.40 5.90 –5.5 1800 0.01 0.45± 0.10 0.53± 0.10 2.7± 1.1 × 10−5 8.8± 7.6 × 10−3

BAT99-73 WN5ha 51.0 52.7 7.2 6.8 0.30 5.5 –5.2 1300 0.01 0.42± 0.08 0.57± 0.07 3.3± 1.1 × 10−5 6.6± 2.9 × 10−3

BAT99-74 WN3(h)a 80.0 82.2 2.9 2.8 0.10 5.5 –5.8 2200 0.1 0.30± 0.05 0.68± 0.04 <1.0 × 10−4 8.1± 0.6 × 10−3

BAT99-81 WN5h 47.0 47.8 6.8 6.5 0.45 5.3 –5.6 1250 0.1 0.61± 0.13 0.38± 0.23 2.3± 0.5 × 10−4 7.3± 3.8 × 10−3

BAT99-89 WN7h 39.2 50.5 15.5 9.3 0.40 5.7 –4.5 1000 0.1 0.22± 0.04 0.77± 0.06 – 3.2± 0.7 × 10−3

BAT99-122 WN5h 42.0 44.3 21.3 19.1 0.37 6.1 –4.5 1800 0.1 0.17± 0.10 0.82± 0.10 4.2± 0.9 × 10−5 3.7± 1.3 × 10−3

AB9 WN3ha 80.0 81.6 3.7 3.6 0.1 5.7 –5.9 2000 0.1 0.28± 0.08 0.71± 0.10 <1.0 × 10−4 3.8± 0.8 × 10−3

AB10 WN3ha 80.0 82.4 2.9 2.8 0.1 5.5 –5.8 1600 0.1 0.35± 0.08 0.65± 0.11 <2.0 × 10−5 3.5± 1.3 × 10−3

AB11 WN4ha 80.0 81.9 2.9 2.8 0.0 5.5 –6.15 2000 0.1 0.26± 0.05 0.73± 0.06 <7.0 × 10−5 7.6± 1.6 × 10−3

Notes. Columns are source ID, spectral type, temperature at an optical depth of two-thirds and 20, radius at an optical depth of two-thirds and
20, colour excess, luminosity, mass-loss rate, terminal velocity, maximum clumping factor, hydrogen mass fraction, helium mass fraction, carbon
mass fraction and nitrogen mass fraction.

and stellar radius: one set estimated at an optical depth of two-
thirds and designated by the eff subscript, and one set at an opti-
cal depth of 20 (subscript *). In Appendix D, we show the best-fit
models compared to the observed spectra for all stars.

4. Results

4.1. Comparison with literature data

All of our sample stars have been previously studied. As stated
in Sect. 1, earlier analyses did not provide the surface carbon and

nitrogen abundances. We gather the parameters found in the lit-
erature in Table B.1. Most results come from the analysis carried
out by the Potsdam group (Hamann et al. 2006; Hainich et al.
2014, 2015). Inspection of the different values of the parameters
for a given star indicates very good agreement in most, if not
all, cases. This conclusion is valid for temperatures, luminosi-
ties, and surface hydrogen mass fraction. These parameters can
therefore be considered as rather robust.

For two stars, WR128 and BAT99-63, carbon and nitrogen
abundances were presented in Martins et al. (2013). The former
are in excellent agreement with the values presented here. For
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Fig. 2. Carbon mass fraction as a function of nitrogen mass fraction for
the sample stars. Red triangles, blue circles, and grey squares refer to
Galactic, LMC, and SMC stars, respectively. One Galactic star is out
of the frame and is seen in the insert where we show the same data
points on a wider scale together with 40 M� (solid line) and 60 M� (dot-
ted line) Geneva models at solar (pink), LMC (cyan), and SMC (grey)
metallicity. The three SMC stars analysed by Martins et al. (2009) are
included.

nitrogen, we note the systematically larger values in the current
study, although the results are consistent within the error bars.
The largest difference is for star WR128. We find a high nitro-
gen content, about a factor of two larger than in Martins et al.
(2013). Inspection of the best fit of Martins et al. (their Fig. 4)
and comparison to the present Fig. D.7 indicate that N iv 4058
and Nv 4604-20 are better reproduced by the new model. This
may partly explain the difference.

4.2. Surface chemical composition

Figure 2 shows the carbon mass fraction as a function of nitro-
gen mass fraction for the sample stars. In the insert, the stellar
tracks illustrate the evolutionary status of the sample sources.
On the main sequence, tracks start with low nitrogen mass frac-
tion and high carbon mass fraction in the left part of the figure.
With nucleosynthesis and mixing processes at work, nitrogen
is brought to the surface while carbon is depleted, in agree-
ment with CNO burning. In later phases, carbon is produced
from helium burning. We see that all stars are clearly chem-
ically evolved, most of them lying near the minimum carbon
mass fraction. These objects therefore show C and N consistent
with CNO equilibrium, as seen in other WNh stars (Martins et al.
2008). At CNO equilibrium, the sum of almost all the initial C,
N, and O is found in the form of nitrogen. The nitrogen mass
fraction therefore directly scales with initial C+N+O, and thus
with metallicity. This is predicted by models (see insert) and
also confirmed by the present results. The average nitrogen mass
fraction of WNh stars is 0.0039± 0.0021, 0.0072± 0.0025, and
0.0102± 0.0059 in the SMC, LMC, and the Galaxy, respectively;
that is, a clear increase for higher metallicity is detected. This is
seen in Fig. 3, which shows the number distribution of the nitro-
gen mass fraction in the three galaxies.

Fig. 3. Number distribution of the surface nitrogen mass fraction for the
Galaxy, LMC, and SMC (top, middle, and bottom panels, respectively).
In each panel, the filled circle indicates the average X(N) and the error
bar shows the dispersion.

Figure 4 shows the hydrogen mass fraction X as a function
of luminosity for the sample sources and additional literature
objects. WNh stars cover a wide range of H mass fractions, from
barely any hydrogen depletion (X ∼ 0.6) to almost exhaustion
(X ∼ 0). There is no obvious trend with luminosity and/or metal-
licity. Of the 42 points in Fig. 4, 16 are strictly above the 0.4
limit, including their uncertainty. Alternatively, some stars are
located across the limit when the error bar on their X is con-
sidered. If we count all objects that can potentially populate the
X > 0.4 region given the uncertainties, we find 24 stars. In that
sample, the fraction of stars with X larger than 0.4 is therefore
between 40% and 60%, indicating that WNh stars with a large
hydrogen content are relatively common objects.

4.3. HR diagram and stellar evolution

4.3.1. Single star tracks

Our main goal is to investigate the ability of evolutionary
models to simultaneously reproduce the position in the HRD
(i.e. the temperature and luminosity) and the surface chemi-
cal composition of the sample stars. We focus on hydrogen,
helium, and nitrogen here because carbon is not determined
for all targets. To this end, we compared the position of the
sample WNh stars to predictions of various evolutionary mod-
els from Brott et al. (2011), Ekström et al. (2012), Köhler et al.
(2015), Limongi & Chieffi (2018), Grasha et al. (2021), and
Martins & Palacios (2022). In all figures of this section, we plot
evolutionary tracks as illustrated in Fig. 5. The broken line shows
the full track. The thin solid line is the part for which a cer-
tain range of hydrogen mass fraction is predicted. In Fig. 5
this is set to 0.4 < X < 0.75. The bold part of the tracks
adds another constraint in addition to that on X: it considers
only surface nitrogen mass fraction higher than a given thresh-
old, 0.0047 in the figure. In the following, we do not show
the full tracks, but only the parts with constraints on hydro-
gen and nitrogen mass fractions. We consider two ranges for
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Fig. 4. Hydrogen mass fraction as a function of luminosity for the
sample stars. Red triangles, blue circles, and grey squares refer to
Galactic, LMC, and SMC stars, respectively. The horizontal dotted line
marks the value X = 0.4. The figure also includes WNh stars from
the literature: stars in R136 (Bestenlehner et al. 2020), star VFTS 682
(Bestenlehner et al. 2011), star B in NGC 3603 (Crowther et al. 2010),
and stars in the Arches cluster (Martins et al. 2008). Literature objects
in the LMC (Galaxy) are shown in cyan (pink) and by open symbols.

hydrogen: X > 0.4 and 0.1 < X < 0.4. The threshold for nitro-
gen mass fraction depends on the galaxy: it is set to X(N)ave−1σ
with X(N)ave and σ being the average and dispersion, respec-
tively, reported in Sect. 4.2. Consequently, the bold part of the
tracks corresponds to X(N)> 0.0043, 0.0047, and 0.0018 for the
Galaxy, LMC, and SMC, respectively. These assumptions imply
that we compare the global properties of the observed stars, and
not the individual ones, to predictions of evolutionary models.
We discuss how our results depend on these assumptions at the
end of this section.

Figure 6 shows the HR diagram for the Galactic stars. Addi-
tional single WNh sources for which the surface composition
of at least hydrogen is known have been added: sources in
the Arches cluster and NGC3603-B. Focusing first on the stars
with X > 0.4 (top panels), moderately rotating models from
Limongi & Chieffi (2018) are able to account for the most lumi-
nous objects, indicating their very massive nature. The bold part
of the tracks, which has H and N surface mass fraction sim-
ilar to the values determined for the sources, also reproduce
the position of these sources in the HR diagram. For relatively
fast rotation, the relevant (in terms of HRD position and sur-
face composition) part of the tracks remain confined to near
the ZAMS (Fig. 6, top right panel). The models of Brott et al.
(2011) do not produce enough surface N-enrichment when they
pass through the area of the HR diagram occupied by the sample
stars. We stress that VMSs require a special treatment of their
mass-loss rate that is not implemented in the tracks shown in
Fig. 6. The calculations of Martins & Palacios (2022; see also
Gräfener 2021; Sabhahit et al. 2022) show that tracks evolve to
cooler temperatures for VMSs while displaying hydrogen and
helium chemical processing at their surface. However, no calcu-
lation at solar metallicity is yet available.

Fig. 5. HR diagram for Galactic stars. Tracks are from
Limongi & Chieffi (2018) and have an initial rotational velocity
of 300 km s−1. The dot-dashed lines show the full tracks. The thin
solid lines show the parts for which 0.4 < X < 0.75. The thick solid
lines show the parts for which in addition to 0.4 < X < 0.75, X(N) is
larger than 0.0043. Symbols are the sample stars (filled triangles) and
literature objects (open symbols); see text.

Moving to the subsample with low H mass fraction (bottom
panels), a large variety of tracks can account for the observed
stars. In particular, the predictions of Ekström et al. (2012),
Limongi & Chieffi (2018), and Grasha et al. (2021) consistently
predict the surface chemistry and the HRD position. However,
different conditions are needed for different sets of models. The
tracks of Limongi & Chieffi (2018) favour moderate rotation,
while those of Ekström et al. (2012) and Grasha et al. (2021)
require relatively high rotational velocities to explain the Galac-
tic sources.

Fine-tuning of the implementation of rotationally induced
mixing and of the amount of rotation is therefore required
to reproduce all stars, but to first order the models appear to
be capable of accounting for the Galactic WNh stars of all
masses. Further observational constraints on the amount of rota-
tion would be needed to identify which physics implementation
in evolutionary models is the most relevant.

The LMC stars are shown in Fig. 7, complemented with
stars in 30 Dor. Compared to Fig. 6, an extra value of rotation
(550 km s−1) is shown in the right panels. Limongi & Chieffi
(2018) do not provide tracks at LMC metallicity. For X > 0.4
(top panels), the position of the observed stars and their sur-
face H mass fraction are reproduced by the various sets of
tracks. This favours an interpretation of WNh stars being young
objects near the ZAMS. However, the surface nitrogen mass
fraction remains too small in almost all tracks (almost no bold
tracks are seen in the top panels). The most massive models
of Grasha et al. (2021) can reproduce the VMSs in 30 Dor with
the correct range of surface N composition. The dedicated VMS
models of Martins & Palacios (2022) are shown in the left pan-
els. These models are for no rotation. We see that they reproduce
the position of the most massive objects but underestimate the
nitrogen content (see also discussion below). The less massive
objects analysed in the present study escape prediction when the
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Fig. 6. HR diagram for Galactic stars. The top and bottom panels show stars with a hydrogen mass fraction of greater or smaller than 0.4,
respectively. Filled triangles are sources analysed in the present study, while open triangles are literature data: WNh stars in the Arches cluster
(Martins et al. 2008) and NGC3603-B (Crowther et al. 2010). Evolutionary tracks shown in red, green, cyan, and orange are from Ekström et al.
(2012), Limongi & Chieffi (2018), Brott et al. (2011), and Grasha et al. (2021), respectively. The left and right panels show tracks with initial
velocities of 150 and 300 km s−1, respectively. In each panel, the range of hydrogen mass fraction is the same for the tracks and the observed stars.
The bold part of the tracks is for a nitrogen mass fraction of greater than 0.0043, as explained in Fig. 5.

constraint on surface N composition is added to surface H com-
position and HRD position. In the top right panel, even the very
fast rotating models of Brott et al. (2011) – which correspond to
quasi-homogeneous evolution (QHE; see Maeder 1987; Langer
1992; Yoon et al. 2006) – fail to produce as much surface nitro-
gen as observed.

For stars with 0.1 < X < 0.4 (bottom panels), the situation is
worse. With the exception of the object with log L

L�
∼ 6.1, which

is explained by standard rotation models (middle panel), none
of the other stars can be accounted for by any model with low
to moderate rotation. Very fast rotation is required to produce

tracks that populate the region occupied by the objects at low
luminosity (bottom right panel). However, the amount of surface
nitrogen is underpredicted (no bold part exists for the tracks). In
conclusion, for LMC WNh stars, whether they have high or low
hydrogen mass fraction, none of the currently available mod-
els in the literature can reproduce the observed properties below
log L

L�
. 6.0.

In the SMC, the most H-rich stars are shown in the top pan-
els of Fig. 8. The two objects are relatively close to the ZAMS
considering uncertainties on their temperatures. The tracks of
Brott et al. (2011) and Georgy et al. (2013) for low and moderate
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Fig. 7. Same as Fig. 6 but for the LMC. The tracks of Brott et al. (2011) are complemented with those of Köhler et al. (2015) for masses above
100 M�. The left panel shows the 200 M� non-rotating tracks of Martins & Palacios (2022) in yellow. The right panels show models for an initial
rotational velocity of 550 km s−1. The red tracks are from Eggenberger et al. (2021). The bold part of the tracks is for a nitrogen mass fraction of
greater than 0.0047. Open circles are stars in 30 Dor from Bestenlehner et al. (2011, 2020).

rotation populate the regions where these two stars are located
with the correct range of surface hydrogen, but not of surface
nitrogen (no bold track close to the stars). The 60 M� track of
Grasha et al. (2021) with moderate rotation accounts marginally
for all the observational constraints. The tracks that best repro-
duce the HRD position and surface hydrogen mass fractions are
those of Brott et al. (2011) for fast rotation (top right panel of
Fig. 8). Unfortunately, these tracks do not produce enough sur-
face nitrogen: they reach a maximum of 0.0012, while the obser-
vational minimum value defined in Sect. 4.2 is 0.0018.

The objects with 0.1 < X < 0.4 shown in the bottom pan-
els of Fig. 8 escape all predictions. Models with low or mod-
erate rotation do not cover the relevant portions of the HRD.
The QHE models of Brott et al. (2011) do not reach the high
effective temperatures of the four of the observed stars. All stars
have X(N)> 0.0035, much larger than the maximum value pre-
dicted by the models (0.0012). These shortcomings are further
discussed in Sect. 5.1.

The results we present immediately above partly rely on the
choice of the minimum surface nitrogen mass fraction used to
highlight some parts of the tracks in Figs. 6–8. As discussed
above, we chose to set this minimum value to X(N)ave − 1σ for
the three galaxies. Inspection of Fig. 3 and Table 1 reveals that
a few objects actually have X(N) lower than these limits. They
represent the extreme of the distributions of Fig. 3. In order to
test whether our results are affected by the definition of the min-
imum surface nitrogen fraction in evolutionary tracks, we show

similar figures in Appendix C to Figs. 6–8 but now lowering the
minimum nitrogen mass fraction used to code the bold part of
the tracks. We now adopt the minimum value of all stars in each
galaxy: 0.0025 in the Galaxy, 0.0032 in the LMC, and 0.0012
in the SMC (see Martins et al. 2009). The results are presented
in Figs. C.1–C.3. In the Galaxy and the LMC, the conclusions
are almost unchanged. Very little difference in the various HRDs
is observed, except that the VMS models of Martins & Palacios
(2022) now account not only for the position but also the sur-
face nitrogen content of the most massive stars (the literature
objects shown by open circles have the same range of X(N) as
that of the objects studied here; see Brands et al. 2022). In the
SMC, a fraction of the 32 M� track of Grasha et al. (2021) now
accounts for the new constraint on X(N), allowing the model to
explain the WNh stars with the largest surface hydrogen mass
fraction. The most striking changes are for the very fast rotating
models of Brott et al. (2011) that now spend a fraction of their
time with X(N)> 0.0012. These models can therefore marginally
explain the properties of star AB1 (Martins et al. 2009). Besides
this, the conclusions remain unchanged. In particular, the objects
with X < 0.4 are located too far away from the tracks and remain
more N-rich than predicted by models.

We can therefore summarise our main conclusions as fol-
lows. Overall, WNh stars can be reasonably reproduced by stan-
dard evolutionary models that include rotation at solar metal-
licity. Different models succeed differently in accounting for
the observed properties, but it is possible to find at least one
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Fig. 8. Same as Fig. 7 but for the SMC. In the right panels the dotted and dashed lines are tracks for initial rotational velocities of 350 and
400 km s−1, respectively. No tracks populate the part of the HRD shown in the bottom left panel. The red tracks are from Georgy et al. (2013). The
bold part of the tracks is for a nitrogen mass fraction of greater than 0.0018.

model that produces the observed HRD position together with
the surface H and N mass fractions. At lower metallicity, this is
not the case. VMSs can be accounted for but WNh stars with
luminosities below 106 L� usually escape predictions. QHE may
be a solution, but constraints on the surface nitrogen content
limit this interpretation to one object in the SMC. These results
are discussed in Sect. 5.1, but before this, we examine binary
models.

4.3.2. Binary tracks

Our sample selection was based on the absence of evidence for
binarity, and so we do not expect the sample stars to be part
of binary systems. However, for the sake of completeness, we
perform a comparison of the observed properties with models
from the LMC grid of Pauli et al. (2022), which covers a range
of mass ratios and orbital periods.

Figures 9 and 10 show a selection of these binary models;
they roughly sample the parameter space of the larger grid com-
puted by Pauli et al. The primary mass is 28, 50, or 80 M�, the
mass ratio 0.3 or 0.8, and the period 2, 30, or 500 days. Figure 9
compares models with stars that have X > 0.4, while Fig. 10
is for the case where 0.1 < X < 0.4. For high hydrogen mass
fractions, several models cross the area occupied by the sam-
ple stars. In most cases, mass transfer has not happened yet and
models behave essentially as single star models. In the case of
low hydrogen mass fraction (Fig. 10), the selected binary mod-
els appear to be better suited to reproducing the position of the

sample stars. Contrary to Fig. 7 for single stars, several binary
models with periods of between 30 and 500 days encompass the
region where the LMC low-X stars are located.

At first sight, binary models are therefore an attractive option
to explain the hydrogen-poor LMC stars. However, there is a
limitation to the current set of models. As is the case for very-
fast rotating single-star models, when the binary tracks reach
the position of the observed stars, they have the correct range
of hydrogen mass fraction but are much more N-poor than the
LMC objects. Indeed Figs. 9 and 10 use the same coding as
in Fig. 7, that is, bold tracks should represent the part of the
tracks with X(N) larger than 0.0032 (i.e. the strict lower limit on
X(N) discussed above). No bold tracks are seen in Figs. 9 and 10
because X(N) remains below the 0.0032 threshold. The largest
value reached by any of the binary models is 0.0029. In spite
of the speculative binary nature of the LMC WNh stars in our
sample, the models of Pauli et al. do not produce enough surface
nitrogen to explain their properties.

4.4. Mass-loss rates

Before discussing shortcomings and potential improvements of
evolutionary models and spectroscopic analysis, we briefly sum-
marise the results on the mass-loss rates of the sample WNh
stars. Radiatively driven winds are known to scale with lumi-
nosity (Castor et al. 1975; Kudritzki et al. 1989; Puls et al. 1996;
Mokiem et al. 2007) as a results of the interaction of photons
with ions in the upper layers of massive stars. As a result, a
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Fig. 9. LMC stars together with selected binary models from Pauli et al. (2022). The hydrogen mass fraction is larger than 0.4 in both stars and
models. The left, middle, and right panels are for a donor mass of 80, 50, and 28 M�, respectively. Top and bottom panels correspond to mass
ratios of 0.8 and 0.3. In each panel, the black, red, and orange tracks are for systems with periods of 2, 30, and 500 days, respectively.

metallicity dependence of mass-loss rates has been predicted
(Vink et al. 2001; Björklund et al. 2021; Vink & Sander 2021)
and observed (Mokiem et al. 2007; Rickard et al. 2022) for OB-
type stars. For Wolf–Rayet stars, the mechanisms at the ori-
gin of stellar winds are more complex. Multiple scattering
and proximity to the Eddington limit imply that WR winds
depend in an intricate way on luminosity, Eddington factor,
and metallicity (Gräfener & Hamann 2008; Gräfener et al. 2011;
Sander & Vink 2020). The amount of hydrogen in the upper lay-
ers also appears to be an important factor (Sander 2022). In
absence of a reliable mass estimate for our sample stars, we
cannot estimate the Eddington factor. The clumping-corrected
mass-loss rates are therefore plotted as a function of luminos-
ity in Fig. 11. Additional single WNh stars from the litera-
ture are added. Two main qualitative conclusions can be drawn.
First, above 106 L�, mass-loss rates are quite homogeneous with
a dispersion of about a factor of 2 around 10−4 M�. Below
106 L�, a global decrease in mass-loss rates is observed as log L

L�
decreases. At the same time, the scatter increases considerably.
For instance, in the LMC, differences in Ṁ of an order of mag-
nitude are observed. In the low-luminosity range, another gen-
eral trend is seen: the SMC stars have smaller Ṁ than LMC
stars for a given luminosity. We refrain from further quantify-
ing this trend because of (1) the small number of objects and
(2) the hidden dependencies in that figure, in particular that on
the Eddington factor. We checked whether or not the hydrogen
mass fraction could explain the dispersion at low luminosity,
but no clear trend emerges. Unfortunately, we cannot probe the
Eddington factor, because we do not have access to the mass.

Surface gravity is unconstrained and mass estimates from the
HR diagram are only possible for Galactic stars. Indeed, in the
MCs, evolutionary models struggle to account for the position
of the sample stars in the HRD, meaning that an evolutionary
mass cannot be determined. Consequently, the Eddington factor
is unconstrained. Irrespective of this latter issue, the qualitative
trend with metallicity we observe for WNh stars is consistent
with that quantified by Hainich et al. (2015). Using published
values from their group, these authors showed that average mass-
loss rates of WN-type stars scale with Z1.2±0.1, Z being the global
metallicity.

5. Discussion

5.1. Stellar evolution

We show that evolutionary models at low metallicity face seri-
ous difficulties in reproducing the observed properties of WNh
stars. This is not a surprise given that this has already been
stressed in the past for both H-rich and H-free WN stars (see
below). However, the difficulties are amplified when consider-
ing the constraints on the surface nitrogen abundance we present
in this study.

Hainich et al. (2014) noted that the evolutionary models of
Meynet & Maeder (2005) were not able to reproduce the lowest-
luminosity LMC WN stars. The problem was mainly due to the
presence of numerous H-free WN stars below the least luminous
track able to reach the left part of the ZAMS, where these WN
stars are found (see their Fig. 10). At the same time, these tracks
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Fig. 10. Same as Fig. 9 but for hydrogen mass fractions of between 0.1 and 0.4.

Fig. 11. Clumping-corrected mass-loss rate as a function of luminosity
for the sample stars. Filled symbols have the same meaning as in Fig. 4.
Open symbols are literature data, and triangles and circles are Galactic
and LMC stars, respectively.

reproduced the H-rich WN stars reasonably well. At that time,
no constraint on the surface nitrogen content existed and no fur-
ther test could be performed. We show in Sect. 4.3.1 that more

recent generations of evolutionary tracks faced severe problems
in accounting for the population of LMC WNh stars. At present,
none of the available models are able to explain the WNh stars
with X < 0.4 and log L

L�
< 6.0.

The models of Brott et al. (2011) and Pauli et al. (2022)
adopt the following initial abundances: 12 + log(C/H) = 7.75,
12 + log(N/H) = 6.90, and 12 + log(O/H) = 8.35. The average
LMC values reported by Vink et al. (2023) are 8.03, 7.03, and
8.40, respectively. For nitrogen, measurements based on super-
nova remnants (Dopita et al. 2019) and on the gas in 30 Dor
(Peimbert 2003) indicate 12 + log(N/H) ∼ 7.2, which is about a
factor of two larger than that adopted by Brott et al. and Pauli et
al. We recall that the maximum nitrogen mass fraction observed
in our sources corresponds to CNO equilibrium, at which most
of the mass initially present in C, N, and O is found as nitrogen.
With the above assumption, the models of Brott et al. and Pauli
et al. reach at most X(N) = 0.00288.

The average nitrogen mass fraction we obtain in the LMC
is 0.0066± 0.0028 (see Sect. 4.2). This is larger than the maxi-
mum nitrogen content of the Brott and Pauli models (by a fac-
tor of ∼2). However, slightly increasing the initial C/H and N/H
values of these models so that C/H and N/H stay in the range
allowed by observational constraints would help to get closer to
the average nitrogen mass fraction. In that case, the QHE models
presented in the bottom panels of Fig. 7 may be able to repro-
duce the full set of observational constraints. The binary models
of Pauli et al. may also display larger surface nitrogen contents
while passing through the HRD areas occupied by WNh stars
with log L

L�
< 6.0. Consequently, a potential solution to the fail-

ure of LMC evolutionary models could be to revise their initial
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Fig. 12. HR diagram for LMC stars with the 2005 Geneva tracks from Meynet & Maeder (2005) overplotted in magenta on top of the 2021 tracks
from Eggenberger et al. (2021) shown in red. Coding is the same as in Fig. 7. The 2005 (2021) tracks are for Z = 0.008(0.006). The bold part is
for X(N)> 0.0032.

chemical composition. Martinet et al. (2023) reached the same
conclusion when studying the nitrogen content of the three most
massive stars in R136.

In support of this possibility, we show in Fig. 12 the HRD
for LMC stars with the Geneva models of Meynet & Maeder
(2005) in addition to the more recent ones from Eggenberger et al.
(2021). The initial metal content seems to be the major difference
between the two calculations: the global metallicity is 0.008 in the
models of Meynet & Maeder (2005) while it is 0.006 in those of
Eggenberger et al. (2021). For the H-rich stars, the older mod-
els of Meynet & Maeder (2005) do not lead to any significant
improvement. On the contrary, the stars with X < 0.4 are partly
reproduced by the 30 M� 2005 track, while no model of the 2013
grid populates the relevant region of the HRD. However, only the
coolest of the WNh stars are explained by the 2005 track, the
hottest ones remaining out of reach of any model. This exercise
illustrates that fine-tuning the initial chemical composition has an
impact on the exact evolutionary paths.

Returning to Fig. 2, we see that the Geneva models are able
to display a large amount of nitrogen at their surface. In the LMC
and the Galaxy, the surface mass fractions even exceed those
observed at the surface of the sample WNh stars. We have seen
that, for Galactic stars, the large nitrogen content was predicted
at the correct place in the HRD, but in the LMC this is not the
case: when models predict N-rich objects, they do not have the
temperature and luminosity required to explain the LMC sample
stars. Stellar parameters are therefore not consistently predicted.

The population of SMC WN stars was studied by
Hainich et al. (2015). All are of the WNh subtype and were
found to contain hydrogen at their surface. Hainich et al. did
not derive the carbon and nitrogen mass fractions but already
from the hydrogen mass fraction they concluded that evolution-
ary models could not reproduce the position of most stars in
the HRD and at the same time their surface hydrogen compo-
sition. Chemically homogeneous evolution was raised as a pos-
sible solution by Martins et al. (2009) to populate the relevant

part of the HRD. However, Hainich et al. (2015) argued that the
predictions of Brott et al. (2011) for these objects underestimate
the surface hydrogen content. In the present study, we find that
for one object – with a high hydrogen mass fraction – QHE is a
viable solution given that (1) the HRD position, (2) the surface
hydrogen content, and (3) the surface nitrogen abundance are all
relatively well explained by the models of Brott et al. However,
for the remainder of the sample, especially stars with the lowest
surface X, QHE tracks do not consistently predict all parame-
ters. As discussed above, an increase in the initial abundances in
stellar models may help.

Evolutionary models use different mass-loss prescriptions
for different phases of evolution. In the OB-star regime, the clas-
sical recipe of Vink et al. (2001) is widely adopted. When mod-
els enter the WR regime, a switch to different mass-loss-rate pre-
scriptions is made (the recipe of Nugis & Lamers 2000 is often
used). The definition of the different regimes relies on criteria
based on the effective temperature and surface chemical com-
position. For instance, the models of Limongi & Chieffi (2018)
consider WR-type mass-loss rates for Teff > 104 K and X < 0.4.
Our determination of surface hydrogen mass fraction indicates
that WR stars exist with X > 0.4. Evolutionary models may
therefore use incorrect mass-loss rates for some H-rich phases.
This can affect the shape of evolutionary tracks.

Shortcomings may also be due to the definition of tem-
peratures used in evolutionary models and atmosphere models.
Because of the dense winds of WR stars, including WNh objects,
the classical effective temperature defined at an optical depth of
two-thirds may be different from the surface temperature pro-
vided by evolutionary models. At such an optical depth, WR
winds may not be in the hydrostatic part and therefore do not
correspond to the stellar surface as defined in evolutionary mod-
els. This is why a temperature at an optical depth of 20, deeper
in the atmosphere, is usually chosen to compare with the tem-
perature of evolutionary models (e.g. Hamann et al. 2006). The
optical depth scale in atmosphere models depends on the wind
density, and therefore on wind parameters (see discussion and
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references in, e.g. Lefever et al. 2023). For this reason, we must
keep in mind the systematic uncertainties that are present in the
determination of surface temperatures.

5.2. WNh stars and young stellar populations

In this study, we determined the surface chemical composition
of WNh stars. The hydrogen content is shown as a function of
luminosity in Fig. 4. We added WNh stars from various clusters
to increase the size of the sample. Although it is certainly not
exhaustive, this collection of data indicates that a non-negligible
fraction of WNh stars have X > 0.4. As discussed in the previous
section, this may impact the treatment of WR phases in evolu-
tionary models; it also likely affects population synthesis mod-
els. The latter assign synthetic or empirical spectra to isochrone
points in order to produce integrated spectra of clusters or galax-
ies (using different assumptions on the initial mass function and
star formation history). Spectra are assigned according to the
predicted stellar parameters at a given position of the isochrone.
To the best of our knowledge, WR spectra are considered only
for isochrone points that have X < 0.3−0.4. This is the case
in BPASS (Eldridge et al. 2017), the Bruzual & Charlot models
(Plat et al. 2019), STARBURST99 (Leitherer et al. 2014), and
PYPOPSTAR (Millán-Irigoyen et al. 2021) to quote only a few.
Martins et al. (2023) studied the presence of VMSs in local star-
forming regions and raised the issue of population synthesis
models failing to predict some WR-type features. These authors
discussed the above criterion to assign WR spectra and con-
cluded that a better description of WR stars was needed. The
present results confirm that WR stars are found with relatively
large surface hydrogen mass fractions. These objects have vari-
ous luminosities and can be present in populations dominated by
VMSs or more classical, less luminous WR objects.

We also demonstrate that evolutionary models are not able
to simultaneously reproduce the HRD position and the surface
chemistry of most low-metallicity WNh stars. In particular, the
surface nitrogen content is underestimated. If this is confirmed
for a larger number of WR stars, this could potentially impact
stellar yields of young stellar populations. In turn, this could
affect the interpretation of chemical abundances in unresolved
populations. A specific case has attracted attention since its dis-
covery by Oesch et al. (2016): the star-forming galaxy GN-z11
at a redshift of 10.6 and metallicity of 12 + log(O/H) ∼ 7.9
(Bunker et al. 2023) displays a peculiar nitrogen-to-oxygen ratio
(Cameron et al. 2023) that no standard chemical evolution can
explain. Several solutions have been put forward to explain
the super-solar value (Senchyna et al. 2023; Charbonnel et al.
2023; Marques-Chaves et al. 2023). The leading scenario is that
GN-z11 shows the same chemistry as that of globular clusters
and that the mechanism at work is similar in both types of
objects. Marques-Chaves et al. (2023) studied alternative pos-
sibilities and argued that, when WR stars dominate, a young
cluster at a well-defined age can also reproduce the observed
abundances. However, these authors do not favour this solution
because the predicted yields from such a stellar population only
match the observed constraints for a narrow age range.

Our results indicate that the evolution of WR stars at low
metallicity is not well understood and that most current mod-
els do not produce enough surface nitrogen at the surface of the
WNh stars we analysed, at least at the position of the HRD where
the stars are found. One might therefore anticipate that the stellar
yields of the current generation of models also incorrectly pre-
dict the amount of nitrogen released by WR stars. Of course, this
may not change the global picture, the WR phase lasting only a

small fraction of the life of a young cluster. Higgins et al. (2023)
reported that VMSs, which are all WNh stars, contribute five
to ten times more H-processed elements on the main sequence
compared to normal massive stars. This includes nitrogen. It is
therefore required that we revisit the nucleosynthesis, mixing
processes, and yields of WR stars at low metallicity in order to
better understand the nature of intensely star-forming regions in
the early Universe.

6. Concluding remarks

We performed a spectroscopic analysis of 22 single WNh stars in
the Galaxy and the Magellanic Clouds. We determined the stel-
lar parameters (temperatures, luminosity, mass-loss rates) and
the surface abundances of hydrogen, helium, carbon, and nitro-
gen. We relied on synthetic spectra calculated with the atmo-
sphere code CMFGEN. A χ2 analysis was used to infer the
best-fit adundances and their uncertainties.

We find that the WNh stars display a wide range of surface
hydrogen mass fraction, from almost no depletion to almost full
exhaustion. Values of X of greater than 0.4 – a typical threshold
value to include WR-type winds in evolutionary calculation – are
not exceptional. All stars are carbon-poor and nitrogen-rich, con-
sistent with products of CNO-cycle nucleosynthesis. The nitro-
gen content of WNh stars is higher for stars in higher metallicity
environments. Most of the initial C, N, and O is found in N in
these objects, and so this trend is expected.

At solar metallicity, WNh stars can be reasonably repro-
duced by evolutionary models, provided parameters controlling
the amount of rotation and the implementation of its mixing
effects are fine-tuned. At lower metallicity, only a minority of
stars can be reproduced. For the vast majority of objects, the
position in the HRD coupled to constraints on the surface chem-
istry, especially nitrogen, is not matched by any models. Even
QHE or binary interaction (unlikely for these single objects),
which offer the most promising evolutionary pathways accord-
ing to past studies, face problems. We argue that increasing the
initial CNO content in some models may help to solve part of
this issue.

In agreement with previous studies (Hamann et al. 2006;
Hainich et al. 2014, 2015), we find that WNh stars with large
amounts of hydrogen exist. Such objects are not currently taken
into account properly in population synthesis models. This may
affect the predicted integrated spectra of young massive clusters.
In addition, WR-type mass-loss rates are only implemented for
phases with a hydrogen mass fraction of lower than 0.4 in most
evolutionary models. This is inconsistent with the existence of
relatively H-rich WN stars.

This study focused on the surface chemistry of WNh stars.
Studies of a large sample of single WN and WC stars, as well as
binary systems, indicate that evolutionary models lack physical
ingredients to reproduce their position in the HRD (Sander et al.
2012; Hamann et al. 2019). Future analysis of the surface chem-
ical composition of these H-free objects will place more con-
straints on these models and will be the subject of subsequent
publications.
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Graczyk, D., Pietrzyński, G., Thompson, I. B., et al. 2020, ApJ, 904, 13
Gräfener, G. 2021, A&A, 647, A13
Gräfener, G., & Hamann, W. R. 2005, A&A, 432, 633
Gräfener, G., & Hamann, W. R. 2008, A&A, 482, 945
Gräfener, G., Vink, J. S., de Koter, A., & Langer, N. 2011, A&A, 535, A56
Grasha, K., Roy, A., Sutherland, R. S., & Kewley, L. J. 2021, ApJ, 908, 241
Hainich, R., Rühling, U., Todt, H., et al. 2014, A&A, 565, A27
Hainich, R., Pasemann, D., Todt, H., et al. 2015, A&A, 581, A21
Hamann, W. R., Gräfener, G., & Liermann, A. 2006, A&A, 457, 1015
Hamann, W. R., Gräfener, G., Liermann, A., et al. 2019, A&A, 625, A57
Higgins, E. R., Vink, J. S., Hirschi, R., Laird, A. M., & Sabhahit, G. N. 2023,

MNRAS, 526, 534
Hillier, D. J. 1991, A&A, 247, 455
Hillier, D. J., & Miller, D. L. 1998, ApJ, 496, 407
Hiltner, W. A., & Schild, R. E. 1966, ApJ, 143, 770
Köhler, K., Langer, N., de Koter, A., et al. 2015, A&A, 573, A71
Kudritzki, R. P., Pauldrach, A., Puls, J., & Abbott, D. C. 1989, A&A, 219,

205
Langer, N. 1992, A&A, 265, L17
Lefever, R. R., Sander, A. A. C., Shenar, T., et al. 2023, MNRAS, 521, 1374

Leitherer, C., Ekström, S., Meynet, G., et al. 2014, ApJS, 212, 14
Limongi, M., & Chieffi, A. 2018, ApJS, 237, 13
Maeder, A. 1987, A&A, 178, 159
Maeder, A., & Conti, P. S. 1994, ARA&A, 32, 227
Marques-Chaves, R., Schaerer, D., Kuruvanthodi, A., et al. 2023, A&A, in press,
https://doi.org/10.1051/0004-6361/202347411

Martinet, S., Meynet, G., Ekström, S., Georgy, C., & Hirschi, R. 2023, A&A,
679, A137

Martins, F., & Palacios, A. 2022, A&A, 659, A163
Martins, F., Hillier, D. J., Paumard, T., et al. 2008, A&A, 478, 219
Martins, F., Hillier, D. J., Bouret, J. C., et al. 2009, A&A, 495, 257
Martins, F., Depagne, E., Russeil, D., & Mahy, L. 2013, A&A, 554, A23
Martins, F., Schaerer, D., Marques-Chaves, R., & Upadhyaya, A. 2023, A&A,

678, A159
Massey, P., & Hunter, D. A. 1998, ApJ, 493, 180
Massey, P., Neugent, K. F., & Morrell, N. 2017, ApJ, 837, 122
Meynet, G., & Maeder, A. 2005, A&A, 429, 581
Millán-Irigoyen, I., Mollá, M., Cerviño, M., et al. 2021, MNRAS, 506, 4781
Mokiem, M. R., de Koter, A., Vink, J. S., et al. 2007, A&A, 473, 603
Neugent, K. F., Massey, P., & Morrell, N. 2012, AJ, 144, 162
Neugent, K. F., Massey, P., Hillier, D. J., & Morrell, N. 2017, ApJ, 841, 20
Nugis, T., & Lamers, H. J. G. L. M. 2000, A&A, 360, 227
Oesch, P. A., Brammer, G., van Dokkum, P. G., et al. 2016, ApJ, 819, 129
Pauli, D., Langer, N., Aguilera-Dena, D. R., Wang, C., & Marchant, P. 2022,

A&A, 667, A58
Peimbert, A. 2003, ApJ, 584, 735
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Appendix A: Observational data

Table A.1 gathers the information on the spectroscopic data used
in the present analysis.

Table A.1. Observational data

Star ST UV optical

WR16 WN8h IUE swp13893 + lwr18488 ESO/FEROS 073.D-0609
WR24 WN6ha-w IUE swp27275 + lwr03825 ESO/FEROS 073.D-0609
WR40 WN8h IUE swp27968 + lwp07344 ESO/FEROS 073.D-0609
WR78 WN7h IUE swp33450 + lwp13166 ESO/FEROS 095.D-0929
WR89 WN8h – ESO/FEROS 075.D-0532
WR108 WN9h IUE swp38433 + lwr10529 ESO/FEROS 089.D-0730
WR124 WN8h IUE swp28945 + lwr07624 ESO/FEROS 091.D-0622
WR128 WN4(h)-w IUE swp15101 + lwr03873 ESO/FEROS 089.D-0730
BAT99-35 WN3(h) IUE swp23387 + lwr03702 Foellmi et al. (2003a)
BAT99-44 WN8ha IUE swp06187 + lwr05352 ESO/GIRAFFE 074.D-0518
BAT99-50 WN5h – Foellmi et al. (2003a)
BAT99-63 WN4ha: IUE swp09157 + lwr07906 Foellmi et al. (2003a)
BAT99-66 WN3h – Foellmi et al. (2003a)
BAT99-67 WN5ha – Foellmi et al. (2003a)
BAT99-73 WN5ha – Foellmi et al. (2003a)
BAT99-74 WN3(h)a – Foellmi et al. (2003a)
BAT99-81 WN5h IUE swp40900 + lwp20463 Foellmi et al. (2003a)
BAT99-89 WN7h IUE swp48106 + lwp2506 ESO/GIRAFFE 182.D-0222
BAT99-122 WN5h IUE swp04139 + lwr03670 Foellmi et al. (2003a)
AB9 WN3ha – Foellmi et al. (2003b)
AB10 WN3ha – Foellmi et al. (2003b)
AB11 WN4ha – Foellmi et al. (2003b)

Notes. Columns are source ID, spectral type, source of UV data and source of optical data.
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Appendix B: Comparison to literature parameters

Table B.1 gathers the stellar parameters available in the literature
for some our sample stars.

Table B.1. Comparison with literature parameters

Star T* R* log L
L�

log Ṁ v∞ f∞ X Y X(C) X(N) reference
[kK] [R�] [M� yr−1] [km s−1]

WR16 42.3 13.2 5.7 -5.3 800 0.01 0.28±0.03 0.71±0.03 5.0±3.0 10−5 11.2±3.0 10−3 1
44.7 11.56 5.72 -4.6 650 0.1 0.25 – – – 2

WR24 43.1 20.2 6.1 -5.3 2100 0.01 0.53±0.09 0.46±0.08 4.6±2 10−5 11.5±4 10−3 1
50.1 21.73 6.47 -4.3 2160 0.1 0.44 – – – 2

WR40 41.7 13.6 5.7 -4.6 800 0.1 0.19±0.03 0.80±0.03 7.0±5.0 10−5 5.1±1.1 10−3 1
44.7 14.51 5.91 -4.2 650 0.1 0.23 – – – 2

WR78 41.5 19.5 6.0 -4.7 1600 0.05 0.17±0.05 0.82±0.05 4.7±3.0 10−5 7.4±2.0 10−3 1
50.1 10.14 5.80 -4.5 1385 0.1 0.11 – – – 2

WR89 35.1 34.3 6.2 -4.5 1500 0.1 0.26±0.04 0.73±0.04 1.0±0.7 10−4 12.3±10.0 10−3 1
39.8 30.04 6.33 -4.4 1600 0.1 0.20 – – – 2

WR108 35.2 21.5 5.8 -5.0 900 0.1 0.17±0.04 0.82±0.03 5.9±5.4 10−4 9.3±4.3 10−3 1
39.8 16.07 5.77 -4.9 1170 0.1 0.27 – – – 2

WR124 41.5 13.8 5.7 -4.5 800 0.1 0.19±0.08 0.80±0.03 – 2.5±1.0 10−3 1
44.7 11.93 5.75 -4.3 710 0.1 0.13 – – – 2

WR128 65.4 3.9 5.4 -5.5 1800 0.1 0.23±0.18 0.75±0.19 6.2±2.5 10−5 21.6±6 10−3 1
70.8 2.69 5.22 -5.4 2050 0.1 0.16 – – – 2
59.9 5.43 5.40 -5.3 1800 0.1 0.26±0.07 0.73±0.20 6.1±1.6 10−5 11.0±3 10−3 3

BAT99-35 77.3 3.54 5.6 -5.15 1600 0.1 0.11±0.10 0.88±0.10 3.7±0.4 10−5 10.0±2.6 10−3 1
71.0 4.2 5.60 -5.11 1600 0.1 0.1 – – – 4

BAT99-44 39.7 10.64 5.4 -5.2 600 0.1 0.31±0.05 0.69±0.04 – 4.2±1.7 10−3 1
45.0 11.3 5.66 -5.12 700 0.1 0.4 – – – 4

BAT99-50 56.1 5.97 5.5 -5.6 1600 0.1 0.39±0.16 0.60±0.16 5.4±3.0 10−5 9.0±5.0 10−3 1
56.0 7.1 5.65 -5.52 1600 0.1 0.4 – – – 4

BAT99-63 64.5 5.38 5.65 -5.35 2000 0.1 0.31±0.02 0.68±0.03 1.3±0.2 10−4 10.6±9.0 10−3 1
63.0 5.2 5.58 -5.42 1600 0.1 0.4 – – – 4
68.9 3.73 5.45 -5.45 2000 0.1 0.40±0.20 0.56±0.14 2.0±1.5 10−4 2.3±1.6 10−3 3

BAT99-66 85.6 3.23 5.7 -5.6 1600 0.1 0.27±0.10 0.72±0.11 <3.0 10−4 7.8±1.0 10−3 1
89.0 3.3 5.78 -5.42 1600 0.1 0.2 – – – 4

BAT99-67 51.7 11.1 5.90 -5.5 1800 0.01 0.45±0.10 0.53±0.10 2.7±1.1 10−5 8.8±7.6 10−3 1
47.0 14.3 5.96 -4.91 1600 0.1 0.3 – – – 4

BAT99-73 52.7 6.78 5.5 -5.2 1300 0.01 0.42±0.08 0.57±0.07 3.3±1.1 10−5 6.6±2.9 10−3 1
60.0 6.8 5.72 -5.54 1600 0.1 0.4 – – – 4

BAT99-74 82.2 2.79 5.5 -5.8 2200 0.1 0.30±0.05 0.68±0.04 <1.0 10−4 8.1±0.6 10−3 1
79.0 3.7 5.69 -5.62 2000 0.1 0.2 – – – 4

BAT99-81 47.8 6.5 5.3 -5.6 1250 0.1 0.61±0.13 0.38±0.23 2.3±0.5 10−4 7.3±3.8 10−3 1
47.0 8.2 5.48 -5.55 1000 0.1 0.4 – – – 4

BAT99-89 50.5 9.3 5.7 -4.5 1000 0.1 0.22±0.04 0.77±0.06 – 3.2±0.7 10−3

50.0 10.3 5.78 -4.73 1000 0.1 0.2 – – – 4
BAT99-122 44.3 19.12 6.1 -4.5 1800 0.1 0.17±0.10 0.82±0.10 4.2±0.9 10−5 3.7±1.3 10−3 1

50.0 17.3 6.23 -4.56 1600 0.1 0.2 – – – 4
AB9 81.6 3.6 5.7 -5.9 2000 0.1 0.28±0.08 0.71±0.10 <1.0 10−4 3.8±0.8 10−3 1

100.0 3.5 6.05 -5.65 1800 0.1 0.35 – – – 5
AB10 82.4 2.8 5.5 -5.8 1600 0.1 0.35±0.08 0.65±0.11 <2.0 10−5 3.5±1.3 10−3 1

100.0 2.2 5.65 -5.64 2000 0.1 0.35 – – – 5
AB11 81.9 2.8 5.5 -6.15 2000 0.1 0.26±0.05 0.73±0.06 <7.0 10−5 7.6±1.6 10−3 1

89.0 3.5 5.85 -5.56 2200 0.1 0.4 – – – 5

Notes. Columns are source ID, temperature, radius, mass-loss rate, terminal velocity, clumping factor, H, He, C and N surface mass fractions.
References: 1- this study; 2- Hamann et al. (2019); 3- Martins et al. (2013); 4- Hainich et al. (2014); 5- Hainich et al. (2015)
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Appendix C: Effect of the choice of X(N) on HRDs

Figures C.1 to C.3 show the HRD for the sample stars with evo-
lutionary tracks in which the minimum nitrogen mass fraction
for bold coding has been changed from 0.0043 to 0.0025 in the

Galaxy, from 0.0047 to 0.0032 in the LMC and from 0.0018 to
0.0012 in the SMC. These new values correspond to the min-
imum values of all stars as seen in Table 1 and Fig. 3. See
section 4.3.1 for more details and discussion.

Fig. C.1. Same as Fig. 6 except that the bold part of the tracks is for a nitrogen mass fraction of greater than 0.0025.
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Fig. C.2. Same as Fig. 7 except that the bold part of tracks is for a nitrogen mass fraction of greater than 0.0032.

Fig. C.3. Same as Fig. 8 except that the bold part of tracks is for a nitrogen mass fraction of greater than 0.0012.
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Appendix D: Best fit

In this section, we gather the figures showing the best-fit models
(in red) compared to the observational data (in black).

Fig. D.1. Comparison of the observed spectrum of WR24 (black) with
the best-fit model (red).

Fig. D.2. Comparison of the observed spectrum of WR40 (black) with
the best-fit model (red).

Fig. D.3. Comparison of the observed spectrum of WR78 (black) with
the best-fit model (red).

Fig. D.4. Comparison of the observed spectrum of WR89 (black) with
the best-fit model (red).
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Fig. D.5. Comparison of the observed spectrum of WR108 (black) with
the best-fit model (red).

Fig. D.6. Comparison of the observed spectrum of WR124 (black) with
the best-fit model (red).

Fig. D.7. Comparison of the observed spectrum of WR128 (black) with
the best-fit model (red).

Fig. D.8. Comparison of the observed spectrum of BAT99-35 (black)
with the best-fit model (red).
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Fig. D.9. Comparison of the observed spectrum of BAT99-44 (black)
with the best-fit model (red).

Fig. D.10. Comparison of the observed spectrum of BAT99-50 (black)
with the best-fit model (red).

Fig. D.11. Comparison of the observed spectrum of BAT99-63 (black)
with the best-fit model (red).

Fig. D.12. Comparison of the observed spectrum of BAT99-67 (black)
with the best-fit model (red).
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Fig. D.13. Comparison of the observed spectrum of BAT99-73 (black)
with the best-fit model (red).

Fig. D.14. Comparison of the observed spectrum of BAT99-74 (black)
with the best-fit model (red).

Fig. D.15. Comparison of the observed spectrum of BAT99-81 (black)
with the best-fit model (red).

Fig. D.16. Comparison of the observed spectrum of BAT99-89 (black)
with the best-fit model (red).
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Fig. D.17. Comparison of the observed spectrum of BAT99-122 (black)
with the best-fit model (red).

Fig. D.18. Comparison of the observed spectrum of AB9 (black) with
the best-fit model (red).

Fig. D.19. Comparison of the observed spectrum of AB10 (black) with
the best-fit model (red).

Fig. D.20. Comparison of the observed spectrum of AB11 (black) with
the best-fit model (red).
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