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Abstract.  
A fully physically-based algorithm is presented and used to retrieve nighttime sea-surface (skin) 
temperatures (SSTs) from spectra recorded by the Infrared Atmospheric Sounder 
Interferometer (IASI). The main advantage of the proposed approach, based on radiative 
transfer calculations, is to provide a dataset totally independent of any in-situ measurement or 
model. The SSTs are retrieved at the IASI spot resolution (clear sky) for the three Metop 
platforms, today leading to a continuous record over more than 13 years, which is planned to 
be extended for at least another decade. Five atmospheric transparency windows centered at 
3.8, 4.0, 4.7, 9.0 and 11 µm have been used for the retrievals and the results obtained are 
compared with in-situ temperatures provided by the buoys network as well as with other 
satellite datasets. This first analysis enables to draw the following three main conclusions. First, 
we demonstrate the interest of using short wavelengths which lead to accurate results showing, 
with respect to those around 9 and 11 µm, a reduced bias thanks to significantly weaker 
sensitivities to errors in the modeling of the water vapor contribution to the atmospheric 
absorption and emission. Second, we show that the observed dependences of the skin-bulk 
temperature difference on various observed-scene parameters (wind speed, air-sea temperature 
difference, humidity) are consistent with predictions of theoretical and empirical models, as 
well as with those from other SST products. Finally, the overall averaged bias between our 
retrieved values converted to bulk temperatures and those provided by in-situ measurements is 
-0.04 K (median: -0.024 K), with a standard deviation (SD) of 0.38 K (Robust SD=0.25 K). 
The bias is thus well below the 0.1 K required for a SST product usable for climate studies and 
extremely stable over more than a decade. Then, we investigate the consistency between the 
three generations of IASI on-board Metop-A, -B, and -C over their overlap periods (2013-2020 
for Metop-A and Metop-B, and 2019-2020 for Metop-C) by comparing the associated retrieved 
monthly-averaged SSTs over 1°x1° grids. The mean differences obtained are lower than 0.02 
K, with a SD of 0.3 K consistent with the natural variation of the SST within a month. This 
demonstrates the high stability of the SSTs retrieved using spectra recorded from the IASI suite 
and opens the possibility to access to long time series for climate studies. This is tested in a 
preliminary investigation of the SST anomalies between 2008 and 2020, with the successfully 
detection of short-term (El Nino and La Nina) changes as well as of a global warming trend of 
about +0.3 K/decade quantitatively consistent with other observations. 
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Highlights: 
- Fully physically-based algorithm to retrieve SSTs from infrared hyperspectral 

sounders 
- A consistent and independent SSTskin time series retrieved from IASI 
- Results are accurate enough for climate studies 

1. Introduction 

 The sea surface (skin) temperature (SST) is a key parameter in climate science, meteorology 
and oceanography. Being at the ocean-atmosphere interface, it plays a crucial role in the 
variability and regulation of climate and its knowledge is essential to understand heat, 
momentum and gases exchange processes between the ocean and the atmosphere. As such, it is 
recognized as one of the essential variables (Bojinski et al., 2014) for which accurate and global 
measurements are needed for the understanding, monitoring and forecasting of climate 
evolution, as well as for numerical weather predictions. From this point of view, satellite-based 
instruments are particularly well adapted, since they can be used for the remote sensing of daily 
and spatially-global data over long time scales. Since the early 1980s, an increasing number of 
sensors of high radiometric quality provide regular SST estimations through observations in 
different viewing configurations. These include low-Earth and geostationary orbiters, with 
soundings in the infrared or microwave spectral domains, each of them offering different 
advantages and drawbacks (see e.g. Minnett et al., 2019; O’Carroll et al., 2019). Recall that 
SST determinations for climate studies are very challenging since they should fulfill several 
demanding constraints. (i) First, since one must be able to detect trends, with changes lower 
than 0.2 K/decade, the accuracy of the retrieved SST should be better than 0.1 K with a stability 
better than 0.05 K/decade (Ohring et al., 2005; Merchant et al., 2008; Minnett and Corlett, 
2012). (ii) Second, climate analysis requires time series with at least 15 years of homogeneous 
observations, a period often exceeding the lifetime of a specific instrument. Data collected by 
several sensors must thus be combined, which raises the challenging issue of maintaining the 
consistency over years and avoiding discontinuities at each change of instrument. Some 
adjustments are consequently required to reconcile the calibrations of the different experiments. 
For example, the data provided by the (Advanced) Along-Track Scanning Radiometers 
[(A)ATSRs] series (Merchant et al., 2012; Veal et al., 2013) were harmonized by using the 
most recent instrument as a reference and by applying corrections to the brightness temperatures 
provided by the older ones taking advantage of the partial time overlapping of the series. Recall 
that a bias of 0.2 K was observed between SSTs derived from ATSR-2 and AATSR before this 
procedure was applied. More recently, a satellite time-series of SSTs was produced, from 1981 
to 2016, by merging observations from the three ATSRs with those of eleven Advanced Very 
High Resolution Radiometers (AVHRRs) (Merchant et al., 2019). The data from AATSR were 
used as the reference to recalibrate those provided by the other sensors at 3.7 and 11 µm, while 
ATSR-2 recordings were retained for re-calibrations at 12 µm, given an identified anomalous 
offset of up to 0.3 K on AATSR. (iii) Third, remotely sensed SST time series should be as little 
dependent as possible from any other data (in-situ measurements, models, etc…). This is crucial 
to confirm (or not) any trend or variation observed in one specific set of data ( Ohring et al., 
2005; Merchant et al., 2012). The independency from in-situ measurements is also of interest 
because the latter then enable the validation of the considered SST datasets. However, relatively 
few fully independent records are available since many retrieval algorithms are based on 
regressions from in-situ data, as done, for instance, to generate the AVHRR (Kilpatrick and 
Baker-Yeboah, 2016) and MODIS (Kilpatrick et al., 2015) SST databases. A notable exception 
is the ATSR Reprocessing for Climate (ARC) project (Merchant et al., 2012), which is based 
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on a radiative transfer model providing a high [but not full since the cloud filtering is based 
on numerical weather prediction (NWP) models that include in-situ and satellite SST 
measurements] independence from in-situ measurements. (iv) Finally, an important 
requirement for the reliability of SST retrievals is to achieve the highest possible sensitivity to 
surface temperature changes (Minnett et al., 2019) together with the lowest dependence on the 
other parameters describing the observation scene. For example, it has been demonstrated that 
several algorithms suffer from sensitivity to the humidity profile, in particular for tropical 
regions where the absorption by atmospheric water vapor attenuates the sensitivity to surface 
temperature variations. Indeed, (Merchant et al., 2009) determined for the AVHRR SST product 
of the Pathfinder project (Kilpatrick et al., 2001) that the sensitivity to a surface temperature 
change can be reduced down to 0.5 K.K-1 in extreme cases (i.e the variation of the retrieved 
SST is 0.5 K for an actual variation of 1 K). 
 Within this context, the Infrared Atmospheric Sounding Interferometer (IASI) instrument 
(Hilton et al., 2012) can provide a valuable contribution to long-term SST studies thanks to: (1) 
its well-specified calibration (Blumstein et al., 2004) based on two internal blackbody targets 
and two cold space views made for every scan along the IASI track; (2) the exceptional stability 
of both the spectral and radiometric calibrations which makes this instrument the current 
reference for the first operational Global Space-based Inter-Calibration System (GSICS; 
http://gsics.wmo.int/) product, namely, the inter-calibration corrections for infrared channels of 
Meteosat/SEVIRI (Hewison et al., 2013); (3) the planned long time series of 20 years of 
observations provided by the suite of three satellites Metop-A, -B and -C, launched respectively 
in October 2006, September 2012 and November 2018. Currently, EUMETSAT delivers an 
operational IASI SST product (August et al., 2012; O’Carroll et al., 2012) in which the SST is 
retrieved using linear regressions on the basis of empirical orthogonal functions using principal 
components of the radiances from bands 1 (645.00-1210.00 cm-1) and 2 (1210.00-2000.00 cm-

1). A cloud filtering partly based on comparison with NWP products is used. So far, the time 
series has never been reprocessed and suffers from an inhomogeneity due to successive changes 
in the retrieval algorithms. It therefore cannot be used ‘as is’ in climate analyses.  
 In this study, we propose a method for the restitution of accurate and independent nighttime 
sea surface skin temperatures from the three IASI instruments on the successive Metop 
platforms, based on a full physics algorithm. In our approach, SSTs are retrieved using only the 
observed IASI brightness temperatures, and they are derived through radiative transfer 
modeling from the Thermodynamic Initial Guess Retrieval (TIGR) database (Chedin et al., 
1985; Chevallier et al., 1998), without use of any a priori. Moreover, clear-sky conditions are 
selected, based only on IASI and co-registered AVHRR observations used to infer the 
homogeneity of the scene within the IASI fields of view. The SST time series obtained, 
spanning more than 13 years so far, is thus fully homogeneous and totally free of any use of 
other SST products. This enables a precise and independent validation through in-situ 
measurements from the drifting buoys network.  
 The remainder of this paper is organized as follow: The methodology used to retrieve SSTs 
from IASI radiances is describes in Sec. 2. The values obtained are then compared to drifting 
buoys measurements in Sec. 3, providing an independent and successful validation, while Sec. 
4 focuses on the consistency between the results retrieved from observations of the three IASI 
instruments on-board the Metop satellites.  



 4 

2. Retrieving sea surface temperature from IASI 

2.1. The IASI instrument 
 The Infrared Atmospheric Sounding Interferometer (IASI), is a satellite-based Fourier 
transform spectrometer that records the infrared radiation emitted by the earth (Blumstein et al., 
2004). It provides radiances at 8461 spectral points, from 645.00 to 2760.00 cm-1 (15.5 to 3.63 
µm) with a step of 0.25 cm-1 and a spectral resolution of 0.50 cm-1 after apodization (for the 
Level-1c spectra used here). The instantaneous field of view (IFOV) has a ground resolution of 
12 km at nadir over a swath width of about 2200 km (+/-50°). IASI is flying onboard the Metop-
A, -B, and -C series of polar-orbiting meteorological satellites. Metop-A was launched in 
October 2006 and the associated Level-1c data, available since July 2007, are routinely 
downloaded via the “atmosphere and service data Pole” AERIS (https://en.aeris-data.fr/), 
through the Broadcast System for Environmental Data of EUMETSAT (EUMETCast). Metop-
B was launched in September 2012 (Level-1c data available since February 2013). Metop-A 
and B operated in a co-planar orbit, 180 degrees out of phase until the launch of Metop-C, in 
November 2018 (Level-1c data available since July 2019). During the commissioning phase, 
the three Metops were phasing with 120 degrees separation, Metop-C at equal distance from 
Metop-A and Metop-B (“Tristar configuration”, see e.g. https://www.eumetsat.int/preparing-
for-metop-c-data). Since February 2020, the three satellites fly in “Trident phasing” with 
Metop-B and Metop-C flying with a 180 degrees opposition (i.e., the former Metop-A/Metop-
B configuration) and Metop-A approximately 90 degrees in-between. All three satellites have 
a local time of ascending node of 21:30 (+/-15 mn). Note that the last inclination correction to 
the Metop-A platform having been made in August 2016 in order to maximize the satellite 
lifetime, the local time of the equator crossing is since then changing (Dyer et al., 2018), with 
a cumulated drift of about -42 mn in March 2020. 
IASI L1c data are provided together with information from the Advanced Very-High-
Resolution Radiometer (AVHRR) co-registered pixels. Several of those within a IASI IFOV 
are combined in a maximum of 7 homogeneous clusters for which the mean radiance and 
associated standard deviation are given for each IASI pixel. This brings information on the 
observed scene homogeneity, which is useful to detect the eventual presence of clouds. 
 

2.2. General approach 
 The sea surface skin temperature, TSkin, is retrieved using a fast radiative transfer model. 
For clear-sky nighttime conditions, under the assumption of local thermodynamic equilibrium 
and considering the reflection of the downward flux at the sea surface as isotropic, the radiative 
transfer equation may be approximated using a monochromatic simplification (e.g. Turner, 
2004) and the radiance Isat received by the instrument can be expressed, for each wavelength l 
and viewing angle q, as: 
	
𝐼#$%(𝜆, 𝜃) = 	 𝜀#(𝜆, 𝜃)〈𝜏#(𝜆, 𝜃)〉𝐵(𝜆, 𝑇2345)

+ 7 𝐵(𝜆, 𝑇3)[〈𝜏3(𝜆, 𝜃)〉 − 〈𝜏3:;(𝜆, 𝜃)〉] 		
=	(#>?@$AB)

3C;	(#$%BDD4%B)

+ E1 − 𝜀#(𝜆, 𝜃)G〈𝜏#(𝜆, 𝜃)〉 7 𝐵(𝜆, 𝑇3)
=(#>?@$AB)

3C;	(#$%BDD4%B)

[〈𝜏H3(𝜆)〉 − 〈𝜏H3:;(𝜆)〉].			 

(1) 
where the subscript s denotes the surface, tk is the spectral value of transmission of the line-of-
sight between a given level k of the atmosphere and the satellite, ts is the transmission between 
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the surface and the satellite, and t’k denotes the transmission between level k and the surface 
under the incident angle 53°. es is the directional emissivity of the sea surface, and B(l,T) is the 
Planck function value at wavelength l for a temperature T. <f(l)> means that the function f(l) 
has been convoluted by the instrument response function. Note that only the transmissions need 
to be convoluted, since the other quantities are either independent of the wavelength or can be 
considered as constant within the spectral extent of the IASI instrument function. Equation (1) 
can easily be inverted in order to obtain the surface temperature TSkin, leading to: 

 

𝑇#345 = 𝐵J; KL𝐼#$%(𝜆, 𝜃)

− 7 𝐵(𝜆, 𝑇3)[〈𝜏3(𝜆, 𝜃)〉 − 〈𝜏3:;(𝜆, 𝜃)〉]
=	(#>?@$AB)

3C;(#$%BDD4%B)

− (1 − 𝜀#)〈𝜏#(𝜆, 𝜃)〉 7 𝐵(𝜆, 𝑇3)
=	(#>?@$AB)

3C;(#$%BDD4%B)

[〈𝜏H3(𝜆)〉 − 〈𝜏H3:;(𝜆)〉]M	

/𝜀#(𝜆, 𝜃)〈𝜏#(𝜆, 𝜃)〉O	

 
 . (2) 

Tshe ocean surface emissivity es is relatively well known, in particular for observations close 
to nadir (|q|<30°) where it depends principally on the refractive index of sea water and, to the 
second order, on q  (Masuda et al., 1988). Furthermore, Masuda et al. (1988) showed that, for 
such viewing angles, the wind speed has a very small influence on es which was therefore 
neglected in this study. The surface temperature TSkin can thus be accurately obtained if the 
transmissions (ts, tk and t'k) and the local atmospheric emissions B(l,Tk) are known. When the 
thermodynamic state of the atmosphere is specified (a minima the temperature, total pressure 
and water vapor profiles if the spectral channels retained are adequately selected, see below), 
the transmissions in Eq. (2) can be computed using a radiative transfer model. Note that, in an 
ideal situation, when the observed atmosphere is perfectly characterized and the transmissions 
are exactly predicted (implying no error in the spectroscopic data and radiative transfer 
calculation), all spectral channels li would provide identical values of TSkin. In practice, for a 
given wavelength, the lower ts(li,q) is, the more sensitive it is to errors in the atmospheric state 
knowledge and spectroscopic data used with, consequently, an increased impact on the retrieved 
SST. This shows that the selection of the spectral points used for the retrieval is a key issue.  
 

2.3. Channels selection 
 A set of channels li presenting high surface-to-space atmospheric transmissions ts(li) were 
first selected throughout the entire IASI spectral range. Those retained were chosen in between 
absorption lines, at spectral points of locally minimum absorption where ts(li,q=0) is greater 
than 0.55. Figure 1, which displays the transmission ts(li,q) calculated for a nadir-view (q=0°) 
and a typical tropical atmosphere with a total precipitable water (TPW) content of 3.8 cm, also 
points out the 462 channels used in this study. The latter are spread within five spectral windows 
centered near 11.0 µm (70 channels), 9.0 µm (68 channels), 4.7 µm (32 channels), 4.0 µm (107 
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channels) and 3.8 µm (185 channels). Note that the points around 11 µm, being those where the 
transmission is the lowest, are the most sensitive to the atmospheric absorption. Together with 
local H2O spectral lines, the water vapor continuum (Mlawer et al., 2012) here makes the largest 
contribution, implying that both this continuum and the humidity profile must be precisely 
known for accurate SST retrievals using this spectral region. The window around 9 µm involves 
slightly higher transmissions which however remain significantly dependent on the atmospheric 
contribution and, again, on the water vapor continuum. Despite these disadvantages, the 9 and 
11 µm windows are however interesting since the instrumental noise of IASI is here relatively 
low (<0.2 K). Around 4.7 µm, the transmissions are generally greater than 0.7 with values for 
some of the channels that are above 0.85. This region is also less sensitive than long 
wavelengths to the water vapor continuum and moderately affected by instrumental noise. The 
same remarks apply to the 4 µm window, with transmissions generally above 0.8 and locally 
greater than 0.9. Note that, as shown in (Hartmann et al., 2018), one must here take the influence 
of humidity on the N2 and CO2 contributions to the spectra into account, since this can reduces 
the difference between simulated and observed brightness temperatures by up to 0.4 K for very 
humid atmospheres. Finally, the highest frequency window (around 3.8 µm) is that where both 
the atmospheric transmission and the relative sensitivity to the SST [i.e. dB(l,TSkin)/dTSkin 
|/B(l,TSkin)] are the highest, but also where the IASI spectra carry the largest radiometric noise 
(between 0.8 and 1.8 K for a typical tropical atmosphere). However, by selecting a high number 
of spectral channels (185), the noise in this spectral region is reduced by more than 13, leading 
to an overall noise equivalent lower than 0.1 K. This preliminary analysis, confirmed latter and 
in Appendices A1 and A2, indicates that the short wavelengths are likely more adapted that the 
longest ones for precise SST retrievals. 
 

 
 
Figure 1: Surface-to-space computed vertical transmission for a typical tropical atmosphere (TPW = 3.8 cm), black line, 
and instrumental radiometric noise, light grey line, in terms of the Level-1c noise-equivalent brightness temperature 



 7 

expressed at the wavelength dependent value of the scene brightness temperature. The symbols indicate the 462 
channels selected for this study, each color corresponding to a different “transparency” window. The entire IASI 
spectral range is displayed in the top panel, the lower ones providing zooms on specific regions. 

2.4. Cloud/dust filtering 
 It is well known that infrared radiances collected from space are very sensitive to the 
presence of clouds which can reduce the observed brightness by up to several dozen degrees. If 
not properly taken into account, this can lead to largely underestimated values of the retrieved 
SST. For this reason, and since the main objective of this study is to assess the capability of 
IASI to provide precise SSTs, a strict cloud (and dust) filtering was first applied, using a 
procedure that is independent of any external meteorological model or data. In contrast, in the 
IASI level 2 product, for example, cloud detection is based, among others, on comparisons 
between the observed IASI radiances and those simulated using the NWP fields of temperature, 
humidity, ozone, surface temperature and surface pressure provided by ECMWF (see e.g “IASI 
L2 PPF v6 _ 3 - Validation Report”, EUM/RSP/REP/17/920559 on https://www.eumetsat.int/ 
website), which assimilate buoys temperature data. In order to perform a meaningful (and thus 
independent) validation of our retrieved SSTs by comparisons with drifting buoys in-situ 
measurements, we therefore cannot use the L2 cloud detection. For this reason, four successive 
tests were applied, based only on the IASI radiances. 
- Test1: Only those IASI spectra for which the SST retrieved at 3.8 µm is greater than 273 K 
were kept. Below this threshold, either the probed sea surface is (partly) ice, and the emissivity 
used is no more valid, or a cloud is present.  
- Test 2: For each IASI spectrum, we compare the brightness temperature (BT) at 4.7 µm 
(2143.25 cm-1) with the BT at 3.8 µm obtained, in order to reduce the impact of the radiometric 
noise in this region, by averaging the BTs of all retained channels within this window. Since 
the atmosphere is less transparent at 4.7 µm than near 3.8 µm (see Fig. 1), one should have 
BT(3.8 µm)>BT(4.7 µm). According to this, a IASI spectrum is rejected when the (very) 
conservative criterion BT(3.8µm)-BT(4.7µm)>-0.2 K is not satisfied.  
- Test 3: The BT at 2143.25 cm-1 for the considered observed pixel is compared to the largest 
BT, for the same wavenumber, of the neighboring pixels along the cross scan line (limited to 
+/-20° changes of the zenith angle). Only those spectra for which BT>0.99*max[BT(+/-20°)], 
which corresponds to a BT variation around 3 K, were kept. Given the sensitivity of the 2143.25 
cm-1 channel to the atmospheric state, this threshold corresponds to a change of the atmospheric 
temperature profile by more than 10 K, or of the water profile by more than 200 %, much above 
the natural spatial variations associated with a +/-20° change of q for clear sky conditions.  
- Test 4: The radiance variability among the AVHRR clusters collocated with the IASI pixel 
is considered as a proxy for the presence of dispersed clouds. It is here quantified by calculating 
the mean differences, in BT, of the 3.7 µm AVHRR channel 3b within each AVHRR cluster. 
Choosing a low threshold improves the standard deviation between retrieved SSTs and in-situ 
temperature measurements but this simultaneously significantly reduces the number of 
collocations. A value of 0.5 K, which provides a good compromise, was empirically chosen.  
- Test 5: The dust-contaminated observations potentially remaining after applying the above 
described four tests are removed after retrieving the dust optical depth (DAOD) at 10 µm by 
using the method described in (Capelle et al., 2018). All IASI spectra with a DAOD>0.03 are 
eliminated.  
Altogether, these different tests lead to the rejection of about 94% of the IASI observations.  
 

2.5. SST retrieval methodology 
  The algorithm applied to retrieve the SST is based on the method described in (Péquignot 
et al., 2008; Capelle et al., 2012). Transmissions profiles are computed once and for all with the 
4A/OP code (Scott and Chédin, 1981, available on https://4aop.aeris-data.fr) for all the 
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atmospheric situations archived in the TIGR database (Chedin et al., 1985; Chevallier et al., 
1998) and for 13 viewing angles between 0° and 53°. For this, the spectroscopic line parameters 
were taken from the GEISA 2015 database (Jacquinet-Husson et al., 2016), complemented by 
the MT-CKD 3.2 parameterization (Mlawer et al., 2012) of the water vapor continuum. The 
contributions of the collision-induced absorption by N2 and of the wings of the CO2 lines, both 
around 4 µm, were computed as described in (Hartmann et al., 2018). 
For each IASI observation, as in (Capelle et al., 2012), the thermodynamic state of the 
atmosphere was determined, in a first step, using a proximity recognition within the TIGR 
database for a selection of 8 channels principally sensitive to the temperature and water profiles 
with relatively small contributions from other gases and from the surface. In a second step, 
using the associated precomputed transmission profiles, wavelength-dependent values TSkin(li) 
of the SST are retrieved using Eq. (2) for the selected channels li described above. Then the 
results obtained within each of the five spectral regions are averaged, providing SSTs at 11.0, 
9.0, 4.7, 4.0, and 3.8 µm.  
The sensitivities of the retrieved SST to the water and temperature profiles and to the surface 
emissivity for each spectral region are studied in Appendix A1 which shows how the retrieved 
SST varies for a given change of each parameter. This helps quantifying how an error made on 
the atmospheric profile or on the surface emissivity biases the retrieved SST according to the 
spectral region used. This exercise confirms that long wavelengths are significantly more 
sensitive to errors in the input atmospheric temperature and humidity profiles, particularly for 
large TPW values. For instance, for TPW=3 cm, a +10 % change of the water vapor amount 
increases the SST retrieved at 11 µm by about +0.7 K while that retrieved at 3.8 µm changes 
by only 0.05 K, with corresponding values of -0.5 K and -0.05 K for a +1 K increase of the 
temperature profile. Long wavelengths are also, but to a lesser extent, more sensitive to a change 
of the sea surface emissivity (-0.04 K and -0.02 K at 11.0 and 3.8 µm, respectively, for a TPW 
of 3 cm and a +0.001 change of the emissivity). Appendix A2 further discusses the effect of 
humidity by considering the sensitivity of the retrieved SST to the water vapor self and foreign 
continua (Mlawer et al., 2012). Again, SSTs retrieved using long wavelengths are significantly 
more affected that short ones by errors in the spectroscopic knowledge of these continua. For 
instance, for a TPW of 3 cm, a 10% increase of the self-continuum changes the SST retrieved 
at 11 µm by +0.3 K while the effect at 3.8 µm is below 0.01 K.  

3. Validation of IASI retrieved SST 

3.1. Validation with iQuam in-situ measured bulk temperatures 
3.1.1 In-situ data used 

 The SST retrieved from infrared satellite observations corresponds to the temperature of the 
thermal skin layer of the ocean, at a depth of about 10-20 µm. The ideal method to validate such 
restitutions is to use data obtained from measurements of the radiance emitted by the sea surface 
collected by ship-mounted infrared radiometers. Such datasets do exist (Donlon et al., 2008; 
Minnett et al., 2001, 2011), but they only cover very short periods of time and very limited 
areas. For the broad time scale (2008-2020) of the IASI observations analyzed in this study, the 
possible comparisons with collocated ship measurements made at the same place and time and 
under clear sky conditions are too few and sparse to enable any meaningful statistical analysis. 
The skin SSTs TSkin retrieved from IASI will therefore be compared in the following to the 
temperatures measured from buoys significantly below the thermal skin layer (a few 
centimeters or more under the air-sea interface), from now on denoted as bulk temperatures 
(TBulk). Here, the archive from the NOAA in-situ Quality Monitor (iQuam; 
www.star.nesdis.noaa.gov/sod/sst/iQuam/)) (Xu and Ignatov, 2014) is used. This project 
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follows three main objectives in near real time: (i) To perform quality control of the in-situ bulk 
temperatures collected from different types of platform (drifters, ships, and tropical and coastal 
moorings). (ii) To monitor quality-controlled TBulk values online. (iii) To distribute in-situ bulk 
temperature data with quality level and flags appended. Note that iQuam provides data from 
September 1981 up to now, with very good spatial and temporal coverages.  
 

3.1.2 TSkin versus TBulk comparisons 
 The in-situ bulk temperatures, TBulk, archived in iQuam, being representative of the 
uppermost few meters of the ocean, are different from the skin surface temperatures TSkin 
retrieved from satellite spectra. The difference DT=TSkin-TBulk is not easy to predict accurately 
because it depends on the thermal gradient within the first millimeters below the sea surface 
(e.g. Saunders, 1967) and on the heat at mass exchanges occurring at the ocean-atmospheric 
interface. Simple but strictly empirical laws have been proposed in which DT is parameterized 
as a function of the wind speed only (Donlon et al., 2002; Horrocks et al., 2003; Minnett et al., 
2011; Alappattu et al., 2017; Zhang et al., 2020). More elaborated models also involve the air 
humidity and temperature and the net long-wave radiative flux (e.g. Schluessel et al., 1990). 
Other more complex and physically-based theoretical descriptions are also available, in which 
DT depends on the net flux and the viscous stress at the surface due to wind, as well as on either 
on the thickness (Saunders, 1967; Fairall et al., 1996; Zhang and Zhang, 2012) or the renewal 
characteristic time (Liu et al., 1979; Soloviev and Schlüssel, 1994; Castro et al., 2003) of the 
thermal skin layer. Analysis of the literature shows that, while most models due capture some 
trends of DT (e.g. the increase of the nighttime |DT| with increasing net flux and its decrease 
with increasing wind speed), they poorly reproduce its variability [see e.g. Fig. 2 of (Emery et 
al., 2001)].  

3.1.3 Collocation procedure 
 Based on the error characterization of the different in-situ platform types performed in (Xu 
and Ignatov, 2016), only measurements of TBulk from drifters, which have the best accuracy, 
have been retained. For the latter, Xu and Ignatov (2016) estimated a standard deviation for 
nighttime conditions around 0.21 K, using triple-collocation analyses. Any measurement in the 
iQuam database for which the highest quality flag (quality level QL=5) is not reached was 
disregarded in the present study. Finally, to avoid remaining outliers that would have passed 
this quality control, an additional filtering is made, which rejects the data if the difference 
between the measured TBulk and the global 0.25° daily analysis reference Reynolds optimal 
interpolation SST (Reynolds et al., 2007) is larger than 5 K. Clear sky IASI observations 
collected from both Metop-A and B have then been collocated with drifting buoys, selected for 
a maximum distance of 20 km and a maximum time shift of +/-3 h. For each in-situ datum, the 
closest clear-sky near nadir (|q|<30°) IASI observation meeting these criteria was retained and 
skin surface temperatures were retrieved using the method described in section 2, leading to 
about 1500 observations a month per instrument.  

3.2 Overall statistics between IASI SSTs and in-situ measured temperatures  
 Sea surface temperatures, TSkin, retrieved from IASI in the five spectral regions defined in 
Sec. 2.3 have first been directly compared with the associated in-situ measurements, TBulk, for 
all the clear sky Metop-A/buoys collocations for the year 2016. Note that, starting from 311639 
collocations, applying the cloud filtering described in Sec. 2.4 reduces their number by about 
95%, down to 16411.  
 
Table 1: Differences DT=TSkin-TBulk between the IASI/Metop-A-retrieved SST (TSkin) and the in-situ-measured bulk 
temperature (TBulk) for all the clear-sky collocations of the year 2016. Statistics are given for the five spectral regions in 
terms of the mean (mean) and the standard deviation (SD), as well as using “robust statistics” (med and RSD) which 
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are more appropriate when analyzing non-normal distributions, for example in presence of outliers. Are also given the 
number of collocations involved and the percentage of collocations that were retained among all those available. 

Nb 
colloc. 

% 
from 
origin   11. µm 9.0 µm 4.7 µm 4.0 µm 3.8 µm 

16411 5.3 mean/SD -0.42 0.61 -0.44 0.48 -0.29 0.41 -0.25 0.39 -0.27 0.39 

med/RSD -0.36 0.43 -0.40 0.34 -0.26 0.28 -0.23 0.25 -0.25 0.25 
 
Table 1 displays the statistics obtained for DT=TSkin-TBulk, as given by the mean and the standard 
deviation as well as using “robust statistics” which use the median (med) instead of the mean 
(mean) while the standard deviation (SD) is replaced by the robust standard deviation (RSD) 
defined as 1.5 times the Median Absolute Deviation, i.e. the deviation from the absolute median 
(e.g. Rousseeuw and Hubert, 2011). For the SSTs retrieved at 4.7 µm, 4.0 µm and 3.8 µm, the 
difference between mean and median is smaller than 0.02 K, whereas the standard deviation is 
more affected, with a difference SD-RSD of about 0.15 K. This implies that outliers, here 
mostly due to "extreme" situations, such as those where residual clouds are present, represent 
few items in the distribution, but with large biases. For example, the collocations for which the 
value of |DT| obtained at 3.8 µm is larger than 2 K represent about 0.25% of the ensemble. If 
they are removed, the mean DT (standard deviation) changes from -0.27 K (0.39 K) to -0.26 K 
(0.31 K).  
Table 1 shows that the SSTs retrieved at 4.7, 4.0 and 3.8 µm are very consistent. The median 
DTs are around -0.25 K with RSDs of 0.25 K for the two shortest wavelengths. The RSD is 
slightly larger for 4.7 µm (+0.03 K), consistent with the above-mentioned higher sensitivity of 
this spectral region to the atmospheric state (see Sec. 2.3 and Appendix A1). Strengthening the 
cloud filtering (Sec. 2.4) by increasing the BT/BTmax threshold (Test 3, 0.995 instead of 
0.990), lowering the AVHRR variability threshold (Test 4, from 0.5 K to 0.2 K or 0.1 K), or 
decreasing the AOD threshold (Test 5, from 0.03 to 0.01) largely reduces the number of 
collocations without significantly changing the mean DT and standard deviation. At 11 µm (and 
to a lesser extent at 9 µm), the RSD is significantly larger than at the shorter wavelengths, 
increased by about +0.2 K at 11 µm and +0.1 K at 9 µm, with an increase of around +0.1 K for 
the median |DT|. These two spectral regions suffer, as mentioned above, from a stronger 
sensitivity to the atmospheric state which explains the higher SDs and RSDs. The standard 
deviations (0.39 K), as well as the RSDs (0.25 K), obtained for the two shortest wavelengths 
are comparable with values often cited for other satellite estimations such as those from MODIS 
(Kilpatrick et al., 2015), AATSR (Tsamalis and Saunders, 2018 ; Zhang et al., 2019), and IASI 
(O’Carroll et al., 2012). Note that for AATSR, some studies provide a RSD below 0.2 K  
(O’Carroll et al., 2008; Merchant et al., 2012; Embury et al., 2019) [See also (Minnett et al., 
2019) for a detailed review of satellite-based SST determinations]. Let us emphasize that the 
RSDs obtained here are close to the uncertainty of about 0.21 K estimated for the in-situ bulk 
temperature measurements (Xu and Ignatov, 2016), demonstrating the quality of the present 
IASI SST restitutions. It should, in particular, be noted that, despite the relatively high 
radiometric noise of IASI radiances below 4 µm, the associated standard deviations obtained 
on DT are small, demonstrating the usefulness of the short wavelengths for accurate SST 
retrievals. This is achieved thanks to the simultaneous use of 185 channels around 3.8 µm and 
107 around 4.0 µm (see Fig. 1), which enables to significantly reduce the impact of random 
measurement errors. The obtained median (-0.25 K) is globally consistent with the so-called 
“cool skin effect” caused by the combined influences of net longwave radiation, sensible and 
latent heat fluxes, which was shown to lie between -0.1 and -0.5 K (e.g., Saunders, 1967; Fairall 
et al., 1996). It is slightly larger than the average value (around -0.2 K) generally obtained from 
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shipboard measurements (Donlon et al., 2002; Minnett et al., 2011), but it is consistent with the 
CASPER-East experiment (Alappattu et al., 2017) which yielded DT=-0.4 +/-0.2 K. 
 In order to go further in the validation of the retrieved SSTs, the next section investigates 
the dependence of the DTs on various characteristics of the observed scenes. This is done using 
clear-sky Metop-A/buoys collocations for the year 2016 by considering the influences of the 
humidity, wind speed and air-sea temperature difference, which are analyzed through 
comparisons with empirical or theoretical models of the cool-skin effect as well as with other 
SST products.  
 

3.3 Sensitivity to the observed scene conditions and comparisons with other SST 
products 

 In this section, comparisons between retrieved skin temperatures and in-situ bulk 
temperatures are analyzed using robust statistics (median and robust standard deviation), in 
which outliers are not removed but where their impact on the statistics is attenuated, and we 
focus on the clear-sky collocations with Metop-A in 2016 (16411 collocations). The 
dependences of the DTs to the local conditions are compared to other satellite-based 
determinations, as well as to the theoretical parametrization of Fairall et al. (1996), hereafter 
denoted FA96. In the latter, which is based on the previous work of Saunders (1967), DT is 
assumed to be governed by forced convection in a cool skin layer of thickness d, except for low 
wind conditions where free convective losses dominate. DT then depends on the net heat flux 
Q at the surface, defined as Q=Rnl+Hs+Hl (where Rnl denotes the net longwave radiation, Hs the 
sensible heat flux and Hl the latent heat flux), as well as on the friction velocity (u*a). Equations 
(13) and (14) of Fa96 were used, with input values of Rnl, Hs, Hl and u*a provided by the 
European Centre for Medium-Range Weather Forecasts (ECMWF) model ERA5 forecast data 
(Hersbach et al., 2018,2020), and the needed temperature-dependent sea-water thermophysical 
properties were taken from web.mit.edu/seawater (Sharqawy et al., 2010; Nayar et al., 2016). 
It should be emphasized that if the comparison between measured and calculated DTs may help 
to assess the reliability of the obtained variations of DT, this cannot be considered as an absolute 
validation given that 1) the FA96 parametrization is not exact and 2) the heat fluxes and the 
other variables required for this estimate are taken from a forecast model and not from direct 
in-situ measurements.  
 

3.3.1 Influence of the Total Precipitable Water (TPW) content  
 As is well known and was mentioned above, the main difficulty when retrieving SSTs from 
infrared sounders spectra is to accurately take the atmospheric absorption and emission 
contributions into account. This is particularly challenging for the 9 and 11 µm windows which 
are significantly (and the most) sensitive to the atmospheric humidity (see Appendix A1). At 
these long wavelengths, use of an incorrect water vapor profile (not to mention the 
spectroscopic issue and particularly that associated with the water vapor continuum, see 
Appendix A2) can lead to significant errors in the retrieved SST, as previously observed for 
MODIS and AATSR restitutions (Embury et al., 2012; Kilpatrick et al., 2015; Zhang et al., 
2019). Analyzing the variation of DT with the total precipitable water (TPW) content is 
therefore useful to identify the potential "atmospheric (or spectroscopic) contamination" of the 
retrieved values.  
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Figure 2: DT=TSkin-TBulk values (median and robust standard deviation) obtained from SSTs retrieved from the five 
different regions (color lines) of the IASI spectra as functions of the ECMWF ERA5 total precipitable water (TPW) 
content of the observed atmospheres. The black line corresponds to the DTs computed using the model of Fa96 with 
ERA5 heat exchange data. All values have been averaged over a sweeping TPW bin of 1 cm. The red boxes and right 
hand side y axis scale indicate the number of data points (i.e. of collocations used).  

 Figure 2 displays the median and the RSD obtained for the difference DT between the IASI 
SST and in-situ measurements versus the total precipitable water taken from ERA5. The results 
based on the use of the 3.8 µm, 4.0 µm, 4.7 µm, 9.0 µm and 11 µm spectral regions are displayed 
together with the predictions made using Fa96. As can be seen, the median and the RSD are 
relatively insensitive to the TPW for the SSTs retrieved at 3.8 µm: DT =-0.26 K for TPW<4 
cm, and the absolute value increases slightly for more humid atmospheres (DT =-0.32 K for 
TPW=6 cm). The results obtained from the 4 µm region are very similar, but DT here remains 
more constant throughout the entire TPW range. The RSDs for these two wavelength ranges 
are very close to each other, with an almost TPW-independent value lower than 0.25 K, except 
for a slight increase below 1.5 cm TPW. The DTs retrieved at 3.8 and 4.0 µm are both consistent 
with those predicted following Fa96, which show a weak influence of the TPW with an almost 
constant DT value around -0.25 K and a small amplitude (+/-0.03 K) of variation. The RSD for 
Fa96 is lower by a factor of about two, but it results only from the geophysical variability of 
the cool-skin effect, without any contribution from errors coming from the observation or 
parametrization. For the SSTs retrieved at 4.7 µm, the medians and RSDs are consistent with 
those obtained at shorter wavelengths for TPWs between roughly 1 and 3 cm. For large TPW 
contents, the RSD is slightly larger which, given the higher sensitivity of this spectral region to 
atmospheric humidity (see Appendix A1), can be explained by the random errors made on the 
input water vapor profile. Meanwhile, DT becomes more and more negative as the TPW 
increases above 3 cm. As discussed below for the long wavelengths, this can be due to 
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systematic errors in the radiative transfer due, for instance, to the water vapor continuum 
parametrization or/and to a systematic underestimation of the water profile. For the SSTs 
retrieved at 9 and 11 µm, the RSDs get larger as the TPW increases, as expected given their 
significant sensitivity to the water profile (Appendix A1). As for the restitution at 4.7 µm, the 
DTs obtained at 11µm and, to a lesser extent, at 9 µm, tend to become more negative when the 
TPW increases, suggesting a systematic error on the water vapor continuum. Indeed, a 
sensitivity analysis (see Appendix A2), shows that an increase of 5% of the H2O self continuum, 
largely compatible with the uncertainties in this spectral region (Mlawer, 2020), could explain 
this behavior. A quite systematic cold bias of about -0.1 K is additionally observed for the SSTs 
retrieved at 11 µm (with respect to the previously discussed values), even for very dry 
atmospheres. This may be explained by systematic errors in the radiative transfer calculations 
inputs as, for example, on the surface emissivity, since changing the latter by only +0.003 
(consistent with the uncertainty, see e.g. Newman et al., 2005) here modifies the retrieved SST 
by -0.1 K (see also Appendix A1).  
 The results discussed above are consistent with previous studies highlighting the difficulty 
of using the 8-12 µm spectral range to retrieve SSTs, due to high sensitivities to the water vapor 
and temperature profiles (Embury et al., 2012; O’Carroll et al., 2012; Kilpatrick et al., 2015), 
as well as to the surface emissivity which depends on the salinity and the SST itself (Pinkley et 
al., 1977; Newman et al., 2005). The SSTs retrieved at 4.7 µm also present sensitivities to the 
profiles, but which are more limited. Finally, the SSTs retrieved at 4.0 and 3.8 µm, which are 
the least sensitive to the atmospheric humidity, are highly consistent with each other. A slight 
difference is observed for very humid atmospheres, but without any increase of the RSD for 
both restitutions, preventing to conclude on which spectral region provides the most accurate 
results. Hence, from now on, only the SSTs retrieved at 3.8 µm are discussed given their better 
stability and the fact that the atmospheric transmission is the highest in this wavelength region 
(see Fig. 1). 
 
 Together with the results obtained using IASI data around 3.8 µm, Fig. 3 displays the DT 
variations with the TPW derived from several other SST products collocated with IASI: The 
ECMWF ERA5 skin SSTs, EUMETSAT IASI-L2 SSTs (O’Carroll et al., 2012, see also the 
technical document EUM/TSS/REP/13/684650 on the 
website https://www.eumetsat.int/website/home/Data/TechnicalDocuments/index.html), the 
L3C CCI AVHRR/Metop-A v2.0 products (Merchant et al., 2014) available at 
https://cds.climate.copernicus.eu/, and two MODIS-Terra SST 9 km-mapped products 
(Kilpatrick et al., 2015) available at http://oceandata.sci.gsfc.nasa.gov: The first (referred to as 
the NSST) is derived from MODIS bands 31 and 32 (λ = 11 and 12 µm, respectively), while 
the second (SST4) is retrieved from measurements in the 4 µm atmospheric window (bands 22 
and 23). It should be emphasized that the MODIS products are based on empirically-derived 
coefficients obtained from a match-up database of in-situ bulk temperature measurements and 
converted to skin temperature by subtracting 0.17 K, in order to take the cool-skin effect and 
associated TSkin-TBulk difference through the averaged value of (Donlon et al., 2002). MODIS 
products are therefore not independent from in-situ measured data. For all other satellite SST 
products, only their highest quality data are retained, namely: quality flag 5 for AVHRR/Metop-
A data, for the IASI-L2 SSTs only the pixels flagged clear and for which the iteration procedure 
converged, and only quality level “0” data from MODIS. Note that the same in-situ buoy 
measurements datasets collocated with IASI have been used for comparisons with the other 
SST products. This introduces a systematic time shift for the observations by MODIS which 
crosses the equator at 22:30. Recall that the set of collocated in-situ measurements that we 
selected (Sec. 3.1.3) depends on the cloudy-scene filtering (Sec. 2.4) used. Consequently, the 
number of observations finally retained slightly differs from one product to another, due to 
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differences in the quality flags (and in particular in cloud filtering). About 58% of the 16411 
selected collocations are kept for EUMETSAT IASI-L2, 49% for MODIS-NSST and for 
MODIS-NSST4, 76% for AVHRR, and 99.7% for ERA5.  
 Figure 3 shows different behaviors for the various SST products. First, all DTs are not 
centered on the same value. Those from IASI_3.8 are, as discussed above, consistent with 
FA96, around -0.25 K, and those from ERA5 have an offset of about -0.05 K when compared 
to IASI_3.8. The MODIS SST4 and NSST DTs are centered around -0.17 K in the medium 
range of TPWs, as expected considering the method of retrieval (Kilpatrick et al., 2015) recalled 
above (i.e, the MODIS SST is a “bulk” temperature corrected by -0.17 K). They have an offset 
of about +0.1 K when compared to IASI_3.8. Finally, the DTs from AVHRR are centered 
around -0.1 K (with +0.15 K with respect to IASI_3.8), and those from IASI-L2 are around 0.K 
(+0.25 K when compared to IASI_3.8), implying SSTs calibrated as bulk rather than skin 
temperatures. The dependence on the atmospheric humidity highly varies with the considered 
product. When disregarding their respective offsets, the IASI_3.8, ERA5 and AVHRR DTs 
behave similarly with the TPW, with stable DTs for TPW<4 cm, and a slight decrease of the 
value for higher TPWs. The MODIS SST4 DT behaves similarly, but the decrease is larger for 
TPW>4 cm, and the MODIS NSST DT is the most variable with a nearly constant decrease 
from 0 K to -0.5 K. This behavior is consistent with Kilpatrick et al. (2015), who concluded 
that MODIS SST4 is superior to NSST thanks to the fact that the atmosphere is more transparent 
in the spectral region used. Finally, the DT for IASI-L2 is practically constant in the 1.5-4.0 cm 
TPW range, but takes positive values (reaching +0.25 K for a TPW of 6 cm) for both very dry 
and wet atmospheres. The RSDs, which result from errors in both the SST products and in-situ 
measurements (~0.21K) as well as from natural variations for a given range of TPW, are similar 
for IASI_3.8 and AVHRR, with behaviors close to that of the FA96 RSD (with an offset of 
0.15 K). The RSDs for MODIS SST4, IASI-L2 and ERA5 are a little larger, those of MODIS 
SST4 and IASI-L2 increasing slightly with the TPW, implying a decrease of the precision with 
increasing humidity. The RSDs for MODIS-NSST are the largest, with a strong increase with 
the TPW, as previously shown (Kilpatrick et al., 2015). 
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Figure 3: Same Figure 2, but here for comparisons between different SST products: SST IASI at 3.8 µm 
(this work), ECMWF ERA5, EUMETSAT IASI-L2, AVHRR_CCI, and two MODIS-Terra SSTs 9km-
mapped products: NSST and SST4, retrieved from long- and short-wave channels, respectively. For these 
comparisons, the collocations used, with numbers indicated by the colored boxes and right hand side y axis 
scale (for all SST products in the top plot and only for IASI_3.8 in the bottom one), come only from Metop-
A and for the year 2016.  
 

3.3.2 Influence of the wind speed 
  Figure 4 presents the variations of DT with the wind speed provided by ERA5 for the same 
SST products as in Figure 3, together with the predictions made following Fa96. As 
demonstrated in several previous studies (e.g. Fairall et al., 1996; Donlon et al., 2002; Zhang et 
al., 2020), the wind speed has a significant influence on DT. Fast winds lead to a strong turbulent 
mixing that reduces |DT|, whereas for slow winds the difference between TSkin and TBulk is larger. 
Here, the IASI_3.8 DT is very consistent with Fa96 for wind speeds lower than 10 m.s-1, with 
differences below 0.05 K. For wind speed above 10 m.s-1, the DTs from IASI_3.8 become more 
different from the FA96 predictions, with an offset of about -0.1 K for a speed of 15 m.s-1, while 
the RSD remains the same, showing a stable error against wind speed. Below 10 m.s-1, the 
relative variations of the IASI_3.8  DT are consistent with the other satellites products, when 
disregarding their respective offsets which are consistent with the results in Figure 3  (i.e: +0.25 
K for IASI-L2, +0.15 K for AVHRR and +0.1 K for the two MODIS). Above 10 m.s-1, the 
differences are slightly more important.  
The IASI_3.8 DT, which is ≈-0.4 K for slow winds, tends toward a constant value around -0.22 
K for wind speeds above 8 m.s-1. From this point of view, the DT from ERA5 behaves 
differently than the others, with a stronger cold skin effect for low wind speeds, and a value 
consistent with FA96 for strong winds. The RSDs are similar to those displayed in Figure 3, 
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with lower values for IASI_3.8 and AVHRR, consistent values for ERA5, IASI_L2 and MODIS 
SST4 and the highest value for MODIS NSST.  
 

 
Figure 4 : Same as Figure 3, but as functions of the ERA5 wind speed. Averages are calculated over bins of 
1 m.s-1.  
 

 The Fa96 (Fairall et al., 1996) model of the cool-skin effect, as others proposed in 
(Saunders, 1967; Liu et al., 1979; Soloviev and Schlüssel, 1994; Castro et al., 2003; Zhang and 
Zhang, 2012), is interesting because it relates DT to some characteristics of the considered sea-
spot +atmosphere and is thus physically-based. However, its use is not straightforward because 
various local quantities (radiative flux, sensible and latent heat exchanges, friction velocity) 
must be known. This is why much more simple models have been proposed in which DT is 
parameterized as a function of the wind speed only (Donlon et al., 2002; Horrocks et al., 2003; 
Minnett et al., 2011; Alappattu et al., 2017; Zhang et al., 2020). These approaches write: 
 ∆𝑇 = 𝑎 + 𝑏	exp V− W

WX
Y  (3) 

in which U is the wind speed (at 10 m) and the empirical parameters a, b, and U0 are determined 
from simultaneous measurements of both TSkin and TBulk. The results retrieved from IASI in the 
3.8 µm region are compared with the available empirical models in Figure 5, calling for the 
following remarks. The first is that there is a dispersion between the various models, with large 
differences for slow winds between (Minnett et al., 2011) and (Alappattu et al., 2017) and the 
other datasets. Except for these two models, all others agree, throughout the investigated wind 
speed interval, within about +/- 0.05 K, a dispersion largely within uncertainties. For strong 
winds, all models predict a plateau but at a level that varies by about +0.3 K from the minimum 
(Alappattu et al., 2017) to the maximum value (Horrocks et al., 2003). The second remark is 
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that the values retrieved in the present study from IASI spectra agree very well with the (most 
recent) model of (Zhang et al., 2020) up a wind speed of about 9 m.s-1. Above this limit 
differences increase and reach about 0.04 K, a value that likely largely remains within the 
uncertainty of the measurement and model. Finally note that a fit of the IASI_3.8 results using 
Eq. (3) over the U=0-15 m.s-1 range of Figure 5 leads to a=-0.20 K, b=-0.26 K and U0=3.08 m.s 

-1 (see Figure 5). Limiting the fitting range to the U=0-9 m.s-1 interval yields a=-0.12 K, b=-
0.33 K and U0=5.18 m.s -1, values that agree well with those (a=-0.15 K, b=-0.33 K and U0=4.35 
m.s -1) given in  (Zhang et al., 2020). 
 

 
Figure 5: Influence of the wind speed (from ERA5) on the DT=TSkin-TBulk values (median) obtained from SSTs 
retrieved from the 3.8 µm region of the IASI spectra (IASI_3.8) and comparison with the empirical models [Eq. (3)] of 
(Donlon et al., 2002; Horrocks et al., 2003; Minnett et al., 2011; Alappattu et al., 2017; Zhang et al., 2020). fit-
IASI_3.8 denotes the fit of the IASI_3.8 results using Eq. (3). The red boxes and right hand side y axis scale indicate 
the number of data points (i.e. of collocations used). 

 
3.3.3 Influence of the air-sea temperature difference  

 Figure 6 displays the dependences of the various DTs on the difference, provided by ERA5, 
between the air temperature at 2 meters above the surface and the in-situ measured bulk 
temperature (T2m-TBulk) for the same SST products as in Figure 3 and Figure 4. As previously 
observed [see (Zhang et al., 2019) and references therein], (T2m-TBulk) has a significant 
influence on DT. Situations where the air is significantly colder than the sea enhance the 
(positive) heat transfers from the ocean to the atmosphere, increasing the cool skin effect. 
Consistently, as (T2m-TBulk) increases, and eventually becomes >0, the surface-to-atmosphere 
fluxes reduce with, in particular, of change of sign of the sensible heat exchanges, and DT is 
then expected to get closer to 0 K and it may even to change sign. The results obtained from 
IASI spectra near 3.8 µm are globally consistent with these simple physical considerations. For 
moderate air-sea temperature differences, between -4 K and +4 K, the number of collocations 
is maximum and the IASI_3.8 DT values closely follow Fa96, as observed before. Here again, 
the other satellites products almost show the same behavior as IASI_3.8, but with the biases 



 18 

pointed out in the previous figures. MODIS NSST is however slightly more “noisy” and the 
IASI_L2 DT increases more rapidly with T2m-TBulk, a behavior further amplified in the case of 
the ERA5 product. For (T2m-TBulk)>2.5 K, DT becomes positive for ERA5 and IASI-L2, 
contrary to the other products for which DT approaches 0 K but remains negative. A continuous 
positive increase of DT with increasing (T2m-TBulk) was also observed with AATSR SST data 
as shown in Fig. 4 of (Zhang et al., 2019), but with a larger amplitude of variation of DT, from 
about -0.25 K for (T2m-TBulk) ≈-5 K to +0.5 K for (T2m-TBulk) ≈4 K.  
 

 
Figure 6 : Same as Figs. Figure 3 and Figure 4, but here as functions of the air-sea temperature difference (T2m-
Tbulk) provided by ERA5, averaged over a bin of 1 K. 

3.3.4 Summary 
Sections 3.3.1-3.3.3 demonstrate that our retrieved values closely follow the predictions 

made using (Fairall et al., 1996), as well as the empirical relationship of (Zhang et al., 2020) 
for wind speed, implying a good accuracy, with a very small bias. Indeed, the observed 
variations of our results agree with what is theoretically expected, i.e.: a strong sensitivity to 
wind speed, with a larger cold skin effect for low wind speed and a stabilization for strong 
winds, a quasi linear relationship between DT and T2m-TBulk, and, finally, a weak effect of the 
TPW, implying a correct accuracy even for very humid situations. The RSD is in general stable 
for any variation of the observed scene parameters and close to the in-situ measurement error 
[0.21 K, (Xu and Ignatov, 2016)], which demonstrates that a good precision is achieved. In 
contrast, the other products (satellites and models), which are more or less independent of the 
buoys measurements as discussed above, show a large spread of biases with respect to IASI_3.8 
and FA96. 
 
 



 19 

4 Toward a long IASI time series 
 Assessments of the quality of the IASI retrieved SSTs have been presented and discussed 
in Sec. 3 through comparisons with in-situ measurements, using Metop-A data for the year 
2016, showing a close match with the theoretical FA96 skin to bulk temperature differences. 
Here, we now analyze the stability of the retrievals with time over the whole Metop-A period, 
as well as the consistency between Metop-A, -B, and -C, which is mandatory to build-up 
reliable long-time series. For this, the IASI and in-situ temperatures are compared in term of a 
difference in bulk temperature DTBulk=TBulk(IASI_3.8)-TBulk(in situ), where TBulk(IASI_3.8) has 
been obtained by subtracting, from the SST TSkin retrieved from IASI at 3.8 µm, the theoretical 
DT= TSkin -TBulk calculated from FA96 using the ECMWF flux estimates. It should be noted that 
this conversion may introduce some errors, but it is convenient since it enables easier to analyze 
comparisons by removing a large part of the variation of DT due to the conditions of 
observations (wind speed, TPW, air-sea temperature difference, seasonal effect, etc…).  
 

4.1 Time series of DTBulk from Metop-A and Metop-B  
 Figure 7 presents, for all the collocations, the time series of the monthly median DTBulk 
observed between the converted IASI bulk temperatures and the collocated iQuam in-situ 
measurements for Metop-A (since January 2008) and Metop-B (since February 2013). The 
lower part of each panel displays the differences between the values obtained from Metop-B 
(DTB) and Metop-A (DTA). The results are shown separately for four regions: worldwide, the 
equatorial (from -20°S to 20°N), northern (20°N to 50°N) and southern (-50°S to -20°S) mid-
latitudes. 

 

Figure 7 : Time series of the monthly DTBulk observed between the converted IASI bulk temperature and iQuam for 
Metop-A (red) and Metop-B (blue) for different regions. Solid lines correspond to the median, dashed lines to the 
associated RSD, and dotted line to the number of collocations (read on the right y axis). Top left: worldwide; top 
right: tropics; bottom left: Northern mid-latitudes; bottom right: Southern mid-latitudes. At the bottom of each 
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graph, le black line represents the (double) difference between Metop-B DTBulk (DTB) and Metop-A DTBulk (DTA). The 
corresponding IASI-retrieved bulk temperatures have been obtained by subtracting the DT=TSkin-TBulk estimated 
from FA96 from the skin temperature TSkin retrieved from the 3.8 µm region in the IASI spectra. 

 
Table 2 summarizes the corresponding statistics with the values of the median of DTBulk and of 
the RSD averaged over the 2008-2020 time period. For both quantities, the slope of their linear 
trend with time as well as the 95% confidence interval are also given, which are in bold 
characters when significant (i.e. when the absolute value of the trend is larger than the 95% 
confidence interval). The double difference DTB -DTA is given in the last line of the table.  
 

Table 2 : Statistics of the IASI- iQuam comparisons for the whole available period (i.e 2008-2019 for Metop-A and 
2013-2019 for Metop-B) and for the 4 geographical regions used in Figure 7. 

IASI_bulk- iQuam World wide -20° to +20° 20° to +50° -50° to -20° 
Median 
DTBulk (K) 

Metop-A -0.025+/- 
0.028 

-0.045+/- 
0.026 

-0.017+/- 
0.045 

-0.002+/- 
0.043 

Metop-B -0.015+/- 
0.023 

-0.042+/- 
0.021 

0.002+/- 
0.004 

0.014+/- 
0.045 

Trend of the 
median 
DTBulk in 
mK/yr (95% 
interval) 

Metop-A 4.5 (1.1) 2.4 (1.2) 4.6 (2.0) 5.5 (1.8) 

Metop-B 8.7 (1.7) 2.6 (2.3) 9.6 (2.0) 7.1 (4.8) 

RSD (K) Metop-A 0.246+/-0.011 0.201+/-0.020 0.251+/-
0.022 

0.261+/-
0.025 

Metop-B 0.244+/-0.013 0.199+/-0.015 0.244+/-
0.019 

0.263+/-
0.030 

Trend of the 
RSD/ in 
mK/yr (95% 
interval) 

Metop-A -0.4 (13.0) 1.0 (11.8) -0.9 (12.8) -1.0 (12.5) 

Metop-B -0.9 (29.3) -1.9 (27.2) 0.1 (27.3) -5.7 (28.2) 

(Metop-B)-(Metop-A) 
DTB -DTA difference (K) 

0.002+/-0.022 -0.002+/-
0.026 

0.010+/-
0.024 

-0.000+/-
0.034 

 
The overall bias |DTBulk| is lower than 0.05 K in all regions and practically constant over the 
whole period, with an averaged value of -0.025 K (+/-0.028 K) for Metop-A and -0.015 K (+/-
0.023 K) for Metop-B. Note that these values are consistent with the systematic underestimation 
of the amplitude of the cool-skin effect in FA96 pointed out in (Zhang et al., 2020). The largest 
absolute bias is obtained in the Tropics (-0.045 K) and the largest variations around the mean 
are observed in the northern mid-latitudes (and to a lesser extent in the southern) where a 
seasonal cycle is clearly observed (see Figure 7). Note that the amplitude of this variation is 
slightly lower when direct comparisons between IASI skin temperatures and bulk temperature 
measurements are made (not shown), consistent with former observations that the skin effect 
correction does not decrease the standard deviation (e.g. Embury et al., 2012) while having a 
positive impact on the bias. Keeping in mind the uncertainties due to the skin-to-bulk 
conversion, coming from the estimated ERA5 fluxes and the FA96 parametrization, this 
demonstrates the accuracy of the retrieved IASI SSTs, which have a precision better than the 
required accuracy of 0.1 K needed for climate datasets (Ohring et al., 2005). In addition to this 
successful achievement, a second important result obtained here is the very good agreement 
between the values retrieved from Metop-A and Metop-B. Indeed, the differences DTB-DTA in 
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Figure 7 and Table 2 demonstrate the strong consistency from one platform to the other, with a 
mean difference < 0.01 K associated with a standard deviation < 0.04 K. This successfully 
opens, as confirmed below, the possibility to have access to a homogeneous long time series 
combining the three successive IASI, which is a prerequisite for climate studies.  
 The temporal stability over the whole record is assessed through the analysis, with a linear 
time trend model, of the series of the IASI-iQuam bulk temperature differences. In some 
studies, in order to attenuate the impact of seasonal biases that may appear as auto-correlated 
error and affect the trend estimation, the time series is pre-whitened using, for example, a lag 1 
auto-regressive (AR1) model (e.g. Merchant et al., 2012; Berry et al., 2018). But since this may 
attenuate a real trend if there is one (see e.g. Hamed, 2009 and references therein), we here 
assume that there are no auto-correlations between months and do not apply any pre-treatment. 
Table 2 shows that the worldwide trend for Metop-A is +0.045 K/decade, with a 95% 
confidence interval of 0.01 K/decade. This value is slightly greater than the required stability 
of 0.04 K/decade recommended for climate studies in (Ohring et al., 2005). However, in the 
20°S-20°N tropical band, the obtained trend of 0.024 K/decade fully satisfies this requirement. 
This result assesses the radiometric stability of IASI, even if, considering the 95% confidence 
interval of 0.012 K/decade, this value is significant. Concerning collocations outside the tropics, 
the trend in the Northern regions is similar to the global one, while a larger value (0.055 
K/decade) is obtained in the South. It should be emphasized that this positive trend is connected 
with a change in the mean DTBulk after 2015, and also associated with an increase of the number 
of collocations (in particular in the southern hemisphere). We cannot exclude the possibility 
that the latter may contribute to the observed shift in the time series through a change in the 
geographical distribution of the collocations. Trends observed for Metop-B are larger in the 
extra-tropics (with values between 0.07 and 0.1 K/decade), but the period of time considered is 
too short when compared to the inter-annual variations of DTBulk for this result to be fully 
significant. Within the 20°S-20°N band however, the trend is, as for Metop-A, lower than the 
required value of 0.04 K/decade (0.026 K/decade with a 95% confidence interval of 0.023 
K/decade). 
The analysis of the variation with time of the standard deviation of the IASI-iQuam bulk 
temperature differences is important to assess the precision of the data record. Here the standard 
deviation is almost constant over years, with a mean value around 0.25 K and a standard 
deviation between 0.01 and 0.03 K depending on the region considered. Note here again the 
extreme consistency between Metop-A and Metop-B, even if the associated periods of time are 
not the same. For both instruments, there is no time evolution of the standard deviation (see 
Figure 7), confirming the high stability of the precision over years and the excellent continuity 
between the two instruments.  
 

4.2 Direct comparisons between Metop-A, Metop-B and Metop-C  
 The main aim of this section is to assess the consistency of the SSTs retrieved from the 
entire Metop suite, which would enable to provide long time series of at least 20 years from 
Metop-A to Metop-C. When considering the data obtained from different instruments, it may 
be difficult to obtain consistency between them and some discontinuity may appear at each 
change of instrument. The main advantage of the IASI suite is, from this point of view, that the 
radiometric consistency of the three instruments was ensured during the building of the sensor 
(Hewison et al., 2013; EUMETSAT, 2014). A first successful check of this consistency was 
brought by Figure 7 through comparisons of the differences between the temperatures obtained 
for Metop-A and Metop-B with in-situ measurements. In order to go further, we below directly 
compare the monthly averages of the retrieved skin temperature over 1°x1° grids, obtained 
separately from each instrument. Note that, since the two satellites are localized in opposition 
on the same orbit, they do not observe the same location on the same day. This is why the 
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comparisons are made below on a monthly instead of a daily scale. For each month and each 
1° grid cell the (Metop-B)-(Metop-A) SSTs difference is considered only if the monthly mean 
is calculated from more that 5 observations for each instrument and if the resulting standard 
deviation is smaller than 1.2 K. Table 3 gives the results for (Metop-B)-(Metop-A) for the 2013-
2020 period, i.e. the averaged of each monthly grid cell differences from February 2013 to 
January 2020. Similarly, the (Metop-C)-(Metop-A) and (Metop-C)-(Metop-B) statistics are also 
given from July 2019 to June 2020. The (Metop-B)-(Metop-A) bias is small (-0.005 K) and 
close to the median (-0.004 K), indicating that the differences are almost normally distributed, 
without any unbalance from one instrument to the other. The RSD is small (0.25 K) and lower 
than the standard deviation (0.33 K), a difference due to lower statistics and/or indicating the 
presence of some outliers in the comparisons, probably due to the presence of undetected 
clouds. This is confirmed by Figure 8, where the bias is noisier and the standard deviation is 
larger in regions where the presence of clouds is frequent, particularly in the high latitudes. In 
contrast, in the tropics where clouds are rarer, the standard deviation is generally below 0.2 K. 
This demonstrates the low dispersion between Metop-A and Metop-B, especially since a 
significant part of the standard deviation comes from the natural day-to-day variations of the 
SST within a month, given that Metop-A and Metop-B do not observe the same grid-cell on the 
same day. It should finally be emphasized that the difference between the data provided by 
Meteop-A and Meteop-B (see Figure 8) is almost constant over the globe, with no clear 
geographical dependence that could be linked to humidity or temperature variations.  
 
Table 3: Global mean difference between the monthly nighttime 1°x1° SST of Metop-B - Metop-A over the 2013-2020 
period, Metop C – Metop B and Metop C – Metop A over the 2019-2020 period (statistics and robust statistics). 

(Metop-B)-(Metop-
A)  
(2013-2020) 

(Metop-B)-(Metop-
A)  
(2019-2020) 

(Metop-C)-(Metop-
A) (2019-2020) 

(Metop-C)-
(Metop-B)  
(2019-2020) 

Bias/ 
SD (K) 

Median/ 
RSD (K) 

Bias/ 
SD (K) 

Median/ 
RSD (K) 

Bias/ 
SD (K) 

Median/ 
RSD (K) 

Bias/ 
SD (K) 

Median/ 
RSD (K) 

-0.005/ 
0.333 

-0.004/ 
0.251 

-0.016/ 
0.312 

-0.015/ 
0.234 

-0.032/ 
0.227 

-0.031/ 
0.162 

-0.016/ 
0.307 

-0.016/ 
0.230 

 
 

  
Figure 8 : Left: Mean difference between the monthly nighttime 1°x1° SST retrieved from Metop-A and Metop-B 
IASI spectra (Metop-B – Metop-A) over the 2013-2020 period. Right: Associated standard deviation. 

 
The preceding results show that the restitutions from Metop-A and Metop-B can therefore be 
considered as fully consistent. Similar results are obtained over the 2019-2020 period with 
Metop-C when compared to both Metop-A and Metop-B. This implies that: (1) The Metop-A 
time series can be extended by Metop-B or/and -C observations while keeping a homogeneous 
dataset. (2) During the overlap period of two (or three) instruments, the revisit time delay can 
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be significantly decreased by the simultaneous use of the two (or three) flying instruments, 
providing a daily complete coverage of the globe (except over clouds) that cannot be achieved 
by using of a single instrument. This is exemplified by Figure 9, for 19th August 2016, 
demonstrating the significant increase of the spatial coverage brought by the use of both Metop-
A and –B. Note that this coverage could be further increased by using all recordings within the 
+/-50° q swath and no more disregarding, as done in this study, the spectra collected for |q|>30°. 
Let us however recall that this would then require to take the influence of wind speed on the 
sea surface emissivity es (Masuda et al., 1988). Indeed, the latter cannot be neglected for large 
viewing angles without large consequences (see the sensitivity to es in Appendix A1) on the 
retrieved SST.  
 

  
Figure 9 : Left : Skin SST retrieved from IASI/Metop-A spectra recoded on 19th August 2016. Right: Skin SST 
retrieved by both IASI/Metop-A and IASI/Metop-B spectra recorded the same day. 

 
4.3 Global SST anomaly time series and comparisons with other products 

 The detailed analysis of the evolution over time of the IASI-retrieved skin SST from a 
climate-evolution point of view is far beyond the scope of this paper. However, as a final 
validation and since it opens promising perspectives, we now present the global skin-SST 
anomaly time series within the 2008-2020 IASI period and compare it with results obtained 
from other SST products. To compute the de-seasonalized monthly anomalies, a monthly 
climatology is first calculated, defined as the monthly-averaged SST over the 13 years for every 
1°x1° grid point. The monthly anomaly time series is then built by calculating every difference 
between the monthly SST and the monthly climatology for each grid cell, each month and each 
year. The region studied is restricted to 60°S-60°N, in order to avoid potential biases due to the 
poorer coverage of the other regions, often associated with larger errors, at high latitudes, 
mainly resulting from persistent clouds or the difficulty to identify the presence of ice (e.g. 
O’Carroll et al., 2019). Given the equator crossing time drifting of Metop-A since August 2017, 
due to the interruption of the inclination correction, the monthly SSTs retrieved from Metop-B 
are used instead of those provided by Metop-A from January 2014, in order to keep the same 
local time of observation for the whole series. January 2014 was chosen arbitrarily, but 
differences are small when another date is used.  
 Figure 10 displays the IASI 60°S-60°N average of the monthly 1°x1° SST anomalies and 
compares them with the anomalies for the same region similarly calculated from other SST 
products, namely: (1) The Atmospheric Infrared Sounder (AIRS) daily 1°x1° night-time skin 
SST AIRS3STD.007 (Olsen et al., 2017) available on https://acdisc.gesdisc.eosdis.nasa.gov/ 
(only sea has been used). (2) The 0.25°x0.25° monthly Operational SST and Sea Ice Analysis 
(OSTIA) system (Donlon et al., 2012), a merged multi-sensor L4 Foundation SST product 
based on AVHRR, AVHRR_GAC, AVHRR_LAC, IASI, SEVIRI, TMI, GOES Imager, 
SSMIS, SSM/I available at https://marine.copernicus.eu/. (3) The Hadley Centre SST data set 
(HadSST3), a composite SST series that assimilates data from different platforms (ships and 
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buoys from ICOADS) (Kennedy et al., 2011) available at https://www.metoffice.gov.uk/. 
Since, for HadSST3, only the anomaly is provided, this product was directly used after applying 
a correction of -0.455 K to the original dataset, calculated with the 1961-1991 period as 
reference, in order to adjust the reference to the studied IASI period (this correction corresponds 
to the average HadSST3 anomaly over the 2008-2020 period). (4) ERA5. Note that OSTIA is 
used as boundary condition in ERA5 (Hersbach et al., 2020). The linear time dependence least 
square fits of the various anomaly time series are also plotted in Figure 10.  
The different products are in good agreement, with temporal correlations of 0.91 between IASI 
and AIRS, of 0.96 between IASI and OSTIA, and of 0.89 between IASI and HadSST3. Note 
that the OSTIA and ERA5 results are superimposed, showing how SST products can be 
interconnected. All the results in Figure 10 agreed on the continuous global warming of the 
ocean surfaces since 2008, even if the increase within the studied 13 years is slightly higher for 
IASI (+0.33 +/-0.04 K/decade) and AIRS (+0.32 +/-0.04 K/decade), than for OSTIA and ERA5 
(+0.25 +/-0.03 K/decade) or HadSST3 (+0.26 +/-0.04 K/decade). It should be emphasized that 
the IASI and AIRS results are both fully independent of in-situ buoys measurements, which is 
not the case for the others. Using only Metop-A for the anomaly time series would give an 
increase of +0.02 K/decade of the trend when compared to what is obtained by combining 
Metop-A and –B. This difference is consistent with a slight increase of the observed 
temperature which may be due to the Metop-A drift toward earlier observing hours. The large 
inter-annual variations, principally driven by the El Nino South Oscillation (ENSO), are also 
consistent from one product to the other. In 2009-2010, 2015-2016 and 2019-2020 El Nino 
warm phases are indeed observed in all the products, 2016 being the hottest year of the studied 
period, as are the 2008, 2011-2012 and 2017 and 2018-2019 La Nina cold phases. Temperature 
oscillations at short time scales are more or less important depending on the considered SST 
data set. This variability is expected given the differences in the products (spatial coverage, 
kind of observations, retrieval techniques, etc…). Note that the results in Figure 10 are very 
consistent with those displayed in Fig. 1 of (Hausfather et al., 2017) where a more detailed 
analysis of the results can be found. 
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Figure 10 : Monthly mean SST anomalies calculated from the monthly averages over the period 2008-2020 for IASI, 
AIRS and OSTIA. For HadSST3 a correction of -0.455 K was made on the original time series calculated with the 
1961-1991 period to adapt the reference to the IASI period. The straight lines represent to the linear evolutions with 
time least square fitted to each anomaly time series. 

 
This section demonstrates the capability of IASI to correctly observe and quantify year-to-year 
SST variations, as well as to capture the global warming of the last 15 years. It must be 
emphasized that such an independent product is important to corroborate other observations, 
which often more or less use the same external datasets, such as the buoys or ships 
measurements. Here, the time series obtained from the two independent (IASI and AIRS) 
satellite products highlight a warming slightly more important than do the products based on 
buoys measurements. This difference has already been observed for AIRS data over the 2003-
2017 period (Susskind et al., 2019), although it was smaller than in the present study. These 
very preliminary results must however be treated with caution given the difficulty to estimate 
short-term trends given the large inter-annual variability of the time series. 
 
5 Conclusion   
 In this study a fully physically-based model is described and used for retrievals of night-
time sea surface temperatures (SSTs) from spectra provided by the IASI instrument. The 
ultimate objective is to provide an accurate and homogeneous dataset, totally independent of 
in-situ measurements or models, over long time periods well suited for climate studies. SSTs 
have been retrieved, at the IASI spot resolution (clear sky), using radiances collected from the 
three Metop platforms: Metop-A from June 2007, Metop-B from February 2013 and Metop-C 
from July 2019. The quality of the retrieval has been assessed through comparisons with bulk 
temperatures measured from collocated drifting buoys. The analysis of the resulting “satellite 
skin” minus “buoys bulk” temperature differences, which depend not only on the error on the 
temperature retrieval or in-situ measurement, but also on the energy exchanges between the 
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atmosphere and ocean, was made using a physically-based modeling of the “cool-skin effect”. 
The results obtained are very encouraging and the main achievements are the following. 
 It has been shown that long wavelengths (8-12 µm spectral region) are too sensitive to the 
atmospheric absorption to be reliably used in the fully physically-based retrieval algorithm 
retained in the present study. Indeed, when using this spectral domain, a very accurate (and 
rarely reached) knowledge of the atmospheric state is required together with precise 
spectroscopic information on H2O absorption (which is not the case so far for the water-vapor 
continua), in order to prevent significant errors in case of the humid atmospheres that can be 
found in the Tropics. In contrast, we demonstrate that wavelengths shorter than 4 µm are much 
better suited, given their high sensitivity to surface temperature variations and their lower 
sensitivity to the assumed known spectroscopic and atmospheric-state parameters. The use of 
this spectral region with IASI can appear challenging, given the high radiometric noise below 
4 µm, but this difficulty is overpassed by the use of 185 channels between 2550 cm-1 and 2760 
cm-1 (3.9 µm–3.6 µm). For these wavelengths, the direct comparison of the IASI-retrieved skin 
temperatures with in-situ bulk temperatures measured from collocated buoys is very consistent 
(regardless of the wind speed, air-sea temperature difference and TPW) with the theoretical 
predictions of (Fairall et al., 1996), as well as with the empirical relationships of (Donlon et al., 
2002; Zhang et al., 2020). Moreover, the analysis of this difference as a function of the 
atmospheric water content shows no strong relationship that would indicate a too large 
sensitivity to errors made on the water profile or the spectroscopy. This implies that our 
retrievals provide accurate estimations of the sea surface skin temperature, even when very 
humid atmospheres are involved, which is not always the case, as noted for AVHRR (Merchant 
et al., 2009), MODIS (Kilpatrick et al., 2015 and this study) or AATSR (Embury et al., 2012).  
 In order to further quantify the accuracy, precision and stability of the IASI restitutions, the 
skin temperatures retrieved from IASI spectra near 3.8 µm have been converted to bulk-
equivalent temperatures using the parametrization of (Fairall et al., 1996) and the ERA5 heat 
flux. Median and robust standard deviation (RSD) for the difference between these 
temperatures and in-situ collocated measurements have then been evaluated for Metop-A 
(Metop-B) from January 2008 (February 2013) to June 2020. The results obtained for Metop-
A and Metop-B are very accurate and consistent, with medians of -0.025 K and -0.015 K and 
RSDs of 0.256 K and 0.244 K, respectively. These demonstrated accuracies (biases) thus meet 
the requirement for climate studies (better than 0.1 K) defined in (Ohring et al., 2005). Note 
that the RSD is of the order of the buoys data precision of 0.21 K (Xu and Ignatov, 2016), 
implying a precision for the IASI retrieval better than this value. Finally, the variations of the 
median and RSD through time have been investigated, showing great stabilities: The trend of 
the RSD is lower than 0.5 mK/year and smaller than the 95% confidence interval, and the 
worldwide variation of the median with time is 4.5 mK/year. This last value is only very slightly 
above the limit of 4 mK/year prescribed in (Ohring et al., 2005). However, within the -20°S-
20°N region, this variation is reduced to 2.4 mK/year, which confirms the high stability of the 
IASI SST time series (and indirectly the high radiometric stability of the instrument).  
 Finally, the consistency between the data provided by IASI onboard the three Metop (A, B 
and C) satellites has also been checked on a worldwide scale by considering the monthly 
averaged SST over 1°x1° grids. Biases are lower than 0.02 K and the standard deviation of 
about 0.3 K is of the order of the monthly variation of the SST for a given instrument and for a 
given grid cell. This value principally reflects the fact that the resulting monthly averaged SST 
for one satellite does not correspond to the same days of observation as those of the other 
satellites. This high consistency between the data provided (and retrieved from) the three 
instruments opens the possibility to retrieve long time SST series without the need for any 
radiative correction to the newest instrument data to be consistent with those provided by the 
older one(s). This is demonstrated by analyzing the 60°S-60°N monthly-averaged retrieved SST 
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anomaly from 2008 to 2020 obtained by a combination of Metop-A and Metop-B observations 
and comparing them with other SST results provided by AIRS, OSTIA, ERA5 and HadSST3. 
The fact that IASI indeed enables to detect short- and long-term trends as well as inter-annual 
variability, opens promising perspectives for climate studies.  
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Appendices:  
 
A1. Sensitivity of the retrieved SST to a change of the water vapor profile, of the surface 
emissivity or of the temperature profile. 
 Figure A1 displays the variations of the SST retrieved, for all collocations with Metop-A in 
2016, from the different spectral windows of IASI spectra when the water profile is increased 
by +10 %, when the surface emissivity from (Masuda et al., 1988) is increased by +0.001, or 
when the temperature profile is changed by +1 K. In all cases, the input (measured) brightness 
temperatures used remain unchanged.  

 
Figure A1: Sensitivity of the retrieved SSTs to atmospheric and surface parameters. Left: for a variation Dq of +10 % 
of the TPW; middle: for a variation Des of +0.001 of the surface emissivity; right: for a variation DT of +1 K of the 
temperature profile. Each line corresponds to one of the 5 spectral regions analyzed, i.e. from top down: 11, 9.0, 4.7, 4.0 
and 3.8 µm. The white (resp. black) color denotes values larger (resp. smaller) than the color scale maximum (resp. 
minimum). Note that the scales of variation of the SSTs retrieved at 11.0, 9.0 and 4.7 µm are different from those used 
for SSTs retrieved at 4.0 and 3.8 µm. 
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As obvious from this plot, the long wavelengths are significantly more impacted than the 
shortest ones. This is particularly the case for the influence of the TPW, a finding strongly in 
favor of the use of the high frequency spectral region of IASI spectra for SST retrievals, 
particularly for very humid (tropical) atmospheres. 
 
A2. Sensitivity of the retrieved SSTs to the water vapor continua 
 
 Figure A2 displays the variations of the SST retrieved, for all collocations with Metop-A in 
2016, from the different spectral windows of IASI spectra when the water vapor self-continuum 
or the foreign-continuum from (Mlawer et al., 2012) is changed by +10 %. In all case, the input 
(measured) brightness temperatures used remain unchanged.   
 

 
Figure A2: Same as Figure A1, but here for the sensitivity of the retrieved SSTs to changes in the self (DCS) and foreign 
(DCF) water vapor continua. Top: for a variation of +10 % of the self-continuum; bottom: for a variation of +10 % of 
the foreign continuum. Each column corresponds to one of the 5 spectral regions (note that the associated scales for the 
variations of the SSTs induced by changes of the self and foreign continua are different). 

As obvious from this plot, the long wavelengths are significantly more impacted than the 
shortest ones by uncertainties on the spectroscopic knowledge of the continua (particularly for 
the self continuum). This effect, which increases with the TPW, further amplifies the conclusion 
of Appendix A1 that one should preferably use the highest frequency spectral region of IASI 
spectra for SST retrievals, particularly for very humid (tropical) atmospheres. 
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